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Intuitive and Dynamic Control of Synthesized Sounds by Voice
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Vaoice Analysis
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Instruments

Instruments are defined in & modular formar usi ng & graphical interface. Modules fall into the
fallowing calegorias:
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A praphical workspuce 1s provided to enable design, testing and plaving of instruments. Ieons are
placed within vhe workspace and ]J‘“:.Ef‘ together to form a graphieal representation of tha instrument

The Performance Environment
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Contrel of a parfarmance is achieved using
2 combination of voice input, MIDI input and ca-screen graphical interaction. At any ooe times the
performer can control one or rmore instruments using these tachnigues.
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System Output

Sysiem outpul is configurable by the user allowing customization for anv MIDI sound moedule.
Controller and System Exclusive messages are used to control sound synthesis parameters in real-
time. The system has been developed in comjunction with 2 synthesizer which allows all sound
program parameters (e g those used for waverable sslection, amphiude, low-pass filtering, sterso
panning, low freguency oscillation and enveloping) to be modified in this way,
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Further Work

Swstein response times could be improved. The existing system uses the sams sample tnput frame
size for all analysis routines. However, some routines oniy require part of that data. Therefore,
implementing difterent software bulfer sizes for each algonithm would ensure that output variables
from these routines were updated as quickly as possible. Another pessible approach would be to
implement the evstem on a mulli-processor arrav. This would enable voice analysis routines to run
simuitanecusiy

Higher level musicalinteraction conld be explored within the performance environment. For example,
a piece could be composed which reacts to changes in velce parameters, As a vocal sound decreased
i harmonic to noise ratic some parts might increase in amplitude or extra note events might be
triggered

Meore complex instrument design could be achieved with the use of compound ons. A scl of icons
on the warkspace would be represented as & single icon with a single set of inputs and outputs. This
would also aliow easy storage and retnieval of vser-defined icon librasiss

Control of MID] devices other than sound modules could be considered. This could include affacts
processing (e.g. equalization, reverk, delay, Aanging and chotusing)  Alse, MIDI devices which
de pot output sound (such as those used to control stage lighting) might be triggered from voice
parameters during a performance.
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