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Abstract 

Connected and Autonomous Vehicles (CAVs) constitute an automotive development 
carrying paradigm-shifting potential that may soon be embedded into a dynamically 
changing urban mobility landscape. The complex machine-led dynamics of CAVs make 
them more prone to data exploitation and vulnerable to cyber-attacks than any of their 
predecessors. This increases the risks of privacy breaches and cyber security violations 
for their users. Cyber security and privacy issues are of significant concern for 
automated mobility since they can adversely affect the public acceptance of CAVs, give 
them a bad reputation at this embryonic stage of their development, create barriers to 
their adoption and increased use, which ultimately complicates the business models of 
their future operations and ultimately their diffusion. Therefore, it is vital to identify 
and create an in-depth understanding of the cyber security and privacy issues 
associated with CAVs as it is something that will support a more systematic 
identification and contextualisation of the factors determining public acceptance of 
CAVs.  

This empirical research aims to do exactly that by employing a sequential mixed 
method approach, with a qualitative phase looking in depth cyber security and privacy 
issues followed by a survey-based phase looking to model the factors underpinning CAV 
acceptance. For the qualitative research phase, 36 semi-structured elite interviews 
were organised with CAV experts that already anticipate problems and look for their 
solutions. Thematic analysis was used to identify and contextualise the factors that 
reflect and affect CAV acceptance in relation to the privacy and cyber security agendas. 
Six core themes emerged: awareness, user and vendor education, safety, responsibility, 
legislation, and trust. Each of these themes has diverse and distinctive dimensions and 
are discussed herein as sub-themes.  

For the quantitative research phase, a theory-based extended technology acceptance 
model (TAM) model was developed and validated through an online survey of 1162 
residents from the UK and China. The confirmative factor analysis-structural equation 
modelling (CFA-SEM) approach was used to analyse the collected data. Results 
suggested that perceived usefulness and perceived ease of use remain the most robust 
predictors that determine the using intention of CAVs. The exogenous variables, 
namely self-efficacy, facilitating conditions and perceived risks, were significant 
predictors of the intention to use CAVs. The perceived system characteristics such as 
the relative advantages of CAVs, the cyber security and privacy risks, and the perceived 
organisational factors like government, manufacturers, and service providers’ 
facilitation in personal data protection are proved to be crucial in the users’ attitude 
forming process.  

Based on the overall findings, policy recommendations were provided to make CAVs 
more cyber secure and privacy friendly. These include prioritising cyber security and 
privacy issues in CAVs, utilising social media tools in promoting positive social 
influences and developing a novel human-machine interface that would enable easy 
and safe operations. The study also suggests that mitigating the cyber security and 
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privacy risks embedded in CAVs require inter-institutional cooperation, awareness 
campaigns and trials for trust-building purposes, mandatory educational training for 
manufacturers and perhaps more importantly for end-users, balanced and fair 
responsibility-sharing, two-way dynamic communication channels and a clear 
consensus on what constitutes threats and solutions. Additionally, recommendations 
for CAV market-entry and market penetration routes were given based on the 
multigroup analysis results. 
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Chapter 1. Introduction 

1.1 Research background and research problem 

Connected and Autonomous Vehicles (CAVs) is a technology that has the potential to 

transform automotive transport and urban landscapes (Nikitas, Njoya, and Dani, 2019). 

CAVs in the future can navigate the road networks without human interventions. There are 

several models of early CAV applications that are being tested in restricted areas as well as 

public roads. For instance, in the US, Google Waymo is currently testing its autonomous 

trucks and autonomous taxies on public roads. UK, Singapore, and Spain are currently 

focusing on integrating Autonomous Vehicles (AVs) into public transport (e.g., autonomous 

buses). 

CAVs have been introduced as a subset of the Cyber-Physical Systems (CPSs)1 in the context 

of highway transportation, which consists of digital software platforms, physical 

infrastructure and human components. The advent of CAVs has gained worldwide 

attention and traction, promising economic, social and environmental benefits that can 

flourish in the era of the smart city. More specifically: from an economic perspective, CAVs 

can facilitate the reduction of energy costs (Rios-Torres and Malikopoulos, 2016), improve 

fuel economy (Vahidi and Sciarretta, 2018), create more productive time (Clements and 

Kockelman, 2017) and promote inclusive economic growth (Meyer et al., 2017). From a 

social perspective, CAVs are marketed for their increased accident prevention and traffic 

safety merits (Ye and Yamamoto, 2019), potential to alleviate traffic congestion (Talebpour 

and Mahmassani, 2016), beneficial impact on public health and wellbeing (Faisal et al., 

2019), improvement of travel behaviour (Taiebat, Stolper, and Xu, 2019), increased travel 

equality and accessibility (Goggin, 2019). From the environmental perspective, CAVs can 

help in reducing emissions and air pollution (Bauer, Greenblatt, and Gerke, 2018), lessening 

 

1 Refer to section 2.2.2 to access information about Cyber-Physical Systems. 
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energy consumption (Wadud, MacKenzie, and Leiby, 2016), optimising fuel use (Mamouei, 

Kaparias, and Halikias, 2018), preventing environmental degradation (Bagloee et al., 2016) 

and decreasing noise nuisance (Nikitas et al., 2017). 

The UK government seeks to cement its position as a world leader in CAVs, and several 

actions have been taken to support CAVs development and preparation for their 

implementation. For instance, the government is encouraging CAV technology 

development through the current National Infrastructure Delivery Plan (2016–2021) (Law 

Commission, 2020). The Law Commission of England and Wales and the Scottish Law 

Commission (the Law Commissions) have announced landmark proposals that will seek to 

ensure the safety of self-driving vehicles via a comprehensive new legal framework in 

December 2020, which will be reported in the final quarter of 2021 (Law Commission, 

2021). The COVID -19 pandemic has also raised the demand for automation in many fields 

of industries, from operations to the production. For instance, Ocado, a British online 

supermarket has experienced success from their automated warehouse transformation 

(Sillars, 2021). 

The UK currently faces a myriad of challenges that would hinder the implementation of 

CAVs. This includes the need for high-definition maps2, 5G coverage, established policy and 

legislation, adequate road infrastructure and consumer acceptance. A number of specific 

initiatives in tackling the identified issues are underway. For instance, £200 million funding 

was provided in improving nationally coordinated programme of 5G testbed facilities and 

trials (5G Testbeds and Trials Programme) (Department for Digital, Culture, Media & Sport, 

2018). Cyber security principles for connected and automated vehicles within the 

automotive sector were also created (Department for Transport, 2017). The Government 

has also conducted research on public attitudes towards self-driving vehicles 3 , which 

 

2 In order to successfully run CAVs on the public roads, 3D maps that contain comprehensive road profiles 
are needed for them to navigate through the road networking using their built-in sensors and software. 

3  See https://www.gov.uk/government/publications/public-attitudes-towards-self-driving-vehicles for 
more information about public attitudes towards self-driving vehicles research conducted by 
Department for Transport. 

https://www.gov.uk/government/publications/public-attitudes-towards-self-driving-vehicles
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endeavoured to open the dialogues among public, the policy makers, specialists from 

industry, academia and government. 

China has made a national strategic plan ‘Made in China 2025’ in 2015 aimed at industrial 

upgrading. This plan including autonomous vehicles scale production by 2025. To achieve 

its goal, research and developments of CAVs was focused on tackling legal and ethical 

issues associated CAVs, human computer interaction, industrial standard and regulations 

of CAVs, and CAV testing. Tax incentives has been given to CAV enterprises that conduct 

CAV research and development activities.  

Beijing has started rapidly testing on CAVs since 2018. On March 24, 2021, China has 

published the first specific CAV legislation. These are key milestones in China’s CAV 

commercialisation. However, there are still challenges in respect of the CAV technologies 

as well as the public acceptance of CAVs in China. 

At the same time and despite the huge potential of CAVs to deliver the listed improvements, 

these new vehicles are also linked to some significant concerns relating to: traffic safety 

and moral issues (Liljamo, Liimatainen, and Pöllänen, 2018); (in)effective interaction 

between CAVs and other forms of travel including pedestrians (Palmeiro et al., 2018); 

excessive traffic and unoccupied vehicle trips (Cohen and Hopkins, 2019); displacement of 

driving professionals (Heard et al., 2018); lack of situational awareness and difficult 

behavioural adaption for the users (Strand et al., 2014) and drivers’ unwillingness to forfeit 

driving (Tennant, Stares, and Howard, 2019). Cyber security and privacy risks have also 

emerged as a key challenge because of CAVs susceptibility to hacking and data exploitation 

(Nikitas et al., 2019). As with all connected computing infrastructures, increasing the level 

of computational functionality and connectivity in vehicles increases their exposure to 

potential vulnerabilities (Parkinson et al., 2017), as well as creating new opportunities for 

data mismanagement. 
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1.2 Motivation 

The commercialization of this technology will alter transportation networks across the 

globe. In the short term, it will impact transportation safety, efficiency and accessibility. 

This technology will also create second-and-third-order effects related to jobs, urban 

planning, economic models, and roadway rules and regulations. Along with the many 

benefits of this technology, it will raise public concerns about the safety of these vehicles 

on public roads, and the potential loss of jobs from those directly and indirectly employed 

in the transport sector. For policymakers, the most pressing challenge will involve crafting 

a regulatory regime that fosters innovation, ensures safety and balances the equities of 

stakeholders at all levels. 

Security and privacy issues are critical concerns that may hinder the wide deployment of 

CPSs if not properly addressed (Giraldo et al., 2017). The connected physical world suffers 

not only from the attacks targeting today’s networked systems, but also from new ones 

that people may not be able to accurately predict today (Sadeghi, Wachsmann, and 

Waidner, 2015). Intelligent Transport Systems (ITS) enables CAVs to be connected and 

allows for traffic optimisation. 

The fine-grained, heterogeneous, and sensed big data are vulnerable to different inference 

attacks, causing privacy disclosure and data safety violations (Song, Fink, and Jeschke, 

2017), while the controlling devices, sensors and signals can be manipulated to launch 

attacks that destabilise the system (Bou-Harb et al., 2017). ITS algorithms will quickly 

allocate the best route for each car based on the information collected from the road 

environment and the destination of all the vehicles in a certain area. CAVs would need to 

share the personal information (such as destination) and allow vehicle tracking with ITS, 

which could potentially cause privacy breaches. The complex dynamics that emerge 

between the physical, the automated and the connected dimensions of CAVs create new 

and unique challenges for end-users, public authorities, car manufacturers and service 

providers. Therefore, efforts meaning to address privacy and cyber security issues are 

timely and meaningful. 
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It is strongly believed that public acceptance will be negatively affected if CAV technology 

risks are not thoroughly studied (Bou-Harb et al., 2017). Given that the introduction and 

promotion of CAVs heavily rely upon the ubiquitous access and participation, 

understanding and demystifying acceptance towards CAVs and the associated risks with 

their use is fundamental to help detect the gaps in their cyber security and privacy 

dimensions to develop effective governance. 

This work aims to make the first step to understand the factors reflecting and affecting CAV 

acceptance regarding cyber security and privacy issues through the lens of experts and the 

general public. More specifically, research was firstly conducted by the means of elite in-

depth interviews with field experts. This helped uncovering their views on some of the 

emerging trends that will shape the CAV privacy and cyber security policy agenda and how 

industry, government and universities could work together to help harness the identified 

opportunities. This was followed and complemented by a dedicated effort to explore the 

different dimensions of CAV acceptance as these currently exist in the minds of members 

of the general public with a special emphasis on the agenda referring to cyber security and 

privacy. More specifically, this work set out to create a model that maps out the acceptance 

framework of people’s potential acceptance of CAVs.   

1.3 Research aim, objectives and questions 

To address these challenges, the aim of this research is to develop a theoretical and 

empirical understanding of attitudes towards CAVs, reflecting and affecting acceptance 

with a particular focus on the agendas of cyber security and privacy. This will potentially 

begin a dialogue between the government and private sector about this transformative 

technology to identify solutions to those potential problems. Three objectives will direct 

this research. The first is identifying and contextualising the diverse dimensions of CAV 

related cyber threats and privacy breaches for the end-users from the lens of CAV experts. 

The second is modelling the factors influencing public attitudes towards CAV acceptance. 

The third is proposing policy recommendations for mitigating cyber security and privacy 
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concerns and advancing public acceptance for CAVs. Table 1-1 presents the research aim, 

objectives and research questions of this study. 

Aim: Developing a theoretical and empirical understanding of attitudes towards CAV 
acceptance with a particular focus on the agendas of cyber security and privacy. 

Research Objectives Research Questions 

Identifying and contextualising the 
diverse dimensions of CAV related 
cyber security and privacy breaches 
for the end-users from the lens of 
CAV experts. 

RQ1: What types of CAV associated risks may the 
user face in terms of cyber security and privacy? 

RQ2: What are the key expressions of cyber 
security and privacy issues? 

RQ3: What can be done to mitigate these risks? 

Modelling the factors influencing 
public attitudes towards CAV 
acceptance. 

RQ4: What is the suitable technology acceptance 
model that can be used as the conceptual 
framework to examine CAV acceptance? 

RQ5: What are the factors affecting CAV 
acceptance and in what way they do so? 

RQ6: To what extent do the determining factors 
influencing CAV acceptance vary or concur in 
different cultural/gender/generational contexts? 

Proposing policy recommendations 
for mitigating cyber security and 
privacy concerns and advancing 
public acceptance for CAVs. 

RQ7: What can policy makers do to safeguard 
CAVs cyber security and privacy? 

RQ8: What can end users do to safeguard their 
cyber security and privacy when using CAVs? 

RQ9: What can stakeholders do to ensure the 
acceptance and better diffusion of CAVs? 

Table 1-1 Research aim, objectives and questions 

1.4 Research scope 

For the first stage of the study, elite interview respondents were selected from field experts 

whose countries are committed to the public road testing of CAVs. To the best of the 

author’s knowledge, there are fifteen countries that have passed legislation that allows 

autonomous vehicles (AVs) to be tested on the public highway (as shown in Table 1-2). 

Some of these countries (Belgium, the USA, New Zealand, Norway, Netherland, Finland, 
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and Japan) have given permissions to test CAVs on public roads in some restricted areas 

without a human driver. Additionally, some countries (e.g., Japan and South Korea) are 

actively developing and testing the CAVs in pre-defined roads.  

Australia 

Belgium 

Canada 

China 

Denmark 

Finland 

Germany 

Netherland 

New Zealand 

Norway 

Poland 

Singapore 

Sweden 

UK 

USA 

Table 1-2 Countries that allow public road testing of AVs 

For the second stage of study, the online survey targeted UK and China adult residents. 

Since 2015, The UK declared ambition to commercialise CAVs by 2021. To date, CAVs are 

still in the experiment stage due to numerous challenges to overcome in commercialising 

CAVs that work safely in real-world scenarios. From the legislation and policy point of view, 

UK is one of the world leaders in terms of CAV development. In 2018, the UK parliament 

passed legislative piece named the Automated and Electric Vehicles Act (UK Parliament, 

2018), which defined initial self-driving mode liabilities. As the UK has not ratified the 

Vienna Convention on Road Traffic4 , this has provided the country with a supporting 

environment for public road testing without interruption or intervention. Although the UK 

has not yet started public road CAV testing without human control (due to CAV technology 

 

4 Vienna Convention on Road Traffic 1968 is an international framework, which stipulates that a human 
driver must always remain in full control of and responsible for the behaviour of the vehicle in traffic. 
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being in its formative early stage), UK’s infrastructure barrier (5G coverage, road network) 

issues, public acceptance are all part of the critical issues that are being studied.  

China, in recent years, has quickly emerged as the world largest mobility market (Tsang, 

Boutot, and Cai, 2018). China leads on market penetration of ride-hailing services, followed 

by the US and the UK (KPMG, 2019). China had formed a joint venture with New Zealand 

driverless minibuses company in 2018, in order to try their autonomous bus (Chris 

Hutching, 2018). The Chinese Government approved the road testing of AVs in early 2018, 

with Baidu, Jingchi, and Pony.ai being the three leading CAV developers in China. China 

provides a relatively relaxed regulatory environment that allows for speedy public road 

CAV testing. The acceptance of CAVs however remains largely unexamined in China.   

Moreover, both two countries have comparable information and communication 

technology (ICT) adoption levels. According to World Economic Forum’s Global 

competitiveness report (Klaus Schwab, 2019), ICT adoption represents a country invested 

in technology and innovations to support their business activities and the level of adoption 

by the consumer. As shown in Table 1-3 and Table 1-4, the items in the rows are 

comprehensively explained in the source report. The interest of this thesis was to compare 

the adoption affinity to technology, that is, ease of embracing technology and the enabling 

conditions such as readiness of technology, the strength of internet subscription. Although 

there are some marked differences in terms of fixed-broadband internet subscription rate, 

fibre internet subscription rate and internet user rate between the two countries, the 

overall score of ICT adoption between the two countries was similar. 

Index Component Value Score* Rank/141 

3rd pillar: ICT adoption 0–100 - 73.0 31 

3.01 Mobile-cellular telephone subscriptions per 100 
pop. 

117.5 98 70 

3.02Mobile-broadband subscriptions per 100 pop. 96.9 N/Appl. 34 

3.03Fixed-broadband Internet subscriptions per 100 
pop. 

39.6 79.2 10 

3.04Fibre internet subscriptions per 100 pop. 0.5 N/Appl. 79 

3.05Internet users% of adult population 94.9 94.9 10 

Table 1-3 UK's ICT adoption (source: Global competitiveness report 2019) 
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Index Component Value Score* Rank/141 

3rd pillar: ICT adoption 0–100 - 78.5 18 

3.01 Mobile-cellular telephone subscriptions per 100 
pop. 

115.0 95.8 78 

3.02Mobile-broadband subscriptions per 100 pop. 95.4 N/Appl. 36 

3.03Fixed-broadband Internet subscriptions per 100 
pop. 

28.5 57.1 32 

3.04Fibre internet subscriptions per 100 pop. 23.9 N/Appl. 6 

3.05Internet users% of adult population 54.3 54.3 93 

Table 1-4 China's ICT adoption (source: Global competitiveness report 2019) 

CAV acceptance remains relatively unexplored in both countries (Wu, Liao, & Wang, 2020; 

Schoettle & Sivak, 2014a; Schoettle & Sivak, 2014b). Also, the comparison between two 

countries in terms of their CAV acceptance context is something that has yet to be explored. 

Therefore, the second stage of this research develops a robust CAV acceptance model 

based on technology acceptance model (TAM), and then validate the robustness using 

structural equation modelling (SEM) technique.   

1.5 Significance and contributions 

This study contributes to the understanding of the factors that affect the acceptance of 

CAVs with regards to their associated cyber security and privacy risks. The main novelty 

and contributions of this study are: 

This study provides a critical review and evaluation of the literature related to the 

technology acceptance theories. 

There are several cyber security challenges in the context of CAVs that have not been 

adequately addressed. Particularly, public’s awareness, that could eventually transform to 

trust and acceptance, has been largely ignored by the existing literature. This study thus 

fills the blank in the literature related to this issue. 

The CAV acceptance framework developed from this study contributes to the theory that 

allows for better understanding of attitudes towards CAV acceptance focusing on the 
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agendas of cyber security and privacy. To the best of the author’s knowledge, there is no 

framework at the current moment that does that effectively and based on real scientific 

evidence. 

The six-theme thematic framework adds to the conversation on CAV cyber security and 

privacy policy development which requires attention from policymakers and ongoing 

dialogue with CAV industries. It provides guidance covering the substantive areas in which 

CAV industries and the public sectors, from eliminating CAV’s cyber security and privacy 

risks to increasing public acceptance of CAVs, contribute to the area of consideration for 

CAV policy making. To the best of the author’s knowledge, this is the first research focusing 

on user-centred acceptance criteria in CAV policy making. 

This study empirically validated the extended TAM in the context of CAV through collecting 

sample data from both the developed country (UK residents) and developing (China 

residents). Moreover, the uniqueness of the sample also reflected through the inclusion of 

the voices from both field experts and general public. 

The nature of the methods, data and samples used in this study contribute to the 

methodological implications. By utilising elite interview and survey techniques in a mixed 

method providing both research depth and breadth, To the best of the author’s knowledge, 

this is one of the few pieces of research that successfully incorporate thematic analysis 

results into quantitative theoretical constructs. 

1.6 Structure of the thesis 

This thesis is made up by 6 chapters.  

Chapter 1: Introduction outlines the focus of the study. It first introduces the research 

background, identifies the research problem and explains the research motivation. Then it 

clearly articulates the thesis direction by setting out the explicit research aim, objectives 

and questions that underpin the presented work. It further presents the research scope, 
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the contribution and the methodology applied in this study. Finally, the structure of the 

thesis is described. 

Chapter 2: Literature Review will be constituting a comprehensive review of the literature 

on a multitude of relevant research areas, including research around: CAVs benefits and 

risks, public attitude toward CAVs and theories used in information systems (IS) acceptance 

research. More specifically, this chapter will first define CAVs and distinguishes the 

terminologies related to them. Then it will present the benefits of CAVs that have been 

identified in the literature, including improving highway safety, alleviating traffic 

congestion, reducing air pollution, improving the fuel economy, benefiting public health 

and improving travel behaviour. This will be followed by a coverage of the CAV risks and 

barriers associated with driverless automotive technologies, including cybersecurity, 

privacy and legislation among others. Then the chapter will offer a detailed overview of 

most influential conceptual frameworks related to this topic, including diffusion of 

innovation (DOI), theory of reasoned action (TRA), theory of planned behaviour (TPB), social 

cognitive theory (SCT), technology acceptance model (TAM) and unified theory of 

acceptance and use of technology (UTAUT). Moreover, this chapter will also compare and 

evaluate each model, as well as the usage in different cultural contexts. In the end, this 

chapter will review the methodology and method of analysis used in the technology 

acceptance literature and present the research gap. 

Chapter 3: Research Design & Methodology will describe in detail the methodological 

approach employed by this study. This chapter will justify the philosophical paradigm of 

this study, which consists of the ontological, epistemological, axiological, and 

methodological view of the author. As a result, this research has adopted a mixed method 

approach that is situated in the pragmatic paradigm and was therefore selected as the 

conceptual framework. Then, the sequential triangulation mixed method design and the 

detailed qualitative and quantitative methods adopted in this study will be introduced. In 

the end, this chapter will conclude with a research ethics declaration for its data collection 

and data analysis process.      
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Chapter 4: Qualitative Research Stage will present the methodology of the qualitative 

research, the results of the thematic analysis and provide the discussion of the result 

obtained from the elite interview. More specifically, the qualitative research phase 

involved elite interviews and adopted thematic analysis as the method of analysis. The 

research finding section will start by presenting the interviewee characteristics. 

Subsequently, the interview results will be outlined and presented in-depth as the result 

of the analysis. Six themes, namely, awareness, user and vendor education, safety, 

responsibility, legislation and trust emerged. This results section will be concluded with the 

thematic roadmap conceptualising the privacy and cyber security agendas in CAVs. The 

discussion section will contextualise the six themes and their key sub-themes, 

benchmarking them when possible against relevant literature. It will be a discussion that 

seeks to develop a fluid and recursive frame that elaborates on the qualitative analysis 

being systematic but not rigid. 

Chapter 5: Quantitative Research Stage will present the methodology, the results of the 

exploratory factor analysis (EFA), confirmatory factor analysis (CFA), confirmatory factor 

analysis (SEM), multiple group analysis (MGA) and the discussion of the results obtained 

from the quantitative research stage. More specifically, the quantitative research phase 

refers to an online survey with the general public in two countries where EFA, CFA and SEM 

were used for the model development and model validation. Case screening and variable 

screening will be evaluated based on statistical screening methods which include the 

checking of missing data, outliers, normality, skewness and kurtosis, linearity and 

homoscedasticity. EFA analysis will be conducted as a primary analysis for building the 

fundamental logic and structure of the model. The latent factors that have been identified 

in EFA will be validated through checking its convergent validity, discriminant validity and 

the reliability. Further, a CFA measurement model will be established and go through 

model fit, model validity and reliability and measurement invariance tests. Moreover, SEM 

will be conducted to compare the direct, indirect and mediation effects among the latent 

factors. The final structural model will also be validated through an influential outliers’ test 

and multicollinearity test. Finally, MGA will be applied to compare group effects within the 

model. Then the quantitative results further elaborate and explain the findings from the 
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qualitative results that pertain to the cyber security and privacy factors but go well beyond 

those. It is a discussion that seeks to develop a model that could potentially generalise CAV 

acceptance. All constructs in the quantitative model are the key predictors of CAV 

acceptance, which inspired and extended from the classic TAM model. This chapter will be 

concluded by synthesising the key lessons of the two research stages and the final process 

model will be presented with the combined framework identified in the qualitative elite 

interview phase and the structural model proposed by the quantitative survey research. It 

will provide a discussion of both sets of results obtained from the two phases of the study. 

It will also provide policy recommendations. 

Chapter 6: Conclusion will summarise the key results of the present two-phase study, 

acknowledges the study’s limitations, sketch relevant future research areas and confirms 

the contributions of the work to theory, methods and practice. This chapter will start with 

an overview of the research and answers briefly but effectively every one of the research 

questions underpinning the study. It will then highlight the theoretical, practical and 

methodological contributions of this work. Reflections on what could have been better, 

acknowledgements of the study’s limitations and potential future research directions will 

then be presented.         

https://www.sciencedirect.com/science/article/pii/S1369847820305386#s0115
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Chapter 2. Literature Review 

2.1 Introduction 

This chapter reviews the literature related to CAV benefits and their associated risk, 

public attitude toward CAVs, theoretical overview of CAV acceptance research, cultural 

models and theories related to the technology acceptance, methodologies and method 

of analysis used in CAV acceptance research and finally identifying the research gaps in 

CAV research.5 

2.2 Connected and Autonomous Vehicles (CAVs) 

Connected and Autonomous Vehicles (CAVs) constitute an automotive development 

carrying paradigm-shifting potential that may soon be embedded into a dynamically 

changing urban mobility landscape. Intelligent transportation systems (ITSs) and 

highspeed networks such as 5G can make it possible for CAVs to operated safely on 

roads. Currently, the prospects that CAVs can be introduced into the road industry or 

market is low because the technological, legal and human conditions necessary for 

smooth operations of CAVs are being implemented. However, the pioneers in the CAVs 

industry are actively testing the latest CAV technology and mapping the road and 

environment in different places around the world in readiness for its inception. For 

instance, Google Waymo (As shown in Figure 2-1) has been testing their self-driving 

vehicles on public roads with no one in the driver’s seat since 2017. Ford has been 

testing their highly automated vehicle on the streets of Miami since 2018.               

 

5 Part of the work of this chapter has been published as a peer reviewed journal paper, which can be found 
using the following reference: Liu, N., Nikitas, A., & Parkinson, S. (2020). Exploring expert perceptions about 
the cyber security and privacy of Connected and Autonomous Vehicles: A thematic analysis 
approach. Transportation research part F: traffic psychology and behaviour, 75, 66-86. 
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In order to successfully run CAVs on the public roads, 3D maps that contain 

comprehensive road profiles are needed for them to navigate through the road 

networking using their built-in sensors and software. CAVs should scan the surrounding 

environment and objects in the vicinity to identify if they are vehicles, pedestrians, 

cyclists and so on. Waymo claimed that their vehicles are able to detect up to 1700 

square meters (Waymo, 2020). Built-in software (could also be cloud computing in the 

future) will analyse the gathered information acquired from sensors and predict the 

movement of every objects based on their speed and trajectory. In this manner, CAVs 

would evade obstacles and determine the exact speed and route to take to its intended 

destination. Additionally, ITS could analyse the gathered information from all CAVs in 

different location and therefore optimize each CAV’s route options.  

 

Figure 2-1 Waymo's fully self-driving Chrysler Pacifica Hybrid minivan on public roads 

In this regard, CAVs will change the highway driving landscape because the other road 

users, traffic laws, technology and regulatory framework would have to be configured 

to accommodate the CAVs. However, before CAVs can be fully implemented, there are 
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many issues that would need to be considered. The following section will clarify some 

definitions related to CAV.    

2.2.1 Defining the terminology of CVs, AVs and CAVs 

For the reasons of clarity and consistency, it is important to highlight that this work 

focuses on CAVs. The future of vehicle automation has many different angles and there 

is a tendency to employ terms like connected car, smart car, autonomous car, driverless 

car, self-driving car interchangeably. However, a CAV is not synonymous to a connected 

vehicle (CV) or an autonomous vehicle (AV); these are different (Talebpour and 

Mahmassani, 2016). 

CV is a vehicle that can communicate and exchange information wirelessly with other 

vehicles, external networks and infrastructure via vehicle-to-vehicle (V2V), vehicle-to-

infrastructure (V2I), vehicle-to-network (V2N) and vehicle-to-everything (V2X) 

technologies, but that does not necessarily mean that CVs are capable of autonomous 

driving. Fundamentally, the CV end-users would enjoy a set of services integrating 

information, infrastructure and communication technologies that improve 

transportation efficiency and security. 

AVs are vehicles that are capable of driving themselves without human intervention. 

This study adopts the International Organization of Motor Vehicle Manufacturers 

(OICA)’s definition of levels of automation, which is based on the Society of Automotive 

Engineers (SAE) International Standard J3016 and refers to six levels of autonomy: 0 

being no autonomy; 1 being driver assistance; 2 being partial automation; 3 being 

conditional automation; 4 being high automation; and 5 being full automation. AVs may 

not be connected although the two technologies can be complementary. 

If a vehicle is both connected and autonomous, then it can be classified as a CAV. 

According to Nikitas et al. (2020), a CAV is any vehicle able to understand its 

surroundings, move, navigate and behave responsibly without human input which at 
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the same time has connectivity functions enabling it to be proactive, cooperative, well-

informed and coordinated. The present study is specifically discussing key privacy and 

cyber security issues of fully enabled CAVs. 

2.2.2 Cyber-Physical Systems (CPSs) 

Fundamentally, CAVs are a physical component of cyber-physical systems (CPS) that is 

monitored and controlled by a network of cyber and physical components. The 

concepts of security and privacy can be applied to both the cyber and physical sides of 

CPSs. There are many overlapping terms for these concepts including cyber security, 

information security, information assurance, and others. For the purposes of this study, 

the author is concerned in this section with the nonphysical, informational side of CPSs. 

There are also a number of less empirically rigorous public opinion studies exploring a 

variety of issues concerning CAVs, these include cyber security and privacy.   

Security and privacy are the most critical concerns that may hinder the wide 

deployment of CPSs in general and CAVs in particular (Song et al., 2017). Possible cyber-

attacks, maliciously controlled vehicles and software vulnerabilities might compromise 

the safety levels of CAVs (Milakis, Van Arem, and Van Wee, 2017), while privacy as the 

ability to move about in relative anonymity will be lost with control over private 

information and misuse of that private information arising as a key drawback of this 

vehicle technology (Collingwood, 2017). 

CPS technologies blur the lines between the physical and cyber world and between 

infrastructural and personal spaces creating opportunities for innovation (Karnouskos 

and Kerschbaum, 2017). This blurring is being engineered into the Internet of Things 

(IoT) where personal CPSs (such as smartphones and automobiles) bearing personal 

data can reach up into public infrastructures to access services. Infrastructural 

technologies such as smart roads, e-government, and city services have become 

personal by providing private portals into public services (Song et al., 2017).  
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Nevertheless, to the larger CPS community, building economically successful CPSs 

seems to be the priority, since traditionally security and privacy issues can be resolved 

via patching. This obviously is inappropriate as security and privacy protection must be 

considered from the early stages when building a CPS – an important lesson learnt from 

the evolution of the Internet (Romanou, 2018). To educate today’s CPS engineers as 

well as the next generation of CPS stakeholders, studies identifying the state-of-the-art 

techniques and potential challenges in security and privacy of CPS are in need (Aceto, 

Persico, and Pescape, 2019).   

In the public space where CAVs operate, there is little expectation of privacy and choice 

may not be available (Rosner and Kenneally, 2018). To improve the acceptance of CAVs 

and facilitate the development of the technological and policy mechanisms to protect 

privacy, public requirements and concerns must first be investigated (Tanczer et al., 

2019). 

Security and privacy have in common the concepts of appropriate use and protection 

of information (Acquisti, 2004). Privacy is often seen as freedom from observation, 

interference or unnecessary public attention. It is often seen as part of security and is 

the reason for providing confidentiality and when possible anonymity. On the other 

hand, privacy has a more dynamic dimension, allowing owners to control their own 

information. Strikingly, security on some occasions may be considered a violation of 

privacy (Song et al., 2017).   

Cohen et al. (2017) identified that the cyber security and privacy research field is full of 

unique challenges stemming from various application domains such as healthcare, 

smart grids, and smart homes, making non-existent the “one-size-fits-all” type of 

solutions, and that the integration of “cyber” and “physical” worlds opens the doors 

for insidious and smart attackers to manipulate the system. This leads to new cyber-

attacks and defence technologies other than those originated from the traditional 

computer and network systems. Human-factor researchers and psychologists might 

improve CAV cyber security and privacy provision by understanding human failure that 
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makes attacks successful, by identifying ways to educate people about safe practices 

and by proposing ways that could reduce human-induced errors (Linkov et al., 2019). 

2.2.3 The levels of automation 

The Society of Automotive Engineers (SAE) has classified the levels of autonomous 

vehicle (AV). It has defined and classified the levels of automation from level zero to 

five with ranging features and technological endowments (as shown in Table 2-1). 

Specifically, there are two major categorisations namely the autonomous and semi-

autonomous vehicles. Level one is assisted automation while level two is partial 

automation. The autonomous vehicles are classified from level three to five and are 

considered to be self-driving automobiles. It is imperative to outline that level three to 

five are bequeathed with technological features that are enabled with an automated 

driving system that can operate driving independently. 

More specifically, level three is conditional automation where the human drivers are 

expected to conduct mechanical controls at set intervals. Level four refers to high 

automation, which implies that additional elements and features are added over and 

above level three. Level five in vehicle automation is the full automation and the 

vehicles are expected to fully “self-drive” under the normal traffic conditions in the 

conventional society (Taeihagh and Lim, 2018). Different international transport 

agencies such as the European Road Transport Research Advisory Council (ERTRAC), 

the Government of Ontario, Canada (Ticoll, 2015), Australia’s National Transport 

Commission (NTC) (Hillier, Wright, and Damen, 2015; Sun et al., 2017), the US National 

Highway Traffic Safety Administration (NHTSA), and the UK’s Department for Transport 

(DfT) (Clark, Parkhurst, and Ricci, 2016) have also adopted the definitions and 

categorisations prescribed by the SAE. This study primarily focuses on the CAV levels 

four and five and their impact in the society. 

SAE 
Level 

Name Execution of steering and 
acceleration/ deceleration 

Monitoring of 
driving 
environment 
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0 No Automation Human driver Human Driver 

1 Driver Assistance Human driver and system 

2 Partial Automation System 

3 Conditional 
Automation 

4 High Automation System 

5 Full Automation 

Table 2-1 Vehicle Automation Levels (SAE 2014) 

2.3 Benefits of CAVs 

The safety benefit is the most spelled out advantage of CAVs compared with the 

traditional human operated vehicles that are prone to human errors (Chehri and 

Mouftah, 2019), driving fatigue (Cohen and Hopkins, 2019), drunk or drug driving 

(Kashevnik, Ponomarev, and Krasov, 2020). It was suggested by the micro-simulation 

research which examined the connected vehicles lower-level automation (CVLLA) with 

two automated features in the market (Kapser and Abdelrahman, 2020). Yue et al. 

(2018) had also estimated the exact safety benefits on CV & DA (Driving Assistance) 

technologies that found that these technologies can reduce vehicle crashes. In terms 

of AV safety research, AV Morando et al. (2018) investigated the safety impacts using 

a simulation-based surrogate safety measure approaches and proved that AVs improve 

safety significantly with high penetration rates. 

It is also expected that CAVs can travel with shorter headways due to improved safety, 

leading to increased road and intersection capacities. Table 2-2 shows the highlighted 

benefits of CAVs from the research literature and official grey literature (UK DfT report). 

The detailed benefits that CAVs can bring will be discussed in the following subsections. 

Improved road safety Increased comfort 

Better economic outcomes 
through increased productivity 
and new market demand 

Improved environmental sustainability 
through reduced travel time and 
distance 

Increased travel efficiency Reduced congestion 
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Increased access for older people 
and disabled populations 

Reduced road volume through 
increased ridesharing 

Table 2-2 Theoretical benefits of self-driving vehicles (Cohen and Hopkins, 2019; Kyriakidis, Happee, and 

de Winter, 2015; Ruggeri et al., 2018; Transport Systems Catapult, 2015) 

2.3.1 Improving highway safety 

More than 1.2 million people die from road accidents yearly (World Health 

Organization, 2015). This is a devastating statistic considering the adverse effect that it 

bears on the public health and urban development. Approximately 70% of these 

accidents were attributed to human error (Dhillon, 2007). CAVs, therefore, present an 

opportunity to help avoid these deaths because of the expected accuracy of self-driving 

technology (NHTSA, 2016; Yao et al., 2020). In principle, CAVs can sense the traffic 

environment and independently navigate through the roads without the intervention 

(Van Brummelen et al., 2018), decision or action of the drivers (Xu et al., 2017). This is 

a hallmark step because it would seek to enhance road safety by eliminating the 

incidences of crashes or accidents.  

A study that was conducted by the Insurance Institute for Highway Safety (IIHS) 

concluded that there would be a 31% reduction in the number of highway injuries and 

fatalities (U.S. Department of Transportation, 2016). For instance, in the United States 

of America, over 11,000 people lose their lives annually due to road accidents and 

related injuries (U.S. Department of Transportation, 2016). A considerable amount6 of 

these deaths were occasioned by elements of human errors hence the adoption and 

use of CAV would greatly help to negate this adverse trend. 

 

6  A longitudinal study conducted by NHTSA survey from 2005 to 2007 estimated that 94% of the 
accidents on U.S. roadways are due to human error. NHTSA, “2015 Motor Vehicle Crashes: Overview,” 
August 2016, https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812318 

https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812318
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2.3.2 Alleviating traffic congestion 

Traffic congestion is a menace that most major cities around the world face. In the US 

for instance, drivers waste approximately 40 hours yearly caught in traffic jams at a 

corresponding monetary cost of $121 billion (U.S. Department of Transportation, 2016). 

The time wasted is even higher in cities such as Mexico, Istanbul, Rio de Janeiro or 

Moscow where drivers record approximately more than 100 hours yearly waiting in 

congested traffic (Weinelt, 2016). China has a vehicle population of 126 million which 

is a 15% increase from the previous year (Wu et al., 2017); this hints at the magnitude 

of congestion and the number of hours that would be wasted by motorists stuck on the 

roads and how it is bound to get worse if remedial measures are not adopted.   

Approximately 30 percent of traffic congestion around the world is occasioned by 

drivers circling business centres in search of parking spaces (Shoup, 2006). The circling 

phenomenon is a cause of air pollution, traffic congestion and environmental 

degradation. When CAVs are phased into the society, they will interlink with the traffic 

control systems hence improve the efficiency of traffic flow which will reduce the time 

motorists spend circling for parking lots (Adegoke et al., 2019; Hess, 2020). If provided 

in a shared use basis (i.e., Shared Autonomous Vehicles (SAVs)) with some ‘on-demand’ 

principles they could also reduce the number of cars in need (Narayanan, Chaniotakis, 

and Antoniou, 2020). 

2.3.3 Reducing air pollution 

According to Weindelt (2016), cars account for approximately 30% of carbon dioxide 

emission thereby contributing to climate change and global warming. In most industrial 

areas, there are records of increased levels of smog and air pollution which are 

attributed to the high number of cars. Illustratively, a study that was conducted in 2016 

indicated that the emission and pollution levels that come from static cars stand are 

40% higher than when the car is in motion (Schlossberg, 2016).  
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Since CAVs are connected and controlled by the computer, it removes human-related 

idling or braking manoeuvres which could directly improve vehicle fuel economy and 

reduce transport emissions. However, the new travel behaviour adapted to CAV might 

increase the traffic emissions as people may be encouraged to make more trips 

because of the ease of parking and driving around. 

The concept of a shared autonomous vehicle (SAV) system has shown merit in the 

elements of emission reduction. According to Fagnant and Kockelman (2014), there is 

conservation of energy use and positive environmental outcomes when moving to a 

SAV system. These scientists studied pollutants such as the particulate matters, volatile 

organic compounds, oxides of nitrogen, carbon monoxide and sulphur dioxide and 

realised that there was a positive outcome when using SAVs. 

A commercial ride-hailing company Uber has articulated that 50% and 30% of its trips 

in San Francisco and Los Angeles respectively are pooled or shared rides where several 

passengers share travel costs (West, 2016b). When people share rides, there is 

increased environmental gain regarding increased air quality and reduced pollution 

levels. 

2.3.4 Improving the fuel economy 

Eco-driving is a concept that helps to lower the cost of fuel consumption. Drivers 

mechanically accelerate and decelerate thereby altering the fuel usage and creating 

higher energy depletion. For instance, when the engine is left running during traffic 

stops or when experiencing traffic congestions this leads to higher wastages and 

consumption of fuel. Empirical data has indicated that CAVs would minimize fuel 

consumption by roughly 12% through behaviour mapping, telematics and traffic 

sensing to reduce wasteful running of engines thereby lower fuel usage (Mersky and 

Samaras, 2016). Illustratively, the scheme of control algorithms would help to minimize 

the areas where unconventional stoppages that would lead to fuel wastages (Mersky 

and Samaras, 2016).       
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CAVs in the short term would help to save fuel consumption and subsequently reduce 

harmful emissions. However, in the long run, the impact of CAVs is ambiguous (Milakis 

et al., 2018). According to (Wu et al. 2017), energy and emission consumption can be 

lowered exclusively in instances where V2I technologies are employed properly to 

manage the movement of vehicles at critical intersections and outlets. 

2.3.5 Beneficial impact on public health 

AVs can positively impact the general welfare of people as outline by van Schalkwyk 

and Mindell (2018) who suggested that there are various effects that could improve 

health. More specifically, the mental health of a person may be adversely impacted by 

inconveniences of the transport networks and systems. Additionally, the nuisance that 

arises from noise pollution can impair the mental state and health of a person. When 

the transport network is not properly planned people living with disabilities would be 

affected because of their physical limitations. Also, a poorly designed transport system 

negatively affects the urban planning hence adding stress to the people thereby 

resulting to increased stress levels and ailments by extension (van Schalkwyk and 

Mindell, 2018). In this regard, AVs can help improve road independence, safety and 

lower the discomfort that people living with disabilities may experience from the 

conventional transport system. Hence, CAVs would intuitively lower the prospects of 

causing health problems.  

Similarly, CAVs would aid the elderly drivers avoid the physiological impediments that 

the conventional road networks may pose to them (Crayton and Meier, 2017). Elderly 

drivers may engage in crashes, collisions or accidents due to vision impairment arising 

from old age. Hence, AVs would assist the elderly drivers to avoid such inconvenience. 

Driving induced stress is a disease that contributes to hypertension and it can be 

avoided by the use of AVs (Crayton and Meier, 2017).  
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2.3.6 Improve travel behaviour 

CAVs would benefit vulnerable people such as the young or older people who would 

not otherwise drive (Sochor and Nikitas, 2016) by providing them increased access to 

door-to-door unassisted transport services. This would imply that travel behaviours 

would have to change because AVs would offer ‘more socially inclusive’ travel 

opportunities to all people such as young or older people. 

Similarly, the concept of automobile-oriented development and vehicle miles travelled 

(VMT) would imply that parking spaces would be less occupied because of the fewer 

number of vehicles on the road. Increased VMT would bring other associated costs such 

as high fuel usage and increased emissions.  

AVs would allow the concept of sharing rides which would produce higher social and 

economic benefits. Ridesharing (Kane and Whitehead, 2018; Metz, 2017) allows for the 

proper use of vehicle space so that there is minimal wastage of resources such as 

reduced fuel consumption for less number of vehicles used through sharing (Metz, 

2017). Alternatively, CAV manufacturers may improvise and introduce service hours 

rather than sell CAVs (Metz, 2017), which is referred to as the SAV (Fagnant, 2015). SAV 

services would improve spatial convenience because the users would be driven 

autonomously (Newman, et al., 2017).) SAVs would be more convenient, efficient and 

popular as compared to the conventional vehicle services such as Grab and Lyft (Hörl 

et al., 2016; Fagnant and Kockelman, 2014; Kane and Whitehead, 2018). However, 

CAVs would rely on technology to operationalise the shared services which presents a 

challenge because the people who are out of the “digital space” would be marginalized 

from enjoying the service (Pangbourne et al., 2018).  

Furthermore, some authors (Fagnant and Kockelman 2014; Kane and Whitehead 2018) 

argue that CAV hours would be more convenient for users in rural establishments or 

dense areas because the service would have been customized to the region and users’ 

preference. As such, the users would save time because CAVs would allow them to 

access online controls from the CAV systems (Horl et al., 2016). CAVs would help 
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businesses to save on their operational cost because the driverless vehicles would not 

need labour cost, thereby lowering the cost and increasing profits for the firms. 

2.4 Risks associated with CAVs 

Whilst CAVs can be used to make people safer, more productive and keep them 

entertained while in transit, this driverless concept has also the potential to create a 

transport system vulnerable to attacks through which intruders could possibly access 

the vehicle’s delicate controller area network (CAN). Once inside, hackers can send 

commands to the vehicle from a remote location in order to, inter alia, steal private 

data, track individual vehicles or entire fleets and hijack non-safety and safety-critical 

functions. 

Similarly, when access to CAVs increases there will be risks of an increase in congestion 

because the demand would increase thereby leading to prospects of heavy snarl-ups. 

For instance, CAVs can be customised by owners/users to make rounds in the block 

while waiting for the users and in the process cause congestion. Experts suggest that 

this menace of congestion can be avoided if the CAVs are integrated with other 

transport systems such as trains, taxis and buses to establish local manageable grid.  

Ordinarily, the enterprise model that would guide the profit venture of CAVs would 

ignore other beneficial modes of transports such as walking and cycling (Pangbourne 

et al. 2018). Strategic areas such as stations are primarily designed to be walk-paths 

but CAVs may clutter or congest these sections (Newman, et al., 2017). In this regard, 

a cost benefit analysis is fundamental to evaluate the gains that CAVs bring against the 

demerits that the society may experience from its operations. 

Particularly, in the short term, concerns of loss of employment would be raised, for 

instance, traffic officers (Crayton and Meier 2017), taxi drivers (Heard et al., 2018), 

freight-cargo operators (Horl et al., 2016) may be rendered redundant and jobless in 

the immediate time.  
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Cyber security threats constitute a key problem that needs to be addressed alongside 

socio-psychological barriers that might make individuals, and even societies as a whole, 

less willing to embrace driverless vehicle technologies. The prospective end-users need 

to be convinced that the operating technology installed in CAVs is safe and secure. From 

the onset, it was apparent that AVs would face different threats, namely adverse 

human attitudes, technological safety challenges and cyber security threats. 

Human perception, attitude, fear and acceptance of the self-driving vehicles constitute 

a significant factor that must be assigned weight when evaluating the driverless 

vehicles future. It is imperative to articulate that human attitudes drive business 

directions, such as the form of marketing and human factor design that would be 

employed to help the manufacturers modify their product to address the fears or 

reservations of the general public.  

2.4.1 Cybersecurity 

There are many overlapping terms for cyber security concepts in CAVs including 

information security, information assurance and network security. For the purposes of 

this study cyber security is defined, according to the General Data Protection 

Regulation (GDPR) guidance as ‘the use of appropriate technical and organisational 

measures to secure infrastructure, networks and data from unauthorised or malicious 

activity’. Cyber security in CAVs according to Olufowobi and Bloom (2019) is the answer 

to attacks associated with: desire for infamy, vengeance, or twisted pleasure; profit; 

traffic control so as to create open or congested routes; traffic disruption to create 

congestion or even panic; intelligence, surveillance, and reconnaissance, whether 

targeted or en masse; vehicle theft; remote hijacking of an operating vehicle; infecting 

vehicles with malware; and creating a vehicular botnet.  

Cyber security is defined as the system of programmes that damage the flow and 

nature of information and datasets held by organisations, firms, individuals or 

governments. These include interruption or disorientation of operations, unauthorised 
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access to private information and identity theft amongst others (Oltramari and Kott 

2018). Cyber risk has taken prominence in the recent past because the major 

stakeholders such as governments and experts have assigned increased attention to 

the phenomenon. The adverse effects of cyber risk include loss of money, injury to 

reputation and leakage of sensitive information into the hands of unauthorised parties. 

The mainstream media has taken steps and measures to interrogate the aptness of 

security defence systems against cyber risk. As such, there have arisen discussions that 

seek to highlight the measures undertaken to protect the society against such risks.   

The security of CAVs takes eminence because of the sensitivity of this matter. CAVs rely 

greatly on the vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) 

communication platforms to operate. In all these platforms or pathways there are 

other additional electronic transmissions such as phone calls, internet surfing, email 

connections and usage of network data. These imply that the data security must be 

comprehensive to ensure that all these networks and platforms operate safely and 

securely.    

Security researchers have mentioned that there are chances of security breaches such 

as sensor manipulation, interferences with radar, ghost vehicles, loss and theft of data, 

jamming and hacking of network systems (Petit and Shladover, 2015). If there is any 

disorientation or disturbance on any of these readings, then false actions on the 

artificial intelligence algorithms will arise that will cause disruption of the smooth 

operations of CAVs. In order of merit, these scholars rank injection or penetration of 

fake information, spoofing and global navigation satellite systems (GNSS) as the riskiest 

because they can potentially result in accidents where loss or damage of property and 

fatalities are likely.      

Technology experts have in the past affirmed their ability to remotely intercept and 

hack the digital operating system of a Jeep Cherokee. More specifically, technology 

experts indicated a huge ability to interfere with the windshield wipers, change radio 

frequencies, control the brakes and steering wheel remotely (Kelarestaghi et al., 2018) 

They achieved these levels of interruption by tapping into the Uconnect software. This 
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instance articulates the continued need for the CAV manufacturers to improve the 

operating systems security to avoid such eventualities. Table 2-3 shows attacks for 

vehicle to everything (V2X) communications in the context of the urban Platform for 

Connected Electric Vehicles (PUVEC)7. 

 Vulnerabilities 

V2S DoS, Jamming, False data injection, GPS deception  

V2V DoS, Selfish attack, Modification, Sybil attack, False data injection, 
Eavesdropping, Black Hole, Gray Hole and Wormhole attack.  

V2I Replay, Router Advertisement Forgey, Privacy, RSU Spoofing, DoS of the 
DAD  

V2N Mobile 
Femtocell  

MOBIKE DoS, MiTM, Spoofing 

Femtocell Physical Attacks, Configuration Attacks, MiTM, 
DoS, privacy, etc. 

5G  mmWave and D2D: Eavesdropping, privacy. Jamming attack 

Table 2-3 Internet of electric vehicles vulnerabilities (Fraiji et al. 2018) 

Existing literature has defined cyber risk as an IT risk. The National Institute of 

Standards and Technology’s (NIST) in its guide for conducting risk assessment describes 

the phenomenon of risk as a likely vulnerability of a particular threat to occur. In order 

to realise and ascertain the likely occurrence of vulnerabilities, it is necessary to assess 

the controls and weaknesses that exist in the digital system (NIST, 2020).     

Research has delved into the prospects of cyber security threats of CAVs. By definition, 

a CAV is controlled and navigated greatly by operating digital systems, which are prone 

to attacks such as hackings or breaches. In the event of a cyber security attack, the 

digital systems of the vehicle would not have the ultimate control of their vehicles 

(Hern, 2016; Lee, 2017). In the absence of full-proof security programmes and services, 

the V2V and V2I communication mechanisms can be breached and the immediate 

results may be fatal (Dominic et al., 2016). Penetration of fake or erroneous messages 

and hoaxing of the GNSS are some of the likely risks that the AVs would face. These 

threats would lead to a critical undermining of the functionality of the digital system of 

 

7 Platform for Connected Electric Vehicles (PUVEC) is a context awareness program or application that 
endeavours to provide solutions such as the autonomy of the drivers, management of battery, energy 
etc. 
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CAVs. Similarly, there are also prospective risks such as the interruption of the sensors 

and in effect the disorientation of the digital operating systems of a CAV. Illustratively, 

such a disorientation of the digital system may lead to the CAVs being inhibited from 

perceiving incoming objects and obstacles thereby adversely affecting their operations 

(Bagloee et al., 2016). Some of these threats can be addressed through systems 

upgrades that would help to detect such a challenge of disorientation of the CAV 

operating system (Bagloee et al., 2016).   

2.4.2 Privacy 

Privacy is ‘the act of empowering users to make their own decisions about who can 

access and process their data and personal space and for what purpose’. Devices such 

as driverless cars, remote monitoring devices, smart watches and smart devices such 

as phones generate a huge volume of data that can be used for analysis (Kraijak and 

Tuwanut, 2015). This data can help business entities such as insurance firms to adjust 

their insurance covers and policies based on the skills of the drivers and the existing 

risks (Eling and Lehmann, 2018). With the current CAV technology, the insurance firms 

have to collect several types of information about the CAV (e.g., the car condition, 

distance covered and locations visited) in order to determine the compensation rates. 

These pieces of information could then be relayed to other third parties, a concern that 

consumer rights activists have voiced. For instance, the CAV would require a certain 

amount of personal data to conduct troubleshooting operations or restore defective 

programmes, all of which could be disclosed to a third party for research or marketing 

purposes. 

CAVs greatly depend on high-definition maps and motion sensors to operate smoothly 

in a secure manner (West, 2016; Dhar, 2016). But issues have been raised on who 

controls this critical element of information (Anderson et al., 2014; Boeglin, 2015). To 

this end, it has become increasingly ambiguous and unclear as to the nature of the 

privacy of this information. Further, it has not been proved or confirmed as to what 

would be the nature of the information that would be collected, who would collect the 
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information, storage facility of the data and the permission or authorization levels for 

access of the information that would be collected (Glancy, 2012).  V2V and V2I 

communication platforms enable the fast and seamless transfer of information to be 

shared between the CAVs. The sharing of information exposes the location of the AV 

and its movement to other networks and security systems.  

In essence, a third-party network can access or view the location and speed of the CAV 

introducing another element of privacy (Glancy, 2012). There are also inadequate 

measures to protect the location data of CAV users because the customers authorise 

consent and approve the terms and conditions without understanding them thereby 

surrendering their privacy controls (Schoonmaker, 2016). Further, there is the use of 

event data recorders (EDRs) that would be used to determine the cause of crashes. The 

EDRs information could then be passed to third parties such as insurance firms against 

the drivers hence void the element of privacy that ought to have been undertaken 

(Dhar, 2016; Pinsent Masons, 2016; Schoonmaker, 2016).    

Glancy (2012), argues that elements of informational privacy such as identity theft, 

stealing profile of users and use of drivers’ information for promotions and marketing 

are still eminent concerns that must be enumerated. Additionally, such information 

may be used to harass the users because the hackers may predict their actions due to 

the automated systems (Glancy, 2012). There are prospects of anonymizing this 

personal information, however the anonymity can be removed through 

deanonymisation algorithms. In principle, the deanonymisation algorithms have the 

power to identify and re-evaluate the microdata and help re-establish the initial an 

unencrypted information (Gambs et al., 2014; Narayanan and Shmatikov, 2008). This 

presents a challenge because the minimal data can be used even with little human 

interaction to trace the movement of the users and eventually infiltrate on the drivers’ 

privacy (Gambs et al., 2014; Gillespie, 2016). The access of wireless networks by CAVs 

allows private and governmental agencies to remotely survey and monitor the users 

thereby limiting their autonomy (Glancy, 2012).   
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Studies and research on cyber security perception have not exclusively focused on CAVs, 

rather they have articulated other related contexts of cyber security. These studies 

have established a connection between different categories of information and the 

personality features of the users. In this regard, some ailments, disorders or medical 

conditions have been shown to reduce the users’ affinity to cyber security and privacy. 

Korzaan et al. (2008), recorded that neuroticism influenced computer anxiety while 

agreeableness linked to concerns about the privacy of information. Agreeableness and 

conscientiousness directly linked to perceptions of privacy such as improper access, 

unauthorised use and error (Junglas et al., 2017).  

2.4.3 Legislation 

Most governments across the world have initiated measures to establish guidelines on 

cyber security policies and practices. As such, the presence of the cyber security 

measures would help to develop and advance CAV systems. EU, China, Singapore and 

the US have enacted laws to address the phenomenon of cyber security risks. 

Specifically, the US has enacted regulations and laws that focus on monitoring 

computer systems aiming to assess the degree of cyber-risk (Sedenberg and Dempsey 

2018). Accordingly, the Office of Management and Budget guided all government 

agencies to use a safe model of automated cyber monitors to help address the element 

of cyber-risk (House, 2010).   

The main information office for the Department of Defence (DoD) in the US issued a 

curriculum for continuous monitoring and assessment of the mobile devices and 

networks. Additionally, the US DoD further issued a directive on cloud monitoring and 

assessment for cyber-risk. It is critical to outline that risk monitoring involves the 

process of collecting data from set feeds, automated hosts, scan results from systems 

such as Nessus, Transmission Control Protocol (TCP) and Domain Name Server (DNS) 

trees. All these data are subjected through automated evaluation and analysis to check 

the level of risk on their vulnerabilities. In the event that vulnerable data or feed is 
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flagged off and singled out as a risk element, the automated analysis would provide a 

holistic analysis of the risk level.  

The NHTSA framework recommends that manufacturers of software design have to 

implement the CAV operating and digital system in compliance with the established 

international standards. These include the guidelines ratified by the Alliance of 

Automobile Manufacturers, SAE, NHTSA and the National Institute for Standards and 

Technology (NHTSA, 2016). These endeavours showcase the seriousness that has been 

undertaken to help address the concept of cyber security and consequently raise 

awareness about the phenomenon. In this regard, the SPY Car Act was enacted to 

advance controls for digital safety for the CAVs (NHTSA, 2017). This law stipulates that 

the operating software for the vehicles would have to be separated and their analysis 

and evaluation to be conducted under international standards of cyber security.  

Further, the law defines the modalities that would be used to handle the safety of the 

data while the vehicles are in motion or static. It also dictates that the CAV should be 

fitted with detection software that would report any attempted data breaches that 

endeavour to hijack or control the driving controls. This means that the vehicle would 

instantly notify the user on the measures the system has taken to observe their privacy 

from prospective cyber threats.   

EU has undertaken positive efforts and steps to protect the public against cyber 

security risks and threats even if such risks are not CAV-related. In 2013, the EU 

introduced measures and steps to help establish directives on information systems and 

networks by 2016 (European Union, 2016). The initial step was that the EU initiated 

comprehensive legislation on the matter to design a legal policy framework on the 

notion. Similarly, other non-state actors have embarked on awareness campaigns to 

enlighten the public accordingly. In 2016, the EU advisory agency on data protection 

recorded its opinions through a publication on cyber security measures and the 

Internet of Thing (IoT) (Pillath, 2016).     

China has also undertaken progressive measures to help address the issue of cyber 

security and privacy. Some of the primary tenets of this law encompass a clause that 
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protects personal data and information, process of review before sensitive data is 

moved overseas from China, protection of critical information within the territorial 

waters of China, sanctions for violation of cyber laws, mandate of network operators in 

protection of personal data and critical information infrastructure (KPMG, 2020). In 

essence, before any private company would be allowed to pass data from China to an 

overseas nation, it would be required to pass from a national review and evaluation 

test or mechanism (Liang, Das, Kostyuk, and Hussain, 2018). 

Singapore has also delved into this sector to gain critical control of data cyber-safety. 

In 2017, the government introduced the Computer Misuse and Cyber security Act that 

cushions corporate entities against infiltration and cyber threats. There have also been 

strategic measures that have been taken between the private actors and institutions of 

higher learning to help raise awareness and draw attention to the phenomena of cyber 

security and privacy. This move is aimed at establishing Singapore as a cyber security 

provider (Srikanthan, 2017).  

The UK government does not have a comprehensive approach and mechanism relating 

to the cyber security and privacy protection of CAVs. However, in the recent past, it has 

increased efforts to raise awareness on cyber security for all technological systems. In 

principle, The National Cyber Security Strategy 2016–2021 has been set to promote 

cyber security for networks and systems in the country. This blueprint supposes that 

the UK will be a world leader in enforcing cyber security measures before the year 2021 

(Cabinet Office, 2016). This postulation follows the decision to institute and establish 

the National Cyber security Centre (NCSC) which was founded to help in the detection, 

prevention and rebuttal of cyber threats. This strategy is fashioned towards building 

the capacity of the citizens by helping them to detect and respond to cyber threats and 

attacks promptly (Department for Transport, 2017).  
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2.4.4 Other risks 

Apart from the aforementioned issues CAVs can potentially introduce, other risks such 

as ethical and legal challenges, liabilities and social exclusion amongst others.   

In 2018, EU announced the formulation of Commission Expert Group on advising 

specific ethical issues raised in CAVs (Europen Commission, 2018). The Expert Group 

consisted of 14 European experts with a professional background in ethics, law, 

philosophy and CAVs whose aims are to promote ethical considerations in the CAV 

development and implementation. Research on ethical risks associated with CAVs have 

been conducted in the past few years (Landini, 2020; Nikitas et al., 2019). Automotive 

manufacturers have claimed that their AVs will prioritise the users lives inside the cars 

an assertion that poses ethical issues, legislative concerns and insurance policies. These 

claims in turn raise issues of ethical algorithms development of CAVs where the CAV 

developer would be bound to write their algorithms according to the confines of the 

laws. Further, it highlighted the importance of a clearly defined legislation necessary to 

incentivise responsible CAV design.  

Social exclusion and equality issues were also raised on lack of transparency in the CAV 

algorithm such as other commercial products that involves AI and big data utilisation, 

misuse of personal data and discrimination that was found in the algorithm (Drechsler 

and Benito Sánchez, 2018; Kleinberg et al., 2018). Further, algorithmic auditing tools 

were promoted  (Europen Commission, 2018) in development, testing and evaluating 

the CAV design in order to achieve CAV inclusivity.      

The risk distribution issue is another focus in CAVs research. Research has sought to 

evaluate and analyse the spread of risk among other road users (e.g., pedestrians, 

cyclists, motorbike users) when interacting with CAVs (Parkin et al., 2016). 
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2.5 Public attitudes towards CAVs 

A successful future mass adoption of CAVs, ultimately depends on the capability of the 

CAV system being designed in a way that would inspire public acceptance. Social 

science research shows that public attitudes and behaviours toward new technology 

and its associated risks are many and diverse and are affected by psychological (Frewer, 

Howard, and Shepherd, 1998), cultural (Williams, 2004), and cognitive factors (AU and 

Enderwick, 2000). In turn, underlying beliefs and perceptions about CAVs (Bonnefon et 

al., 2016, Howard and Dai, 2014), cyber security threats (Bada et al., 2019, Olmstead 

and Smith, 2017) and privacy risks (Kokolakis, 2017) have been associated with 

individual or group demographics.  

Given these complex dynamics, it is difficult to predict public response to future CAV 

adoption in the society. However, social scientists have confirmed few core principles 

and cognitive structures that frame subsequent attitudes and aid to explain behaviour 

toward CAVs (e.g., value systems and risk perceptions as per Fraedrich and Lenz, 2016). 

Cohen et al. (2017) explained the multiple links between socio-psychological factors 

and the key pathways for designing impactful policy. For example, attitudes informing 

government action that would influence technological development could affect the 

public attitudes.   

Frequently used theoretical models in CAV human factor research refers to the 

Technology Acceptance Model (TAM) (Davis, 1989), Multi-Level Perspective (MLP), or 

the Unified Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et al., 

2003). A number of studies have developed new model by integrating the classic 

technology acceptance model or theories (Osswald et al., 2012a; Kervick et al., 2015).    

Research on CAV adoption has grown in recent years however substantial empirical 

data on the phenomenon remains limited. An empirical research study conducted by 

Osswald et al. (2012b) determined two extra factors, safety and anxiety, additional to 

the UTAUT model. 
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Ruggeri et al. (2018) researched on generational differences on technology adoption 

patterns in the UK by using DOI curve. The research established that older people are 

more likely to be late adopters of technology as opposed to younger people. 

Shabanpour et al. (2018) applied the DOI theory into the data collected from the 

Chicago metropolitan area and found that market penetration can achieve a 71.3% 

effect on changing market price of AV. The researchers also found the strong influential 

factors on people’s AV adoption to include a wide range of socio-demographic factors, 

travel pattern indicators, technology awareness, and perceptions of AVs.      

A person’s friends and neighbours were found to be a factor influencing CAV 

acceptance, a research conducted in Austin, Texas averred. Austin is one of the pioneer 

cities that started testing CAVs on public roads. Bansal, Kockelman, and Singh (2016)’s 

research concluded that for 50% of the population, the adoption rates of AVs would 

depend on the adoptions rates of their friends’ and neighbours’. They have also 

presented people’s willingness to pay (WTP) for CAVs and related technologies, as well 

as CAV sharing preference to be some of the grounds for acceptance of the CAVs.         

As this study aims to investigate factors that affect user’s acceptance and adoption of 

CAVs, it is important to understand how acceptance is being examined and grounds 

that users embrace to adopt CAVs.   

2.6 Theoretical overview 

According to Jing et al., (2020), a meta-analysis of AV acceptance studies outlined the 

key theories on AV acceptance as: technology acceptance model (TAM), theory of 

planned behaviour (TPB), unified theory of acceptance and use of technology (UTAUT), 

diffusion of innovation (DOI) and theory of reasoned action (TRA). The following section 

discusses the theoretical underpinnings of this study. 
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2.6.1 Diffusion of innovation (DOI)  

Diffusion of Innovation (DOI) theory is one of the oldest social science theories that was 

developed by E.M. Rogers in 1962 (Rogers, 2010). DOI seeks to answer the question of 

how an idea, behaviour or product gains momentum and diffuses over time through a 

particular population or culture. This theory postulates the adopter characteristics into 

five categories: Innovators, those who want to be the first to use the innovation; early 

adopters, those who are usually opinion leaders, or influencers in the current society 

context; early majority, those who adopt innovations long after early adopters, they 

are rarely leaders but do have above average social status; late majority, those who 

tend to adopt innovation after the majority has tried it, and they generally have a high 

scepticism profile; laggards, those who are generally older, very conservative and 

bound by traditions, tend to be very sceptical and usually found having a low financial 

liquidity. The proportion of these five groups of adopters in the population nearly forms 

normal distribution, as shown in Figure 2-2.  

 

Figure 2-2 DOI curve 

Diffusion (or spread) occurs through a five stages decision making process (Rogers, 

2010). As shown in Figure 2-3, includes awareness (knowledge) about the innovation, 
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seeking information and process whether they need the innovation (persuasion), 

deciding on whether to adopt the innovation (decision), initially employ the innovation 

(implementation) and confirm whether they are going to continuing using the 

innovation (confirmation). 

DOI has been used in various fields of studies namely development studies, 

organisational studies, and complexity studies. Most of the studies that adopted DOI 

mainly focused on how people’s perception on the innovation characteristics 

influences the decision of the prospective consumer to adopt that innovation.   

 

Figure 2-3 Five stages DOI diffusion 

For the explicit CAV adoption context, empirical research has been conducted using 

DOI coupled with Agent-Based Modelling (ABM) where the researcher developed a 

dynamic model about peer-to-peer communication and media advertisement impact 

in relation to consumer’s adoption decision (Talebian and Mishra, 2018). This study has 

used the extended seminal mathematical DOI model that was developed by Frank Bass 

(1969). The results of the study emphasized the impact of the willingness to pay (WTP) 

on the CAV adoption as a critical influential determinant. On the other hand, pre-

introduction marketing campaign may have no impact on CAV adoption at the first six 

months of its introduction.  
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An extension of DOI is the innovation diffusion theory (IDT) (Moore and Benbasat, 

1991), which has also been fused with TAM on investigating factors influencing AV 

adoption (Yuen et al., 2020). The findings outline the positive relationship between 

perceived usefulness (PU) and perceived ease of use (PEOU), innovation characteristics 

impacts PU and PEOU. However, the study failed to explain the reason of using the 

initial IDT that was initially presented by Moore and Bombasat in 1991 (Moore & 

Benbasat, 1991), but not the refined IDT model that was reworked by Rogers in 1995 

and 2003 in the later years. The combination of DOI and TAM has also been used in 

research on mobile services acceptance (López-Nicolás, Molina-Castillo, and Bouwman, 

2008) and online travel services (Agag and El-Masry, 2016). DOI has been faulted as 

being not good for conducting studies on innovations (Downs Jr and Mohr, 1976). In 

essence, innovation adoption is a dynamic process that considers continuity of concept 

change to be imperative.  

Rogers’ DOI and its extended model does not make distinction between acceptance 

and continuity. However, one of its innovation characteristics; perceived risk, has been 

emphasised and proved in many research works (Aldás‐Manzano, Lassala‐Navarré, 

Ruiz‐Mafé, and Sanz‐Blas, 2009; Gürhan-Canli and Batra, 2004; Ostlund, 1974), as well 

as in CAV acceptance related research (Chikaraishi et al., 2020; Xu and Fan, 2019). 

Further, it has been adopted as an important construct in various social science 

theories. For instance, revealed preference theory (Richter, 1966), cultural theory of 

risk (Douglas, 2003) and theory of perceived risk (TPR) (Bauer, 1960). 

This study contributes to the literature of the risk perception in relation to the TAM 

model constructs as well as on CAV acceptance, which helps to foster a successful CAV 

dissemination in a pre-adoption process.   

2.6.2 Theory of reasoned action (TRA) 

Theory of reasoned action (TRA) was developed by Fishbein and Ajzen in 1975 (Fishbein 

and Ajzen, 1975) and it explains how people’s beliefs and attitudes influence their 
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behaviour intention (as shown in Figure 2-4). TRA sets two independent components 

as the behavioural intention (BI), attitude toward action or behaviour and subjective 

norm (SN). Fishbein and Ajzen (1975) defined attitudes toward action or behaviour as 

an individual’s overall assessments of a particular behaviour after the evaluation of the 

perceived consequences of the act. SN is defined as a perception that influential, 

important or valuable people will embrace, approve or support a certain behaviour and 

as such it provides the impetus to undertake such a behaviour (Fishbein and Ajzen, 

1975).    

 

Figure 2-4 TRA model (Fishbein and Ajzen, 1975) 

Generally speaking, if the user evaluates the suggested behaviour as good and the user 

believes that other people will support or approve of the suggested behaviour, they 

will more likely perform the (suggested) behaviour.     

No research has been found utilising TRA to investigate user acceptance for CAVs and 

its related context. Ogden (2003) has pointed out that TRA has been found weak in 

predicting certain behaviours in a systematic review on social cognition models. 

Moreover, it has also been proved that behavioural intention (BI) does not conclusively 

determine the actual behaviour. This arises because human behaviours cannot simply 

be performed at will, rather, they need several internal characteristics to successfully 

execute the prospective, targeted or suggested behaviour such as skills, opportunities, 
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resources, or cooperation (Sutton, 2001). Therefore, these premises led to the 

development of theory of planned behaviour (TPB) (Ajzen, 1991), a model that has tried 

to extend the TRA by accommodating non-volitional factors.   

2.6.3 Theory of planned behaviour (TPB) 

Theory of Planned Behaviour (TPB) (Ajzen, 1991) is derived from TRA and predicts 

human’s voluntary behaviour. On the contrary, TPB intended to explain how humans 

can exert self-control over behaviour, in other words, TPB intended to predict 

deliberate behaviour.         

Ajzen’s TBP model proposed that intention is influenced by three socio-cognitive 

factors namely attitude toward act or behaviour (from TRA), subjective norm (SN) (from 

TRA) and perceived behavioural control (PBC) (as shown in Figure 2-5). Perceived 

behaviour control is a newly added construct in TPB and is defined as one’s belief in 

their ability to perform a behaviour successfully. According to Ajzen and Fishbein (1980), 

attitude is positively related to intention. Furthermore, perceived risk is one of the 

important determinants that individuals consider when purchasing new products.  
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Figure 2-5 TPB model (Ajzen, 1991) 

TPB has been successfully adapted in investigating factors influencing behavioural 

intention of using an AV (Chen and Yan, 2019). Chen and Yan’s research did not find 

significant effect of perceived risk on behavioural intention. Additionally, no significant 

difference by demographic or socioeconomic characteristic (such as gender, location) 

were observed on the prospects of AV adoption. 

Critiques and criticism arising in the concept of TPB mainly focus on its power of 

prediction and the residual effect of the past behaviour on the future behaviour. Other 

research studies did not find the significant relationship between subjective norm and 

intention (Moriano et al., 2012). Perceived behavioural control associated with the past 

behaviour is stronger than future behaviour (Albarracin et al., 2001; Reinecke, Schmidt, 

and Ajzen, 1996).  

2.6.4 Social cognitive theory (SCT) 
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Social cognitive theory (SCT) (Bandura, 1986) emphasised the dynamic reciprocal 

interaction between personal factors, environmental factors and peoples’ behaviour. 

As shown in the Figure 2-6, SCT has followed a reciprocal determinism approach where 

three constructs influence each other simultaneously. Contrary to DOI, SCT has taken 

people perception and attitude into account in its analysis. SCT is characterized by four 

constructs: self-efficacy, outcome expectations, goal setting, and facilitation.    

 

Figure 2-6 SCT (Bandura, 1986) 

SCT model denotes that there are multiple ways of changing or influencing human 

behaviour such as changing the environment or attaining improvement on skills. SCT 

has also considered that peoples’ past experience could influence their behaviour. SCT 

highlighted the importance of cognition power where people can control and reinforce 

themselves towards a goal-directed behaviour. In other words, SCT suggests that 

people have the capacity to make their own choice and impose their desires to the 

world. In essence, it implies that people have the prerogative, discretion and ability to 

act as they please regardless of their “environment.” Therefore, self-efficacy is the key 

focus of SCT. 
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Self-efficacy (SE) refers to “the level of a person's confidence in his or her ability to 

successfully perform a behaviour” (Bandura, 1986). It is a unique construct specific to 

SCT, although other theories have also incorporated SE such as the TPB. It has been 

established that environmental factors (such as barriers and facilitators) alongside 

individual factors all influence SE (Munce et al., 2014).       

Another core determinant in SCT is facilitation which is defined as “providing tools, 

resources, or environmental changes that make new behaviours easy to perform.” It 

emphasises on the importance of providing aid towards achieving targeted behaviour. 

In this endeavour, an intervention approach is necessary to facilitate increase in 

people’s awareness and skills.    

There are several limitations reported on SCT such as its impracticability in the real-life 

situations; its value may be more theoretic and abstract. For instance, SCT assumes that 

environmental changes would lead to the change in a person’s behaviour which may 

not be true in real life. Moreover, the theory underscores the relationship between the 

constructs, but it fails to rank the strongest construct that would influence others hence 

opening aperture for ambiguity and vagueness.   

To overcome the above-mentioned limitations from DOI, TRA and TPB, another method 

technology acceptance model (TAM) has been introduced for subsequent 

consideration as the study’s theoretical framework reviewed in the next section.   

2.6.5 Technology acceptance model (TAM) 

Technology acceptance model (TAM) was developed by Davis in 1989 (Davis, 1989) who 

had reworked and adapted on Fishbein and Ajzen's TRA model (Fishbein and Ajzen, 

1975) model. TAM sought to explain the factors influencing the users’ acceptance of a 

technology. TAM has used two constructs from TRA namely perceived usefulness (PU) 

and perceived ease of use (PEOU). The definition of each construct is presented in Table 

2-4. They are also discussed detail in Chapter 3. TAM has become the most influential 
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and widely used model in the technology acceptance research. Figure 2-7 shows TAM 

model.   

 

Figure 2-7 TAM model (Davis, 1989) 

Perceived usefulness (PU) “the degree to which an individual believes that using 
a particular system would enhance his or her job 
performance” 

Perceived ease of use (PEOU) “the degree to which a person believes that using a 
particular system would be free of effort” 

Attitude toward using (ATU) “the degree of a person’s positive or negative feelings 
about performing the target behaviour” 

Intention to use (IOU) “the degree to which a person has formulated 
conscious plans to perform, or not perform some 
specified future behaviour” 

Table 2-4 TAM constructs definition (Davis, 1989) 

PU and PEOU have a direct effect on user’s attitude of a technology which further 

influences their behavioural intention on whether they decided to use or not. The 

behavioural intention is an essential factor in the new technology acceptance research 

because the actual use of technology emanates from intention (Engel, Blackwell, and 

Miniard, 1995). 

Lee et al. (2003) have listed several TAM limitations from a systematic literature review 

on the theory used in information system (IS) research, as shown in Table 2-5. The 
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suggested limitations served to guide the researcher to avoid similar mistakes when 

using TAM. Moreover, Islam et al. (2014) have suggested that it is imperative to 

carefully select the study that will employ TAM because it is prone to falsification rather 

than being a “pseudo-science8 (Popper, 1972)”. More specifically, TAM cannot explain 

all types of human behaviours and as such the researcher “should consider using 

objective measures of both beliefs and behaviour to test the theories like TAM” (Islam 

et al., 2014).    

 

8 Popper (1972) claims that attitude towards science differentiates the true science and pseudo-science.  
Ture science is set up to challenge its claims and look for evidence that might prove it false, which is 
testable. In contrast, pseudo-science seeks confirmation that could only fit with imaginable outcomes, 
which is not testable. 
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Sample # of Papers Explanation Examples 

Self-reported Usage 36 Did not measure the actual usage Venkatesh and Davis (2000) 

Single IS 18 Use only a single information system for the research Venkatesh (1999) 

Student Samples (or University 
environment) 

15 Inappropriate to reflect the real working environment Agarwal and Karahanna (2000) 

Single Subject (or Restricted 
subjects) 

13 Only one organization, one department, MBA students Karahanna and Straub (1999) 

Cross-Sectional Study 13 Mainly performed based on cross-sectional study Karahanna et al. (1999) 

Measurement Problems 12 Low validity of newly developed measure, use single 
item scales 

Agarwal and Prasad (1998) 

Single Task 9 Did not granulize the tasks, and test them with the 
target IS 

Mathieson (1991) 

Low Variance Scores 6 Did not adequately explain the causation of the model Igbaria et al. (1997) 

Mandatory Situations 3 Did not classify mandatory and voluntary situation, or 
assume voluntary situation 

Jackson et al. (1997) 

Others 15 Small sample size, short exposure time to the new IS, 
few considerations of cultural difference, self-selection 
bias 

Gefen and Straub (1997) 

Table 2-5 Summary of Limitations in TAM Studies (Lee at al., 2003)
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Lakatos (1970) suggested that a research programme should contain two types of 

components namely essential, structural components (hard-core and positive heuristic) 

and non-essential components (a set of theoretical assumptions / protective belt). 

Based on this, the essential component of this study is the initial TAM model, non-

essential components are the additional constructs which the author added, together 

with the auxiliary hypothesis that is offered to explain acceptance for the CAV context 

TAM has been used in AV acceptance in previous studies. For instance, 

Panagiotopoulos and Dimitrakopoulos (2018) found PU to have the strongest impact 

on IOU. Panagiotopoulos and Dimitrakopoulos (2018) fronted that 47% of the 

respondents stated their concern over system security and privacy by incorporating 

“perceived trust” and “social influence” into the TAM model. However, this research 

failed to access the relationship between PU and IOU which the initial TAM had 

proposed. ATU was also missing in the proposed model and no reason sufficed for that 

failure. Benbasat (2010) emphasised the importance of design and implementation 

constructs when conducting adoption and acceptance research. Therefore, when 

implementing the theoretical framework into a specific research, testing the causal 

relationships among the original constructs is essential. In this regard, this study falls 

short in explaining the relationship between the antecedents of adoption and the 

attitudes towards using, as well as examining the falsifiability of the initial TAM model.   

Ghazizadeh et al. (2012) developed a model for automation acceptance under the 

evaluation of the interrelationship between attitudes towards an on-board monitoring 

system (OBMS). The measurement model was an extension of TAM which incorporates 

trust in the research.   

Herrenkind et al. (2019) investigated young people’s (age < 36) acceptance criteria for 

AVs. This research used a real-life experience approach rather than a self-reported 

survey approach like most of the CAV acceptance research studies that exist. Life 

choices, subjective well-being, factors of travel quality and life domains were found to 

determine young people’s acceptance choices. The author questioned how the 

research used “life domains” as a predictor (which consist of income and education of 
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the respondents) rather than a moderator in the causal model. The researcher did not 

mention whether homogeneity of variance holds as such the assumption about “life 

domain” determining adoption remains doubtful.   

Herrenkind et al. (2019) researched on the end-user acceptance of autonomous electric 

buses (AEB) through expert interviews and questionnaire survey on AEB passengers in 

Germany. A structural equation model (SEM) as well as the confirmatory factor analysis 

(CFA) were used to construct and confirm the measurement model. Individual 

differences, social impacts, and system characteristics were added into the TAM. 

Contrary to other research studies, this research did not include sociodemographic 

characteristics and “life domains” characteristics in the process of model building.   

Using an extended TAM, Ernst and Reinelt (2017) postulated that personal driving 

enjoyment and perceived traffic safety were the two opposing factors that determine 

acceptance. Specifically, they affirmed that many respondents enjoyed the physical act 

of driving as such autonomous vehicle manufacturers should weight the hedonic 

aspects afforded by AVs.    

2.6.6 Unified theory of acceptance and use of technology 

(UTAUT) 

Unified theory of acceptance and use of technology (UTAUT) has been used to 

investigate the acceptance of information system as shown in Figure 2-8 (Leicht, 

Chtourou, and Ben Youssef, 2018; Osswald et al., 2012). UTAUT is an integration of 

prominent acceptance and usage models in information system research. It includes 

one or more factors from TRA, TPB, TAM, DOI and SCT. The four main constructs 

prominent herein include performance expectancy, effort expectancy, social influence 

and facilitating conditions. The UTAUT model assumes that the aforementioned four 

constructs positively influence behaviour intention. In essence, behaviour intention 

together with facilitating conditions have a directly positive influence on the actual use 
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of the system. UTUAT also proposes that personal characteristics such as gender, 

experience, age and voluntariness of use have a moderating effect on the influence of 

those four constructs over behavioural intention and actual use.    

 

Figure 2-8 UTAUT (Venkatesh et al., 2003) 

Performance expectancy (PE) is defined as “the degree to which an individual believes 

that using the system will help him or her to attain gains in job performance” 

(Venkatesh et al., 2003). PE has the same meaning as PU in TAM. Effort expectancy (EE) 

is defined as “the degree of ease associated with the use of the system”. EE is similar 

to PEOU in TAM. Social influence (SI) is defined as “the degree to which an individual 

perceives that other important people believe that he or she should use the new 

system. SI is similar to subjective norm (SN) in TRA. Facilitating conditions (FC) are a 

term defined as “the degree to which an individual believes that organizational and 

technical infrastructure exist to support use of the system”. FC express the same 

meaning as perceived behavioural control (PBC) in TPB. 
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As mentioned in section 2.6.5, most of the automotive acceptance research have 

adopted TAM as a base model however there is a limited number of studies that have 

adopted UTAUT. Still, researchers tend to capture some factors from UTAUT on new 

model development. For instance, Osswald et al. (2012) added four factors (anxiety, 

self-efficacy, perceived safety and attitude toward using technology) onto the UTAUT 

model without the inclusion of personal characteristics. Kervick et al. (2015) developed 

a model of driver willingness to use smartphone driver support systems (SDSS) by using 

social influence from UTAUT and its model structure. Social influence was found to have 

a direct influence on willingness to use. Perceived risks (PR) have a negative effect on 

intention to adopt and adoption of SDSS. In the context of AV acceptance, Hohenberger 

et al. (2016) developed a model that has included personal characteristics such as (age, 

gender, and education); this was found to have a moderated effect on willingness to 

use as a function of anxiety and self-enhancement.  

Kapser and Abdelrahman (2020) conducted a research on acceptance of autonomous 

delivery vehicles for last-mile delivery in Germany by utilising an extended UTAUT2 

with risk perception. UTAUT2 is an extension of UTAUT with the inclusion of three 

variables, namely, habit, hedonic motivation, and price value. Significantly positive 

relationships were found between FC and BI. Furthermore, significantly negative 

relationships were found between PR and BI.  

Williams et al. (2011) faulted the explanatory power of UTAUT. Dwivedi et al. (2011) 

outlined that empirical studies that utilised UTAUT relied on a small sample size which 

cannot be comprehensively representative of the whole population. Furthermore, 

most UTUAT related research studies have ignored personal characteristics from the 

initial model which could distort the actual performance of the theory.   

2.6.7 Model evaluation 

Several studies compared user acceptance models to ascertain their efficacy. In 

particular, researchers evaluated and compared the utilization of TAM, TPB and UTAUT 
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on predicting BI. Inferentially, 71% or more of the variability in BI was evidenced, TAM 

was found to perform the best among all three models - explaining 82% of the 

variability in BI (Rahman et al., 2017).  

For TRA and TAM, the main difference is that TRA believes that the SN directly 

influences the BI. Davis’s TAM model excluded the attention on SN as he believes that 

the relationship between SN and BI only holds in a small scale. But, once SN scales up, 

the system usage may not be affected by SN, rather, more possibly on a voluntary basis 

(Davis, Bagozzi, and Warshaw, 1989; Fishbein and Ajzen, 1975).       

Both TPB and TAM theories are good on predicting intention. TAM scored 82% (Adj. R2 

= 0.82) on the variance explanation. TPB scored 80% (Adj. R2 = 0.80) on the variance 

explanation (Rahman et al., 2017). Mathieson (1991) and Mun et al. (2006) 

recommended extending the TAM model with some constructs from TPB to achieve 

the best performance on technology adoption. Moreover, it has been acknowledged 

by multiple TAM-TPB studies that TAM is easier to apply and use in comparison to TPB 

(Lai, 2017).    

Tryon (2014) criticised the cognitive theories (including TRA and TPB) for being static. 

That is the theory does not provide mechanism information on how personal decisions 

are made and how that decision influences behaviour. Tryon promotes a more dynamic 

solution which is developed by Orr et al. (2013). Additionally, it is founded that people 

make decisions not only based on their pre-existing beliefs but also through social 

interactions.       

It is important to select a suitable conceptual framework for the study because an 

inappropriate theory selected for a research process would yield inaccurate or 

inconclusive inferences susceptible to bias (Strauss, 1987). Considering a meta-analysis 

review on AV acceptance, a big proportion of studies were found to have an unclear 

theoretical framework which subsequently introduced bias in the research process. In 

this regard, TAM ranked as the most suitable theoretical foundation for this study after 

a careful analysis, comparative inquisition and evaluation of the different theories and 

AV literature that exists in the current body of knowledge.  
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Illustratively, TAM was selected because the objective of the paper is to identify the 

general attitudes of people towards CAVs. Moreover, according to the meta-analysis of 

AV studies (Jing et al., 2020), TAM has been utilised broadly in investigating public 

acceptance of vehicle technologies such as eco‐innovation (the alternative fuel vehicle, 

AFV) (Jansson, 2011; Petschnig, Heidenreich, and Spieth, 2014) and autonomous 

eclectic bus (ABE) (Herrenkind et al., 2019). Additionally, most of the base models 

adopted in the literature have subtle differences in terms of their suitability and ease 

of use. TAM remains the most evolutional in understanding factors influencing 

emerging technology adoption. 

Researchers should not ignore the key constructs from the initial theoretical model 

when developing new models. This is necessary because it could potentially introduce 

reliability issues into the model due to model distortion.   

It is also very important to consider how researchers measure behaviour in studies. 

More specifically, TRA and TPB theories are more suitable to measure behaviour in a 

postdictive approach. TAM is more suitable to measure behaviours in the predictive 

approach. Since CAVs are not yet a reality in the current society, it is therefore more 

suitable to use TAM to measure the future technology adoption.      

In summary, the literature on IS acceptance is in favour of using the TAM model. Most 

of the empirical research from different contexts of technology arrived at similar 

findings that proved TAM as being robust and reliable in predicting interrelationships 

between factors and behaviour intention.    

2.6.8 Cultural differences and technology acceptance  

This section aims to briefly review the related literature in cultural differences and 

technology acceptance. The definition of the concept of culture has evolved over time. 

Kroeber and Kluckhohn (1952) defines culture as “a patterned way of thinking, feeling 

and reacting, acquired and transmitted mainly by symbols, constituting the distinctive 
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achievement of human groups, including their embodiments in artifacts; the essential 

core of culture consists of traditional (i.e., historically derived and selected) ideas and 

especially their attached values.” Hofstede (1980) defined culture as “the collective 

programming of the mind which distinguishes the members of one human group from 

another”. In general, culture is a notion that differentiates the society or groups.  

Cultural impact has been examined for its effects on technology acceptance in the 

society. For instance, Straub, Keil, and Brenner (1997) compared TAM applications in 

Japan, US and Switzerland. The results indicated that TAM holds for both US and 

Switzerland but not for Japan. Rose and Straub (1998) examined technology 

acceptance in five Arab developing countries (LDCs) namely (Jordan, Saudi Arabia, 

Lebanon, Egypt and Sudan). Chau et al. (2002) study on online consumer behaviour 

difference between Hong Kong and US, established that consumers from different 

cultures and backgrounds use the internet variably and as such they would have 

different impressions of the websites. Thus, the cross-culture research literature 

proposes that different cultures perceive the same innovation differently. Recent 

studies have also compared China and US’ health care data protection and biometric 

authentication policies (Hulse, Xie, and Galea, 2018); privacy and cyber security 

integrity was prominent on health data protection in both countries.   

Efforts have been made on the validation of the integration of three of Hofstede’s 

cultural dimensions in UTAUT. For example, Nistor et al. (2014) found that cultural 

masculinity positively influences performance expectancy, whereas it negatively 

influences effort expectancy based on a culturally diverse sample of 2866 participants 

from Germany and Romania.  

There are numerous pieces of research that have been conducted since the late 1990s 

on technology acceptance and cultural differences. Different cultures were compared 

and evaluated on a nation-wide basis. Most of the research studies adopted the culture 

model that Hofstede proposed.   

The culture model was developed through a survey of Hofstede’s six cultural 

dimensions theory that provides theoretical foundations in numerous social science 



77 

 

research studies aimed to distinguish among different cultures. Six dimensions include 

power distance index (PDI); uncertainty avoidance index (UAI); individualism vs. 

collectivism (IDV); masculinity vs. femininity (MAS); long-term orientation vs. short-

term orientation (LTO), and indulgence vs. restraint (IND) (as shown in Table 2-6).      

Dimensions Meaning 

Power Distance related to the different solutions to the basic problem 
of human inequality. 

Uncertainty Avoidance related to the level of stress in a society in the face of 
an unknown future. 

Individualism vs. 
Collectivism 

related to the integration of individuals into primary 
groups. 

Masculinity vs. Femininity related to the division of emotional roles between 
women and men. 

Long Term vs. Short Term 
Orientation 

related to the choice of focus for people's efforts: the 
future or the present and past. 

Indulgence vs. Restraint related to the gratification versus control of basic 
human desires related to enjoying life. 

Table 2-6 Hofstede's cultural dimensions theory 

Hofstede’s cultural dimensions’ theory is influential in the cross-cultural psychology 

because this six-dimension model enables cultural comparative research to gain insight 

about cultural influences on various research fields. Figure 2-9 shows a comparison of 

China and UK in respect to Hofstede’s Cultural dimensions model. For comparison 

purposes, two countries score comparison is marked on each index (scale runs from 0 

the lowest level to 100 the highest level, with 50 as mid-level). For the initial Hofstede’s 

four-dimension model that consists of PDI, UAI, IDV, MAS and the value data was 

collected from 1967 to 1973. These four-dimension indexes were measured in value 

scores with a scale running from 0 to 100. LTO, the fifth added index data was collected 

in 1979 (Hofstede, 1991). China scored 118 on LTO and UK scored 25. Hofstede and 

Minkov (2010) noted the reason why China scored more than 100 was because “2 

Factor scores were converted to a 0–100 scale. “The data from China came in after the 

conversion had been made.” Therefore, for comparison purposes, the scales adjusted 

on LTO score where China: 118 scaled down to 100 and the UK: 25 scaled down to 21. 
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As for Hofstede’s sixth dimension, IND, was adopted from Minkov’s (2007) research 

that summarized and interpreted World Values Survey in 2007 for up to 72 nations.     

 

Figure 2-9 China vs UK 's underlying cultural dimensions 

Although nation does not equal to culture it is a normal occurrence for people from a 

geographic location to practice similar cultural patterns and bear homogenous cultural 

characteristics. Therefore, for the purpose of this research, as UK and China’s scores 

shown in Figure 2-9, China reflects a nation of Asian culture and UK reflects a nation of 

western culture in a broad sense. 

Criticisms have been levelled against these theories or models. Firstly, from the 

methodological point of view, sampling discrepancy regarding social minorities 

exclusion and measurement biases were noticed (Hohenberger, Spörrle, and Welpe, 

2017; Minkov, 2007). Secondly, the main theory was formed during 1960s and 1970s, 

as such the validity of such model being used in the 21-century may raise issues of 

applicability to the modern or current situations (McCoy, 2003). Thirdly, as Hofstede 

himself pointed out that “one of the weaknesses of much cross-cultural research is not 

recognising the difference between analysis at the societal level and at the individual 

level; this amounts to confusing anthropology and psychology” (Hofstede, 2011). 
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Implying that Hofstede’s scale should be properly used to measure culture variables at 

the country level rather than individual level.   

Hofstede stated that “China might be one of those rare cases, where after a period of 

relative isolation, decades of unparalleled double-digit economic development 

concurrent with rapid global exposure and integration may be bringing about shifts, 

especially in the younger generation” (Hofstede, 2011).  

Hofstede’s theory formed in the last century may need to be periodically adjusted to 

align with the modern trends and changes because human culture is not static (Forrest, 

2007). It is therefore necessary to examine people’s technology acceptance profile 

occasionally to get a better understanding on public attitude toward a certain 

innovation in line with cultural dynamism.   

2.7 Research methodology used in CAV acceptance 

research 

In the context of automotive technology acceptance, the methodology used in these 

studies are mostly quantitative where researchers collect survey data from the sample 

unit. Data collection methods are different namely: 1) AV real life ride experience and 

survey; 2) AV simulation test and survey; 3) survey only. According to Jing et al. (2020), 

85.3% of the existing studies used survey only for data collection. As CAVs are still in 

their prototype stages and are not readily available to the general public the collected 

data relies on hypothetical public attitude and opinion without true or actual human 

experience.   

For the research design, 93.3% of the studies conducted cross-sectional study (Jing et 

al., 2020). No longitudinal study was conducted as AVs have not yet been introduced 

to mass market yet. Cross-sectional design is appropriate when assessing attitude and 

awareness among people at a given point in time. Therefore, time dimension is not 
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involved in the cross-sectional studies implying importance of specifying the data 

collection time for each study component.    

Cross-sectional studies can be used in both quantitative and qualitative studies. For 

example, in the public attitude and acceptance qualitative studies, cross-sectional 

design is used to provide the relevant themes or revealed critical factors around the 

research topic. Whereas in the quantitative studies, it aims to assess associations 

between different parameters over the subject matter.   

A mixed method research that aims to investigate end-user acceptance of autonomous 

electric buses (AEB) (Herrenkind et al., 2019) can be used in this context. This study first 

conducted expert interviews to gain a profound basis for potential acceptance factors 

on AEB. Subsequently, the research developed a comprehensive research model based 

on TAM and validated through a survey of 268 passengers in Germany.     

In the acceptance of information systems field of study, modelling requires an 

adequate dataset size for a high-quality prediction model development as a small 

sample size might lead to inaccurate predictions and consequently incorrect 

conclusions. The majority (72%) of the previous studies in AV acceptance have thus a 

sample size more than 300 (Jing et al., 2020).   

2.8 Methods of data analysis used in CAV acceptance 

research 

Since almost all AV acceptance research were conducted using a quantitative research 

method, the analytical methods on statistical analysis are reviewed in this section. In 

AV acceptance literature, hypothesis-generating and hypothesis testing studies are 

both prominent.   

As mentioned in the section 2.6.7, some research studies adopted a classic conceptual 

framework and utilised it on their collected data in order to assess the plausibility of 
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their theory. Other research processes collected data and generated new models by 

borrowing some constructs from the classic model. Using an incorrect modelling 

method proved problematic in the AV acceptance literature (Jing et al., 2020).  

After reviewing 75 AV acceptance studies, Jing et al. (2020) found that correlation 

analysis and regression analysis were commonly utilised. Correlation analysis is a 

statistical method on evaluating the statistical relationships between variables. It 

mainly focusses on the strength of the targeted variables rather than the causal 

relationship between them. Regression analysis is a statistical technique that is used to 

evaluate the relationship between one dependent variable and one or more 

independent variable(s). Both methods are however unable to draw causal conclusions. 

Structural equation model (SEM) also featured prominently in AV acceptance literature. 

Jing et al. (2020) provided data where the author found 15 out of 75 papers have used 

SEM as the data analysis method. SEM is a multivariate statistical analysis technique 

that consists of a diverse set of statistical models that aim to analyse structural and 

causal relationship between variables.        

As such, SEM is considered to be a superior method that combines factor analysis, path 

analysis and multiple regression analysis when evaluating and analysing the complex 

relationships between directly and indirectly observed (latent) variables (Stein, Morris, 

and Nock, 2012).          

2.9 Research gap 

The existing literature on CAVs is primarily focused on technical, computer and 

engineering issues. There is a significantly smaller body of work referring to the nexus 

of acceptance and policy per se. The human factor research for CAVs is mainly focused 

on their development phases (Anderson et al., 2014) and on implementation including 

policy and practice challenges and user characteristics (Kyriakidis, Happee, and de 

Winter, 2015). Studies on user opinions on CAVs referring to law and liability, public 

acceptability, attitudes, awareness, willingness to use, willingness to pay (Lang et al., 
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2015, Regan et al., 2017; Daziano et al., 2017), and their fit with other road users like 

pedestrian and cyclists (Deb et al., 2017, Deb et al., 2018, Edwards et al., 2015) have 

been also produced. Research looking into the CAVs' cyber security and privacy 

breaches or risks through the lens of human factors is limited to date with few 

exemptions (e.g., Lim and Taeihagh, 2018, Sheehan et al., 2019, Taeihagh and Lim, 

2019).  

In principle, there is no study that has yet examined AV acceptance with a focus of 

cyber security and privacy considerations collecting and analysing qualitative data 

reflecting the views of CAV experts about this particular subject matter. However, since 

CAVs are widely considered to be the next game-changing mobility technology (Nikitas 

et al., 2017), their associated vulnerabilities should be proactively identified and 

mitigation techniques developed to ensure that this complex technology will be soon 

suitable for use (Parkinson et al., 2017).     

Efforts have been made in relation to studying public attitude toward and intention of 

using AVs. However, the author argues that human opinion is not static and can change 

over time due to influences from other external factors such as marketing, social 

influence and increased awareness among others. Limited suggestions can be given to 

the decision maker and the industry on the design, diffusion, and dissemination 

strategy of CAVs. Therefore, research is needed to understand the causal effect on the 

factors that influence public acceptance towards the emerging technology from a 

holistic point of view.          

The study of perception reflecting and affecting acceptance towards CAVs, contain 

various dimensions including public acceptability, attitudes, awareness, willingness to 

use and willingness to pay. Several studies in the existing literature surveyed general 

public acceptance of varying vehicle automation levels. Abraham et al. (2017) found 

that younger people were more comfortable with self-driving vehicles than older adults. 

People with higher trust and higher awareness of CAV technology reported higher 

possibilities to accept CAVs (Kaur and Rampersad, 2018, Waytz et al., 2014). Invariably, 
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technology anxiety (Hohenberger, Spörrle, and Welpe, 2016) was found to be one of 

the strong predictors of people’s intention to use or not CAVs.    

Cavoli et al., (2017) identified that safety and cyber security are two of the key factors 

underpinning the public perceptions of CAVs. However, there is a scarcity of studies 

using primary data to identify how exactly the twin narrative of privacy and cyber 

security affects perceptions towards CAVs per se and no study adopting a qualitative 

or mixed method approach that examines in-depth the drivers underpinning the 

acceptance process.   

Most of the previous studies on the topic explored literature in which perceptions, not 

strictly focusing on privacy and cyber security, have been examined by closed 

questionnaires (yes/no, Likert scales or ranking exercises) and referred directly to the 

general public.       

With the existing literature on AV acceptance, there were concerns on lack of theory 

utilisation. According to the meta-analysis research conducted by Jing et al. (2020), 34,7% 

of the studies utilised behaviour theories, of which 41% carried out parameter 

reliability test. They have concluded that a fair number of the AV acceptance studies 

have methodological quality concerns.        

The present study looks not only on public attitudes per se but also explores expert 

views including transportation professionals, mobility stakeholders, transport 

academics and employees of the automotive, insurance and consulting industries. 

Studies as such have been conducted before but on more general topics as reported by 

Clark, Parkhurst, and Ricci (2016) and Thomopoulos and Nikitas (2019) and not on the 

agendas of privacy and cyber security. After the exploration of these expert views that 

allows a better understanding of the relevant CAV acceptance criteria, public opinion 

is collected and analysed in accordance with a comprehensive theory-based model to 

understand factors determining CAV acceptance. 

Drawing on the above perspectives, this study is combining expert insight and 

modelling CAV acceptance based on TAM to investigate the causal relationship 
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between perceived risk (PR), perceived usefulness (PU), perceived ease of use (PEOU), 

facilitating conditions (FC), self-efficacy (SE), attitude toward using (ATU) and intention 

to use (IOU). The next chapter presents the methodology and the research design of 

this research study.       
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Chapter 3. Research Design & Methodology 

3.1 Introduction 

Research design or research strategy refers to the means of answering research questions 

or testing the proposed hypothesis. This study has used a mixed method approach to 

generate findings with both depth and breadth as a means of understanding better CAVs 

introduction and implementation barriers regarding cyber security and privacy. Semi-

structured elite interviews and questionnaire surveys were adopted in the study. The aim 

of this chapter is to present the research philosophy, research design, the underlying 

theoretical and conceptual framework of the study, and the development of the proposed 

method. This chapter proceeds premised on the associated research philosophy as well as 

providing the rationale for pragmatism as the conceptual framework. Subsequently the 

selection of the mixed methods approach and the research design are discussed.    

3.2 Research philosophy 

There are expansive debates on the epistemological and ontological rationale of sciences. 

The handbook of social science inquiry expounds on the benefit of blending the different 

philosophical stances and their corresponding influence on the research processes (Greene 

and Hall, 2010) because the plurality of the methods leads to expansive social study (Samar, 

1991). Mertens (2003) defines the philosophical paradigm as a “worldview, complete with 

the assumptions that are associated with that view”, which consists of ontology, 

epistemology, axiology, and methodology. Ontology is concerned with the nature of reality 

and how individuals perceive it (Creswell et al., 2011). Epistemology articulates the nature 

of knowledge and the relationship between the researcher and the research object (Biddle 

and Schafft, 2015). Axiology outlines the role of values, in other words, axiology concerns 

the extent to what things are good and how good are they (Zalta et al., 2005). Methodology 

on its part is the approach to scientific inquiry (Welford, Murphy, and Casey, 2011).  
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3.2.1 Ontology 

Ontology outlines the nature of reality and how individuals perceive it (Creswell et al., 

2011). This research has adopted a mixed method approach that is situated in the 

pragmatic paradigm that is characterised by the ontological assumption that reality is 

actively created as individuals “prefers action to philosophising” the reality (Tashakkori and 

Teddlie, 2010). Pragmatism in research supports the idea that research should be oriented 

to the real world (Rorty, 1982) which fits well within this study’s interest in public attitude 

in adopting CAVs.             

3.2.2 Epistemology 

According to Gay and Weaver (2011), epistemology is “the significant (albeit incremental) 

progression and advancement of knowledge towards the truth”. The term epistemology in 

the simplest sense refers to the branch of knowledge which deals with the scope, validity 

and methods used to establish a concept as real. It is also the attempt used to try to 

differentiate between the opinions of people from the confirmed beliefs. In essence, 

epistemology focuses on the process of knowing that a concept is true and real away from 

conjectures, opinions of perceptions. Further, it delves into considering how a person 

understand or knows an idea. It implies that it considers the totality of circumstances that 

revolve around the creation of facts and realities.  

This study of public acceptance towards CAVs would be conducted through a 

comprehensive mixed method approach. This is to say that the course of the research 

process can attain useful insights from the relevant available social science approaches. 

Particularly, the research process would gather data in order to understand public’s 

acceptance of CAVs. Lee (1991) opines that qualitative perspectives can be used to guide 

quantitative investigations. When using the mixed method approach, research has largely 

suggested that there should be pragmatic grounds or foundations to help guide the 

research flow (Johnson, Onwuegbuzie, and Turner, 2007; Morgan, 2007). Pragmatism’s 

practical focus endeavours to utilise researcher’s personal values on the selection of 

research phenomenon and research methodology (Teddlie and Tashakkori, (2009). 
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Therefore, the same premise outline that this study would be motivated by the author’s 

values as a potential CAV user.    

3.2.3 Axiology 

Axiology represents the nature of ethics and the values. It was found that researchers 

always failed to address axiological stances in pragmatic mixed methods research, and 

axiological position was underspecified in pragmatist mixed methods approaches 

(Tashakkori and Teddlie, 2009).  

Pragmatic axiology ultimately answers one question that concerns the practical difference 

between one action or decision that one makes versus another. Since values are perceived 

differently by different people, there is no “universal principles as an approach to 

determine value” (Biddle and Schafft, 2015). Hence there is no absolute, permanent or 

transcendent value as the core of pragmatic axiological stance. This seems ideally suited to 

the study which values both experts’ and public’s opinion on CAVs. Furthermore, this study 

has also inquired opinion among different cultures and generations with the aim of 

comparing values among the targeted groups in regard to CAVs.     

In conclusion, as discussed in previous sections, pragmatism being widely appreciated 

(Johnson and Onwuegbuzie, 2004; Morgan, 2014) as the best philosophical benchmark for 

mixed method research, is suited for this study and was therefore selected as the 

conceptual framework.  

3.3 Research design and methodology 

3.3.1 Research design: exploratory sequential design 

Research design is the overall research strategy chosen by the researcher. Research designs 

constitute the collection, measurement and the analysis of the data. The author has found 

thirteen types of common research design as shown in Table 3-1; four types of design are 

commonly used in social science research namely longitudinal design, case study design, 

exploratory design, and cross-sectional design. There are other design methods that mainly 
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elaborated on these broad design systems. For instance, the exploratory sequential design 

is developed from exploratory design and sequential design. 

Action Research Design Exploratory Design 

Case Study Design Historical Design 

Causal Design Longitudinal Design 

Cohort Design Observational Design 

Cross-Sectional Design Philosophical Design 

Descriptive Design Sequential Design 

Experimental Design  

Table 3-1 Types of research design 

Longitudinal design is used in quantitative research which measures multiple observations 

over time and endeavours to examine the long-term impact of the research objectives. 

Non-Governmental Organisations and mass public opinion adopt longitudinal design to 

investigate socio-economic and political matters of a society. There are three main sub-

types of longitudinal design namely: trend study, cohort study and panel study. For 

example, English Longitudinal Study of Ageing (ELSA) and the Citizenship Education 

Longitudinal Study (CELS) are two UK government funded projects that have adopted 

longitudinal design.        

Case study design focuses on a single case of some social phenomenon. It is commonly 

used in qualitative research that assesses a policy or project’s success or failure. Case study 

design has been widely used in business, law and politics.      

Cross-sectional design is the most popular quantitative research design used in social 

sciences research. Cross-sectional design collects data in one-point in time that aims to 

study the research questions. Cross-sectional designs can be done for exploratory or 

descriptive research.     

The exploratory sequential design consists of an initial qualitative phase of research 

followed by a quantitative phase of research, the first phase of the research findings 
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provides a more comprehensive basis for the questionnaire design included in the 

quantitative phase of research. In the final data analysis process, two sets of finding derived 

from the individual research will be integrated or interlinked. 

The purpose of the research design is to ensure that the research strategy effectively and 

accurately answers the proposed research questions. Thus, research design should always 

be driven by the research questions. As discussed in 3.2, this study has adopted a pragmatic 

conceptual framework and intends to understand factors that could potentially influence 

public acceptance on CAVs especially those relate to cyber security and privacy. The 

research questions are: 

1. What types of CAV associated risks may the user face in terms of cyber security 

and privacy?  

2. What are the key expressions of cyber security and privacy issues? 

3. What can be done to mitigate these risks? 

4. What is the suitable technology acceptance model that can be used as the 

conceptual framework to examine CAV acceptance? 

5. What are the factors affecting CAV acceptance and in what way they do so? 

6. To what extent do the determining factors influencing CAV acceptance vary or 

concur in different cultural/gender/generational contexts? 

7. What can policy makers do to safeguard CAVs cyber security and privacy? 

8. What can end users do to safeguard their cyber security and privacy? 

9. What can stakeholders do to ensure the acceptance and better diffusion of 

CAVs? 

An exploratory sequential design seems to best fit this study as this research data would 

be first collected from the field experts and then the public. In addition, the participants 

would be selected based on existing differences rather than random allocation and it is not 

geographically bound.   
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3.3.2 Research methodology: mixed methods 

A mixed methods research is a procedure for collecting, analysing and incorporating both 

quantitative and qualitative research and methods in the same research (Tashakkori, 

Johnson, and Teddlie, 2020). The triangulation mixed methods focusing on the equal 

weight of treating each method in the data analysis process (Greene, Caracelli, and Graham, 

1989). Overall, the research objectives indicate that both qualitative and quantitative data 

will provide a better understanding of the research issue which leads to a mixed methods 

approach setting. Further, considering the qualitative elite interview phase is equally 

important as the quantitative survey phase, triangulation mixed methods approach is 

therefore ranking as the best suitable choice for this study.     

This research followed Morse (1991) and Creswell and Clark’s (2017) sequential 

triangulation mixed method which constitute both qualitative and quantitative research 

methods during the same timeframe and with equal weight (Creswell and Clark, 2017). 

Triangulation mixed method approach combines both advantages from quantitative 

methods which follow inductive logic, and quantitative methods which follow a deductive 

logic. The triangulation mixed method typically interprets the combined qualitative results 

and quantitative results in the analysis status of the study. According to Creswell and Clark 

(2017), there are four variances of triangulation mixed method design namely the 

convergence model, the data transformation model, the validating quantitative data 

model, and the multilevel model.  
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Figure 3-1 Triangulation mixed method: sequential model 

The author believes the sequential model (as shown in Figure 3-1) best suits this research 

process as and qualitative research phase precedes and inspire the quantitative research 

phase. The sequential mixed method approach in practice requires that “the researcher 

collects and analyses two separate databases—quantitative and qualitative—and then 

merges the two databases for the purpose of comparing or combining the results” 

(Creswell and Clark, 2017; Morse, 1991). Additionally, for sequential mix method design, 

the quantitative results and the qualitative results can be compared and complemented in 

the final data analysis process which could potentially derive a deeper understanding of 

the CAV acceptance from both field experts and public view.      

In summary, this study adopts a cross-sectional convergent mixed method design to collect 

qualitative data from semi-structured interviews with field expert, and quantitative data 
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through close ended survey with the public, as illustrated in Figure 3-2. The next section 

covers the detailed qualitative phase of this study.     

 

Figure 3-2 Sequential triangulation mixed method research design 



93 

 

3.4 Research ethics 

As this research involves human participation, ethical issues must be handled before, 

during and after the data collection. The central issue that needs to be considered in this 

research is the anonymity and the confidentiality of the respondents’ data in line with the 

conventional ethical policies and guidelines (Crow and Wiles, 2008).  

The survey data collection (and the previous qualitative one too) targeted a population 

aged 18 years old and over where there are no minor participants. There were no sensitive 

questions with risky or immoral dimensions neither experimentation involving vulnerable 

populations. Regarding access to the participants, the recruitment process included 

connections or contacts from the author and supervisors’ network, recommendations from 

that network and social media (i.e., Linkedin and Twitter), handout print ads on street 

corners. As of the questionnaire instruments, Qualtrics was used as it is a GDPR (General 

Data Protection Regulation) compliant online survey software, all the data was collected, 

recorded and stored in Qualtrics EU centre safely and securely. 

During data collection, participants were provided with a written form of informed consent 

in the first page of the survey. Therefore, the participants were informed about the nature 

of the study and they (participants) reserved the right to withdraw from the study at any 

point the process. If a participant withdrew from the study, their data that had been 

collected would be manually deleted before data analysis. 

In terms of confidentiality and anonymity, the participants data specifics were highly 

confidential; they were kept, stored and used in such a way. None of their names were 

published (i.e., data were anonymised). The respondents have been given an ID number 

which was randomly generated by Qualtrics platform. Only the author has access to the 

password protected data. Further, this research design has been approved by the business 

school research ethics committee (BSRE) at the University of Huddersfield. 
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Chapter 4. Qualitative Research Stage 

4.1 Introduction 

This chapter9 consists of three parts. The first part introduces the methodology of the elite 

interview. The second part presents the preliminary analysis of the qualitative interview 

data obtained from the field experts. The third part gives the explanation and 

interpretation of results obtained from the elite interview. 

4.2 Qualitative research methodology: elite Interview 

It appears that a limited range of methodologies have been applied to the study of public 

perceptions to date when it comes to CAV acceptance (Clark et al., 2016). Most studies 

employ quantitative survey instruments to investigate public perceptions of CAVs. 

Considering that most respondents are unlikely to have any real experience of AV 

technology. The respondents may not have formed opinions on the very specific areas of 

cyber security and privacy hence a survey answered by the general public would yield 

inconclusive results susceptible to some forms of bias (e.g., optimism bias, desirability bias 

or lack of awareness bias) thereby failing to advance our understanding of the subject 

matter. Qualitative research is an appropriate tool for gaining an in-depth exploratory 

understanding that would allow the identification of themes that can be later investigated 

quantitatively. But this can be more effective, when it is conducted with people that have 

a more critical understanding of CAVs and are aware of the privacy and cyber security 

issues that abound. Thus, a qualitative study with field experts was first adopted for the 

 

9 Part of the work of this chapter has been published as a peer reviewed journal paper, which can be 
found using the following reference: Liu, N., Nikitas, A., & Parkinson, S. (2020). Exploring expert 
perceptions about the cyber security and privacy of Connected and Autonomous Vehicles: A thematic 
analysis approach. Transportation research part F: traffic psychology and behaviour, 75, 66-86. 
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study in order to explore the potential factors that may influence public perception and 

public acceptance from the experts’ point of view.        

In-depth interviews with members of the scientific, political, economic, or social elites 

provide valuable insights that could be critical to the exploration of a research topic but 

may not be obvious to the general public (Drew, 2014, Jaremba and Mak, 2014, Leblanc 

and Schwartz, 2007). This is because information on how ‘elites’ perceive situations and 

take decisions would provide a privileged perspective which is unique and may not be 

realised through other data collection methods (Parsons et al., 2014, Zhang et al., 2007). 

Additionally, it is imperative to outline that the views of the elites may not rhyme with the 

general public’s and as such different set of biases may arise due to that variance in opinion.        

In this research, participants were recruited from nine countries in Europe, Asia and North 

America. The participants were individuals working in CAV relevant disciplines, ranging 

from computer security to autonomous vehicle production. The participants from the 

United Kingdom were over-represented due to their close proximity with the research 

team; however, the author believes that this is not a barrier due to the qualitative character 

of the work and the generic nature of the questions asked. The interviews were conducted 

in a face-to-face or via Skype from March to May 2019. Each interview lasted between 30 

and 40 minutes and was semi-structured. For consistency an interview guide set out the 

generic framework of the interviewing process, but spontaneous add-ons were allowed to 

enable the collection of a more detailed, rich and vivid answers where necessary. The 

interview guide is presented in the Appendix A. 

The interview guide had four key dimensions that would allow each participant to: 

1. Identify the current challenges underpinning the cyber security of CAVs; 

2. Identify the current challenges underpinning the privacy of CAVs; 

3. To make recommendations of cross-domain countermeasures that could be 

applied to the challenges identified; and 
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4. To review the areas of responsibility, education and training reflecting and 

affecting CAV uptake and usage.    

4.2.1 Interview guide development 

Under the aim of the qualitative phase study, the interview consists of questions about the 

current status of cyber security and privacy associated with CAVs, recommendations of 

countermeasures that could potentially resolve the identified issues, and the suggestions 

and strategies that could promote the CAV acceptance and adoption. In making the 

decisions about the selection of the interview questions, discussions were held with the 

supervisor. The interview guide is semi-structured, which is adequate for elite interviews 

(Saunders and Townsend 2016). The questions are flexible to allow interviewees to provide 

their insight and develop unique ideas. As CAVs related research is relatively new in the 

research domain, semi-structured interview settings allow the interviewees to freely talk 

about what they find the most important for the challenges associated with CAV 

acceptance. This is what a fully structured interview could not achieve (Wilson and 

Sapsford, 2006).  

At this early stage of CAV development, the experts are best positioned with the knowledge 

and forecasting ability to help society identify and contextualise the diverse and distinctive 

dimensions and orientations of this understudied agenda. In this regard, although the 

interview guide was prepared in advance, the freedom was given to interviewees to 

express their opinions.  

The interview guide is provided in Appendix A. Most of the questions were designed to be 

open, which allows the obtained responses to contribute towards topics that can be 

allocated into the literature and develop new ideas. For instance, question 11 (“What is 

the current state of cyber security and what are the trends for the future regarding cyber 

security in CAVs?”) allows the interviewees to cover the identified cyber security and 

privacy risks associated with CAVs. Question 22 (“What is the role/responsibilities of end-

user for CAVs?”) enables the interviewees to mention their ideas of responsibility that end-

user could potentially be assigned to in using CAVs. 
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Preparatory research on the role and responsibilities of each interviewee was completed 

before each interview. Depending on the professional roles of the interviewee, question 4 

(“What can CAV manufacturers do to ensure personal space and privacy?”) and question 

10 (“What an attacker can do to a car if he/she was able to communicate on CAV’s internal 

network maliciously?”) were made flexible to be able to fit interviewee’s knowledge. This 

is because interviewees from a non-technical background may not be able to list some 

example cases to the question.    

It was up to interviewees to explain what challenges are vital in the CAV development and 

introduction process. However, the interviewees had an opportunity to talk about all topics 

listed in the interview guide and reveal their opinions. Some topics had an opportunity to 

be mentioned more. More specifically, question 9 (“What does cyber security mean to 

ordinary people?”) could mention end users’ awareness of cyber security and privacy in a 

broad context. Responses collected from questions 19 (“What are the common cyber 

security and privacy mistakes users make?”) and 20 (“What skills should the user of CAVs 

have from a cyber security and privacy point of view?”) may unavoidably cover users' 

awareness and knowledge of cyber security and privacy too. This is not considered an issue 

as mentioning an issue multiple times. The agreement from other interviewees would 

make the issue be classified an important theme in the data analysis process. The questions 

designed for the interview guide allows the author to set out priority areas within this 

diverse agenda that then could be tested with the general public. 

4.2.2 Recruitment 

Interviewees who occupy management and senior positions in the automotive industry, 

cyber security firms, universities, government and law consulting firms were targeted to 

participate in the research. Social media, in particular the LinkedIn platform was used as a 

recruitment platform to enlist prospective participants. Field experts were recruited mostly 

through interview requests via the LinkedIn message service. The invitees were all targeted 

participants that were identified by the researcher meaning that this was a non-probability 

convenience sampling approach.  
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The researcher also used to some degree snowballing sampling, since directly recruited 

participants recommended some of their colleagues who could be potentially interested 

to participate in the study. No financial incentives were provided for the recruitment 

purpose; the targeted sample was usually in highly paid posts and this type of 

incentivisation was deemed to be inappropriate. As a whole, a total of 100 experts were 

targeted and subsequently formally contacted with an online interview invitation; 65 

responded back to the researcher, some of them declined the invitation right away while 

others cancelled their participation later on. At the end 36 interviews were conducted. The 

participants were informed prior to their involvement about the interview arrangements; 

it was communicated to and agreed with them that the sessions would be audio recorded 

and transcribed, but the data would be anonymised and used only for research purposes. 

Consent for participation and data use was obtained from all the interviewees.  

4.2.3 Method of analysis 

Thematic analysis was used as detailed in Braun and Clarke (2006) and adapted in Nikitas, 

Avineri, and Parkhurst (2018) and Nikitas, Wang, and Knamiller (2019) for identifying, 

analysing and reporting patterns (themes) within data collected in the interviews. Braun 

and Clarke’s (2006) reflexive thematic analysis approach seek to develop a fluid and 

recursive frame which is somewhat different from the rigid and structured frame that the 

traditional codebook approach uses. Table 4-1 presents the six steps of the author’s 

thematic analysis process. Thematic analysis has been used before in transport research 

(Alyavina et al., 2020, Gössling et al., 2016, Hafner et al., 2017) and has proven to be a 

sophisticated qualitative tool. It enables the conducting of the research in a precise, 

consistent and exhaustive manner through recording, systematising, and disclosing the 

methods of analysis and the study results with enough detail. This enables the reader to 

determine the credibility and validity of the process (Nowell et al., 2017).     

Step 1: Familiarising with data 

Step 2: Generating initial coding 

Step 3: Searching for themes 
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Step 4: Reviewing of themes 

Step 5: Defining and naming of themes 

Step 6: Reporting the findings 

Table 4-1 Six-step process for the thematic analysis 

The interviews were conducted, transcribed and analysed by the author. The analysis of 

the interview data follows the thematic analysis principles. The transcription of the audio 

interviews was first manually typed into Microsoft Word, and the data were then imported 

to Computer-assisted qualitative data analysis software (CAQDAS) software-Nvivo 20 for 

further analysis. The coding and theme identification processes in the analysis were data-

driven and based on the raw quotes of the interviewees rather than the researcher’s own 

impressions and interpretations. The coding process was performed both manually, 

through repeated reading of and making notes on interview transcripts, and through the 

qualitative software NVivo 20. The codes, and the related extracts, were then organised in 

overarching themes to ensure that the final thematic map is well-aligned with the research 

objectives of the study.  

4.2.4 Reliability and validity of the thematic analysis 

To ensure reliability and reduce any analyst-generated bias the coding analysis of the 

researcher was cross-examined independently by the supervisors of the PhD that acted as 

checks and balances to eliminate interpretation bias. This process helped the author to 

create a more universal ‘‘bigger-picture’’ narrative. During this synthesis and cross-

checking procedure, a consensus on the codes that were eventually the building blocks of 

our themes was reached through exhaustive discussion; the researcher had to convince 

the supervisory team about the value and independence of each code, sub-theme and 

theme. This thorough approach in determining the key topics underpinning the research 

and the systematic analysis framework as a whole increases the validity of the work.  

During the theme identification process, it was observed that some of the themes might 

have dimensions that might overlap to some degree while a few quotes might underpin 
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more than one theme. This is not a problem though, since Braun and Clarke (2006) 

suggested that the themes and how they relate to each other do not have to smooth out 

but instead retain the tensions and inconsistencies within and across the data.      

In total, 36 specialists responded to the call for participation, of which 78 % of respondents 

had a title of Dr or a Professor. Nearly 90 % of the participants occupy management and 

board level positions. There were 31 people are working in Europe, 3 in the US and 2 in 

Asia. Responses were submitted by a mixture of individuals, including local authorities, 

trade associations, transport operators, non-governmental organisations and university 

academics. The study’s sample size was large enough to provide diversity of perceptions. 

4.3 Qualitative interview results 

This section presents the preliminary analysis of the results of the qualitative interview 

data obtained from the field experts. The first section presents the interviewee 

characteristics, then the findings and results from elite interview is discussed. 

4.3.1 Interviewee characteristics 

In total, 36 specialists were interviewed. The sample size is consistent with the best 

practice literature. Baker, Edwards, and Doidge (2012), when examining sampling in 

qualitative research as a means of answering how many interviews are enough, concluded 

that a sample between six and twelve interviews may offer extremely valuable findings and 

represent adequate numbers for a research project that studies hidden or hard to access 

populations such as elites. This study’s sample size is large enough to provide diversity of 

perceptions. 

81% of respondents had a title of Dr or a Professor. Nearly 90% of the participants occupy 

senior, management and board level positions. 31 people are working in Europe, 3 in the 

US and 2 in Asia. Responses were submitted by a mixture of experts, including people 

working in local authorities, trade associations, transport operators, automotive and 

connected technology businesses, non-governmental organisations and universities 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0040
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conducting CAV research. The interviews were male dominated; only 7 female participants 

were included in the interview. According to a Forbes (2010) report, 95% of the National 

Automobile Association members are men. Also, the tech industry has always been male 

dominated at all levels being considerably worse than non-tech industries. 

Table 4-2 Interviewee characteristics (Table 4-2) lists some key characteristics of the 

sample providing information about the participants. The code representing each 

interviewee consists of a field identifier (CO for consultants, IN for automotive or 

technology industry, OR for non-governmental organisations, GO for government and AC 

for academics) and a number for each participant within this group. 

Respondent
s 

Titl
e 

Gende
r 

Country Position 

CO1 Dr M Sweden Senior Researcher 

CO2 Dr M Sweden Senior Consultant 

CO3 Mr. M UK Research Analyst 

CO4 Dr F UK Senior Consultant 

CO5 Ms. F UK Principal Consultant 

OR1 Dr M Germany Lead Tech 

OR2 Dr M UK Chair 

OR3 Ms. F Germany Senior Project Manager 

GO1 Dr M UK Lead Tech 

GO2 Dr M UK Lead Innovation 

GO3 Mr. M UK Principal Consultant 

GO4 Dr M USA Senior Research Scientist 

IN1 Mr. M UK Senior Project Manager 

IN2 Prof M UK Head of Department 

IN3 Ms. F UK Director 

IN4 Mr. M USA CEO & Founder 

IN5 Dr M Germany Senior Partner 

IN6 Mr. M Germany Senior Project Manager 

IN7 Dr M Ireland Associate Director & Lead 
Tech 

IN8 Dr F Sweden Researcher 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b9010
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Respondent
s 

Titl
e 

Gende
r 

Country Position 

AC1 Dr F UK Senior Lecturer 

AC2 Dr M UK Project Officer 

AC3 Dr M Greece Research Associate 

AC4 Prof M UK Professor 

AC5 Dr M USA Lead Tech 

AC6 Dr M UK Research Associate 

AC7 Dr M UK Senior Lecturer 

AC8 Prof M Singapore Assistant Professor 

AC9 Prof M UK Professor 

AC10 Dr M UK Senior Lecturer 

AC11 Dr M UK Senior Lecturer 

AC12 Dr M UK Lecturer 

AC13 Prof M China Professor 

AC14 Dr M UK Researcher 

AC15 Prof M UK Professor 

AC16 Dr F Netherland
s 

Lecturer 

Table 4-2 Interviewee characteristics 

4.3.2 Results and analysis 

Six core themes emerged during our analysis; these are all critical issues that need to be 

addressed prior to a full-scale launch of CAVs. Specifically, the themes are: awareness, user 

and vendor education, safety, responsibility, legislation, and trust. Each of the themes has 

diverse and distinctive dimensions that for the means of this study are reported as sub-

themes. The author acknowledges that some of the themes and their underpinning 

dimensions may overlap to some degree. 

As this is an elite interview process, all our respondents have knowledge or experience in 

at least one of our key areas referring to cyber security, privacy and CAVs. During the 

interview, the participants were asked to provide their opinion on cyber security and 
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privacy in regard to challenges reflecting and affecting CAV technology. It should be noted 

that although each participant was provided freedom to express one’s own views (both 

positive and negative), the questions directed them to provide their opinion on the 

problems and challenges, which are primarily negative in nature. A major overarching topic 

discussed by the experts is the importance of protecting individual privacy and cyber 

security from criminal and malicious attacks. In the subsections below, themes are 

presented and evidenced through the presentation of selected relevant quotations. This is 

one of the most effective and objective ways of delivering a concrete thematic analysis 

(Nikitas et al., 2019). 

4.3.2.1 Awareness 

In information security, awareness refers to the ability of the user to recognise or avoid 

behaviours that would compromise cyber security. Users’ awareness is identified as a key 

element of sensitising them on CAV-related issues and empowering them to obtain 

sufficient knowledge on what CAVs and related systems are doing and sharing. Awareness 

of IT systems has long been a challenging problem in regard to security, as when users have 

insufficient awareness, they are likely to put themselves at unnecessary risk. Many 

respondents expressed the view that limited user awareness will be a source of problems 

associated with CAVs, so raising awareness about privacy and cyber security issues is of 

critical importance. In essence, awareness should be raised to equip the users with the 

information or knowledge of how to identify risks or threats associated with CAVS. Similarly, 

the user’s awareness would be deemed sufficient when the users would be best placed to 

embrace CAVs because they would be cognisant of prospective dangers. 

“CO2: Customers also have a responsibility to be aware about privacy and cyber security 

and keep up with at least the consumer level knowledge of CAVs.” 

“CO1: Even if the technology part of CAVs is perfect, humans will put themselves in risk 

by not knowing how to operate the CAV in the right way.” 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0330
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“AC2: User awareness is not supported with the right tools and training and thus is an 

issue.” 

Understanding the vulnerability of CAV systems is a crucial aspect of user awareness; 

knowledge on cyber security and conscious conduct should be promoted in schools and 

societies in general, in order to minimise cyber-attacks based on human error. 

“OR3: I think cyber security knowledge should be taught in schools from elementary 

school.” 

“AC5: So what the end user can do is to be more aware of the potential consequences 

when engaging in activities with possible cyber security and privacy consequences.” 

As with other fundamental rights, privacy can be taken for granted, therefore, lack of 

awareness about privacy could result in the exposure of sensitive information. 

“CO4: Ideally we would expect the user to be aware of what personal data is and how 

it can be used against them. They need to know how to protect themselves.” 

“AC8: CAVs have the ability to store and transmit data. This creates privacy concerns 

that personal information of CAV users may be misused by external companies, for 

reasons such as advertising, profiling and tracking their location Users should be aware 

of this risk.” 

“GO3: A lot of people have these privacy concerns, but at the same time their behaviours, 

sparked from unawareness, are essentially giving up their privacy rights.” 

Although in most cases, the user often ignores the detail of consumer notices and consent, 

the role of such documentation will continue to be important and essential. However, new 

mechanisms of informing the user may be required to improve the rate and quality of 

knowledge transfer. Many respondents pointed out that it is vital to inform the user about 

the potential options referring to user consent, and about their respective benefits and 

risks. 
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“IN1: Informing the user about the terms and conditions of CAV use and the risk involved 

is important, but nowadays that is more of a design issue.” 

“GO1: Customer consent is not sufficient to ensure data privacy as most customers 

simply accept the terms and conditions without fully reading or understanding them.” 

“AC4: Those responsible for CAVs need to come up with some kind of a model or a 

mechanism to ensure that the drivers are made aware of when their consent is obtained 

before any data is collected and exploited.” 

“AC13: I think you are going to have people agreeing to the terms and conditions and 
being unaware or uninformed of the extent to which their personal data is being used 
for other purposes.” 

Some respondents highlighted the importance of designing and offering user-friendly 

Human-Machine Interface (HMI). It was suggested that efforts to integrate these services 

would result in better user experience, and it could prevent users from accidentally 

engaging in cyber-attacks and data breaches. 

“AC9: It’s rare for people to work their way through the menu from page one. So it’s 

about providing an interface that allows people to understand what is happening. 

Whereas, if let us say I had a car with really good natural language interface, I would 

just ask my car, ‘what is that flashing icon on the dashboard’, and the car would say, 

‘that is ABC’, and I will go okay.” 

“CO1: It is a common practice that we know everyone have done that in their life, when 

we see a security warning too often, and without any true effect which mostly likely due 

to our own knowledge limitation or the hard-to-understand technology design, we start 

tuning it out and ignoring it.” 

4.3.2.2 User and vendor education 

According to learning theories and learning continuum hierarchy, education is distinctly 

interlinked with creating and increasing awareness to the members of the public 
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(Christiansen and Piekarz, 2019). The purpose of raising awareness intends to enable 

individuals to recognise security problems and act accordingly, whereas education focuses 

on the knowledge or skill obtained or developed by a learning process (Wilson and Hash, 

2003). User and vendor education is a theme expressing that all people involved with CAVs, 

regardless of whether they are end-users or manufacturers, should be educated on CAV 

functionality. Education is necessary as a tool enabling the end-user to better prepare and 

protect oneself, fellow passengers, and the CAV against cyber security threats and ensure 

that an appropriate standard of privacy is provided. 

Several respondents highlighted the importance of user education as well as up-to-date 

vendor education. 

“CO3: It is vital to educate the user of this new technology and the risks associated with 

it.” 

“IN4: The vendors do not give any introduction of the car, all they care about is the sales.” 

“AC3: The vendor education is important too, if they do not know anything about the 

risks embedded in the use of CAVs, then who will warn the user?” 

“IN7: Most likely, CAV’s vendor will have to have some levels of cyber security vendor’s 

knowledge, because selling CAV is kind of different from selling conventional cars, it 

requires the vendor have both vehicle knowledge and computer network knowledge.” 

Another dimension underpinning the theme of education refers to knowledge supply, with 

some responses highlighting the problems that lack of information or excess of information 

might cause to the user. Literature showed that an overload of information could cause 

analysis paralysis (Stanley and Clipsham, 1997) and information fatigue syndrome 

(Oppenheim, 1997). Although the developers of software systems might be aware of these 

issues, the consequences when considering CAVs are high, and it is believed that supplying 

succinct knowledge at the right level is essential for the end-user. 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0090
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0525
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0525
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0445
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0360
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“AC16: At least from my experience, I wasn’t given any information about the 

connectivity of the car.” 

“IN6: A user might be faced with a thousand-page CAV menu, which he or she has got 

to hang through, to try and find the relevant bits.” 

It was suggested that the automotive industry and all stakeholders should promote CAV 

education. Campaigns, workshops, and trials are needed to disseminate best practice and 

support decision-making knowledge. 

“IN3: CAV education should be available not just in the school level but also in TV ads, 

billboards and everywhere.” 

“AC1: I think workshops could be very helpful. These will help people to understand what 

the different range of vehicles might be, and what the impact on their lives will be, both 

positive and negative. CAVs are a disruptive technology, so there will be winners and 

losers.” 

“GO2: So, for children to understand what data mean, the trade bodies need to look 

after the advertising and making sure that there is no misguiding advertising.” 

All respondents felt user-centred education should be an investment priority for the CAV 

industry. Many respondents mentioned that governments should also take on the role of 

facilitating future CAV education for the user, as well as supporting investments improving 

their current technology. 

“GO2: I think user-centred education should be an investment priority for the CAV 

industry and the policy-makers.” 

“AC12: You don’t always have to change the person per se sometimes you can change 

the system and the training provision.” 
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A specially designed CAV driving license was also suggested as a means of ensuring people 

behave in a desired way, whereby the person does not pose a risk to one’s or any other 

persons’ safety and privacy through lack of correct cyber security practice. 

“IN1: School education should support CAV training. In the end we should create a 

driving license programme that everyone should take to guarantee that they are 

knowledgeable enough to use CAVs responsibly. This is important based on the fact that 

the whole society is impacted by this technology.” 

4.3.2.3 Safety 

Safety was identified as one of the primary factors defining the end-user adoption potential 

of CAVs by most of our interviewed experts. Specifically, our respondents raised concerns 

about the existing level of cyber security and privacy in CAVs and how these may link to 

safety. Making sure that hacking and exposing users to unsafe situations would be avoided 

at any cause were highlighted as two key priorities for the automotive manufacturers. 

“IN3: It’ll be up to the car manufacturers themselves and then car clubs and eventually 

users to know that a CAV is safe. They will have to prove it by testing thoroughly its 

safety. It is not a game like the one where Top Gear people trying to hack into cars. 

Safety comes first.” 

“AC15: One of the key steering points of CAVs is safety; one of the key challenges of 

CAVs is also safety.” 

A recurring view was the increasing need to develop skills in cyber security and privacy, 

across both industry and local authorities for responding to unexpected circumstances. 

Having a new type of driving license as a compulsory pre-requirement for being allowed 

on a CAV that would assess and ensure the user’s ability to manage safely the potential 

risks of such a vehicle was considered by some interviewees as a critical safeguard 

mechanism for the technology. 
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“AC6: Today we are driving a car that is not fully automated and very different from a 

CAV. In order to legitimately operate a fully automated car, you must have a driving 

license specifically for it. This is an enforcement measure which solidifies that you should 

have a certain level of skills and safety understanding in order to operate CAVs and 

lessen risks.” 

Another point concerning safety which has already been heavily discussed in the field and 

was mentioned in the interviews are edge cases; situations that happen very rarely and 

indicate that there will always be unforeseen circumstances in future scenarios. 

“AC9: For future level four or five vehicles is how to deal with what’s known as edge 

cases, situations that happen very rarely, that they can’t necessarily be predicted by the 

programmer. This means that they are not necessarily understood by CAVs. This car can 

thus be a hazard.” 

Furthermore, a number of respondents reported that a better understanding of the user 

behaviour during a crisis situation was needed. 

“OR2: What is the behaviour of people in crisis situations? How to classify and analyse 

these behaviours is a new problem we need to face.” 

A similar number of respondents raised the need to improve sustainability, accessibility 

and safety targeting older people or those with disabilities in order to achieve transport 

equity. 

“IN5: CAV technology should deliver real benefits, in terms of sustainability, access and 

safety particularly for young, older and disabled people.” 

“IN4: CAV technology may improve social inclusion. CAV can be a great facilitator if it 

can make people with disabilities remote.” 
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4.3.2.4 Responsibility 

Involving the end-user was also mentioned as a critical factor in ensuring novel transport 

solutions would be adopted. Respondents frequently felt that the end-user should take 

responsibilities for the human error accrued. There is an overlap here with liability, as 

ensuring the end-user understands what they are liable for will help them to act more 

responsibly. 

“GO4: Humans are the leading cause of AV accidents in California.” 

“AC7: It’s just about whether or not certain people basically abuse the system, by 

getting control of the vehicle in some shape or form and then using that control in a 

potentially negative way.” 

“AC4: The usual kind of responsibilities or roles that we expect them to be mindful of, in 

the present environment for security, I think they apply to CAVs as well.” 

“CO2: Because I know I’m responsible for the car itself, but also for safety, or for the 

data that I have, for other users of the car I need to be extremely mindful. I think that 

responsibility of use is a feature critical for making CAVs a success.” 

Many of the respondents suggested that collaboration between CAV industry, academia, 

local governments and non-governmental organisations should be encouraged. It was felt 

that this would increase the chances of projects leading to new business models that solve 

real cyber security and privacy problems in CAVs. All stakeholders would need to share and 

define the CAV-related responsibilities. 

“CO3: All of the parties involved have certain very important responsibilities. The 

government has to set up an education system to inform consumers. The users 

themselves should behave responsibly when on a CAV. Industry has the responsibility 

for ensuring sufficient engagement between all the important actors of a CAV 

transition.” 
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“AC10: I think it should be a joint effort when it comes to responsibility. Because it 

should not be just the car manufacturer and the car manufacturer’s responsibility but 

also the users.” 

“OR3: I guess technically the manufacturers don’t have to educate the user, but I think 

it is the morally correct thing for them to do.” 

“AC9: I guess technically the manufacturers do not have to educate the user, but I think 

it is the morally correct thing for them to do so.'' 

“CO1: User responsibility needed to be clarified through education. CAV driving licence 

will let the people understand their responsibilities, understand the edges cases so that 

human is more liable when using CAVs, they will understand their safety cannot only 

rely on the machines, they have to be responsible too.” 

Respondents emphasised the need to clarify the responsibilities and roles that each 

stakeholder plays within CAV operations. Establishing a universal framework for ethics 

when using CAVs that allocates responsibilities when accidents occur is another dimension 

that underpins this theme according to our findings and is in line with the literature 

(Borenstein et al., 2017, Hevelke and Nida-Rümelin, 2015). 

“CO3: Things like ‘if someone’s died whose responsibility is this?’ need to be better 

defined. This is a complex responsibility that may lie with the law-maker, decision-

makers in the government and also reflect the duties of the involved industries.” 

4.3.2.5 Legislation 

To enable the widespread use of CAVs, it was often stated, that more regulatory and 

legislative efforts need to be conducted. Several respondents stressed the need for 

legislation focused on CAVs in general and cyber security and privacy in CAVs in particular. 

These interviewees emphasised the need that legislation should be established before the 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0055
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0205
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implementation of infrastructure. This is necessary as adding legislation in a reactive 

manner may be less effective at protecting citizen’s privacy and well-being. 

“CO1: It is necessary to have regulations in place about how companies have to 

communicate.” 

“AC14: Some of this transition is down to government in terms of regulation. Regulation 

and licensing need to make sure that the key stakeholders have everything in place 

when it comes to CAVs to inspire and enable trust.” 

“IN4: Legislation needs to be ready first, and cyber security and technology communities 

need to understand to what extent the legal protection should be provided for CAVs.” 

Recommendations included ensuring CAV drivers and relevant technicians at all levels 

(such as those working in the manufacturing, maintenance, vendor industries) will be 

required by law to be fully qualified. Also introducing a specially designed driving license 

programme that improves the skill set of those involved with CAV-handling duties, 

particularly with respect to digital skills and awareness of cyber security and privacy was 

deemed critical. The interviewees also highlighted the need for the creation of technology-

neutral industry codes and standards. 

“AC4: In the industry, there is little debate and little understanding in terms of any 

agreements or standards or any consensus around this (driver and vehicle standards). 

Legislation should be able to clear things up and set the standard that would allow the 

use of CAVs to be genuinely secure. Licenses for qualified users should be legally 

enforced.” 

“IN6: A consensus is needed between the stakeholders that will lead to the 

standardisation of CAVs in legal terms too.” 

A clearer and more accurate assessment of the likely distribution of liabilities need to be 

allocated. This would help encouraging the stakeholders in CAV industry to have the 

confidence to take risks where appropriate. At present, it is currently unknown who will 
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have the responsibility of the vehicle’s cyber security aspects. This is an issue greater than 

cyber security, as it is currently unclear who is responsible in the scenario that a CAV is 

involved in an accident. Would it be the end-user or the manufacturer? This same issue 

translates into concerns that might occur from a cyber-attack; will the software developer 

become a potential candidate for sharing liability if a cyber-attack is successful? The 

uncertainty regarding liability concerns amongst experts is evident in their reported 

opinions. 

“AC5: A good assessment of risk and vulnerabilities should be critical and thus need to 

be demanded by legislation. Online behaviours that might be accessible to CAV 

companies need to be screened. The software developers need to have in place tools for 

identifying and assessing cyber security dangers. Driving insurance companies should 

play a role in this risk evaluation process.” 

“AC8: As the human is no longer in control of the AV, at least some responsibility and 

liability for accidents involving AVs will shift to the AV system and the third parties who 

designed and operated them, necessitating reviews of liability laws to clearly delineate 

different responsibilities among all AV stakeholders.” 

Prohibiting design error from the product-development process would reduce the risk of 

privacy and cyber security breaches. Many responses discussed the Privacy by 

Design and Cyber security by Design, with an emphasis on the need for more inclusive and 

thoughtful design that could be used as an enforcement scheme. As previously mentioned, 

there is an overlap between privacy by design and privacy by default; however, privacy by 

design extends beyond the default privacy sharing policy and is focused on ensuring the 

underlying software and hardware architectures take all reasonable steps to preserve 

privacy, which includes aspects such as data minimisation, encryption and secure storage 

mechanisms. 

“AC11: Focusing on the customer sits at the centre of every management model out 

there, but design thinking takes it one step further. It places the user at the centre of 

the solution.” 
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“OR3: It’s not the car that’s providing the security. It’s the people who design the car 

systems and then those that use them.” 

“IN1: I think this comes down to a design principle. According to the conversation we 

are having with some of our partners, one of the critical issues with privacy and cyber 

security is that CAVs should be designed to be safe and mitigate the risk of attacks both 

physical and cyber security by default.” 

Respondents called for a discussion on the need to explore a privacy option (such as privacy 

by default) that could be applied to all, as all devices need to be secure without much 

intervention by the users who may have limited knowledge about privacy. There is an 

overlap here with the aspects of the European legal framework of GDPR, where privacy by 

design is a core principle. This is a challenging aim, as enforcing strong privacy 

requirements often results in reduced or restricted end-user functionality, and thus the 

trade-off between privacy and functionality in default configurations needs careful 

consideration. 

“AC5: I’m sure there are bigger and better ways of ensuring security that I’m unaware 

of, but having them set as a default, which seems not to be the case, it is a clear way to 

ensure that the data is only used for the intended purpose and by its intended end-users. 

So, I would say that probably this is an important step towards the right direction.” 

4.3.2.6 Trust 

To fully accept and harness CAVs, it is necessary that end-users trust CAV technology. Trust 

is another key concept in vehicular networks and underpins acceptability as this is 

registered by attitudes. Substantial empirical evidence shows that automation faults cause 

a decline in trust (Lee and See, 2004). One way to cope with public acceptance is to employ 

social trust when assessing the risks of a new technology (Siegrist and Cvetkovich, 2000). 

In other words, acceptance of, or willingness to use CAVs, is directly determined by the 

trust on CAVs. 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0275
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0435
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“IN1: If a cyber security or privacy breach causes a safety problem, that’s going to create 

serious trust problems. Safeguarding privacy and cyber security will eventually mean 

improved trust and thus improved acceptance for CAVs.” 

“CO5: User acceptance will be heavily influenced by trust on CAVs as well as the legal 

frameworks.” 

“IN7: I think the CAV industry must make important investments on building user trust.” 

Trust could be built up through campaigns, workshops and trials to ensure the CAV users 

feel comfortable and confident with them. 

“CO3: If people come closer to CAVs through social media, advertising and campaigns, 

and then really get the experience of a CAV for free, their trust regarding this technology 

may increase dramatically.” 

“AC4: Where there are lots of safety campaigns, they are partly funded by insurance 

companies, partly funded by government, partly funded by car companies, partly 

funded by campaign groups. This is exactly what needs to happen in the CAV security 

domain. We need to learn from these existing models advocating for traffic safety and 

think about how we can adopt similar models that work for the privacy and cyber 

security agendas of CAVs.” 

Social media play a big role in shaping public views on some issues and influencing the trust 

building process. To reach a diverse range of audiences, several respondents advocated 

the use of different means of communication, including information campaigns and the 

use of social media. 

“OR2: Most of the things which end-users receive about CAVs is coming from social 

media or the media itself, and that information can be misleading.” 

“OR3: Manufacturers or leasing companies need to better play up the security features 

in their advertising. They should be providing messages such as ‘while you’re in an 

automated vehicle, all of your data we collect will not be associated with your personal 
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data, they are not going to be shared with external parties, everything is totally safe 

and legitimate’. I think that will help to build trust and it will make people more aware 

of cyber security and privacy.” 

Transparency is always the key element behind trust; this has been heavily examined in 

literature of transport interventions (e.g. Pettersson and Karlsson, 2015, Ekman et al., 

2019). Several respondents raised the need to provide the public with transparent 

assurance about the safety of CAVs. 

“IN1: Being open about what has happened when things go wrong and about the 

process that is being followed is a sign about actively looking for ways with which you 

can overcome challenges and get the necessary help to solve problems. Transparency 

benefits trust-building.” 

“AC10: Any effort to try hiding what is happening with CAVs will be the worst-case 

scenario.” 

“OR1: There is not much transparency of what they say and what they are actually 

collecting.” 

“AC4: Transparency is key, in terms of realising and solving problems whether these are 

about technical product design and whether these are about legislations and 

regulations. You need to be honest with the future users as well; people do not like 

‘games’.” 

Having a sufficient and prompt reporting and responding mechanism in place is necessary 

for creating a communication dialogue between all stakeholder groups. This would help to 

ensure that the CAV industry and the end-users closely engage with technology and its 

associated risks, resulting in a confidence increase of the user. It is foreseen that reporting 

mechanisms will enable two-way communication, providing the potential for 

manufacturers to supply information of security nature to the end-user (e.g., information 

on software fixes), and also mechanisms for the end-user to inform the manufacturer of 

any issues they have noticed or are experiencing. 

https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0390
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0155
https://www.sciencedirect.com/science/article/pii/S1369847820305386#b0155
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“AC11: There should be functions available about reporting where and when things are 

going wrong. Having a good two-way support mechanism affects positively the end-

user.” 

“IN2: I think the challenge of course is that there are so many cases of problems we 

cannot yet appreciate, but what we don’t have, and needs to be adopted before CAVs 

are fully launched, is a publicly transparent reporting mechanism.” 

“IN5: If we don’t have a rigorous transparent way of reporting on threats, failures or 

attacks and so on, there will be a breakdown of trust between or across the industry.” 

“IN7: Trust depends fundamentally on security. Interactive real-time communication 

between the user and a control centre will help in this sense.” 

4.3.3 The thematic roadmap  

The interviews revealed six themes that could play a key role, according to our subject 

experts, in the way people may respond to CAVs when focusing on the privacy and cyber 

security agendas. These themes are: awareness, user and vendor education, safety, 

responsibility, legislation and trust. These are priority areas for the policy, planning, design 

and manufacturing of CAVs that must be addressed before their full-scale launch so that 

the transition to a CAV-centric mobility paradigm can be unproblematic. Each of these 

themes have their own distinctive and diverse dimensions which have been presented one 

by one in the analysis section and can be listed as sub-themes. Figure 4-1 is a thematic 

framework that brings everything together in a single infographic. It specifically 

conceptualises the key themes, their sub-themes and the interrelations between them 

representing a very accurate coding snapshot of the present work. The figure presents 

occurrences of overlapping acknowledging the links that these theme expressions have 

with one another and the fact that some key concepts fit and reflect more than one 

theme simultaneously. Therefore, Figure 4-1 presents an evidence-based roadmap of the 
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opportunities and challenges embedded in the cyber security and privacy agendas of CAVs 

that may define the public acceptance of this emerging technology. 

 

Figure 4-1 A thematic conceptualisation of the cyber security and privacy issues underpinning CAV 
acceptance 
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4.4 Qualitative interview discussion 

Section 4.3 listed the results of the qualitative research that identified the main themes 

and their diverse and distinctive dimensions that need to be addressed prior to a full-scale 

launch of CAVs to make sure that cyber security and privacy are not barriers to their uptake 

and long-term viability. This subsection10 will further contextualise the six themes and their 

key sub-themes benchmarking them when possible against relevant literature. It is a 

discussion that seeks to develop a fluid and recursive frame that elaborates on the analysis 

that is systematic but not rigid. All themes and most of their key expressions are discussed 

thoroughly but not necessarily in the order outlined in the analysis; this is a synthesis 

designed to help the reader appreciate better the ‘big picture’ of cyber security and privacy 

in CAVs. 

4.4.1 Trust 

CAVs may change the norms in mobility provision dramatically, and as with any other 

disruptive technology, their public acceptance depends on building trust (Ekman et al., 

2019, Nikitas et al. 2019, Zhang et al. 2020). When the public mistrusts politicians, mobility 

providers, automotive, telecommunication and intelligence industries or CAV operating 

algorithms, and even begins to suspect that the underlying motivations of the parties 

involved in this process of transition may be underpinned by hidden agendas like data 

exploitation to name one, trust will be hard to develop and establish. And if trust is broken 

it is very difficult to be reconstructed for the context of transportation provision (Nikitas et 

al. 2018). 

 

10 Part of the work of this chapter has been published as a peer reviewed journal paper, which can be 
found using the following reference: Liu, N., Nikitas, A., & Parkinson, S. (2020). Exploring expert 
perceptions about the cyber security and privacy of Connected and Autonomous Vehicles: A thematic 
analysis approach. Transportation research part F: traffic psychology and behaviour, 75, 66-86. 
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It was suggested by several respondents that building trust could be done through 

campaigns, workshops, advertisement and test drives; this broad approach can reach a 

diverse range of audiences. Media are the major player in influencing public opinion by 

exposing and bringing new technologies under scrutiny daily something that can make the 

public’s trust fragile. Subsequently, the public has become more defensive, demanding 

that any new technology should be clearly explained. Explanations (i.e., reasons to justify 

why an action should or should not be taken) in the context of AVs have been found to 

help trust-building (Du et al. 2019). This makes transparency crucial, therefore, creating 

the need for manufacturers and policymakers to become more accountable. This is 

supported by the view of several respondents, who highlighted the importance of 

reassuring the public about the ability of CAVs to provide a secure personal space. A 

number of respondents stressed the importance of transparency regarding the reporting 

and responding mechanism that needs to be in place to facilitate an open and systematic 

dialogue between the CAV industry and its end-users.  

Promoting transparency about what data is collected, including both passive and active 

data collection, and collecting data in a way that is clear and easy for the user to understand 

is needed. However, it should be recognised that transparency is not always achievable or 

desirable in algorithms. Companies have legitimate trade secrets that they must keep 

confidential. Transparency can expose the security apparatus of a company to security risks 

where hackers and cyber criminals can attack the system. Vulnerability disclosure 

mechanisms should be established too; a two-way interactive and honest communication 

should be available in CAVs. In particular, any report or statements made in the event of a 

cyber security or privacy breach should be as comprehensive and accurate as possible. 

Through this, the manufacturers will provide genuine information about the cyber security 

and privacy risks in CAVs, while the end-users will give feedback to the manufacturers 

regarding safety problems that they will come across, ultimately resulting in building trust 

between both parties. 
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4.4.2 Education 

Trust on any new technology is inevitably linked to education on the basis that the general 

public needs to get educated on the dangers that this technology might entail. Cyber 

security and privacy risks are beyond traditional security risks and as such their 

consequences may be passively and unconsciously exposed or only impact the end-user 

long term. Therefore, public opinion on these new digital risks should be treated differently, 

as the source of threat and danger cannot be easily and clearly identified. It should be 

noted that most end-users and vendors have limited knowledge to date when it comes to 

CAV associated risks. Therefore, education and awareness enhancement are vital in order 

to offset the fear that cyber security and privacy risks might generate as a number of the 

elite respondents suggested. Studies have found that the lack of sufficient knowledge and 

awareness among key stakeholders and the public is a major barrier to successful risk 

prevention (Burt et al. 2007, Chang et al. 2009, Cohen et al. 2007).  

Most respondents raised the point that automotive vendors are not well-informed about 

the potential adverse effects of cyber security and privacy risks to the current level-two AV, 

which results in the customers not being informed either when they buy the vehicle. It is 

thus suggested by the present study that vendors should receive as a prerequisite for their 

engagement in this market a very detailed CAV-specific education that allows them to be 

fully aware and alerted about digital risks. Specific education about cyber security, privacy, 

code of conduct should be disseminated to the end-user in the purchase or subscription 

process.  

Licensing for the independent use of CAVs after a training course may also be a necessary 

step that will enable avoiding cyber security threats and privacy breaches; the elite 

interviewees argued that a well-educated and trained user is always a better user for the 

context of CAVs. This study thus recommends, that specially designed CAV driving license 

courses should be a compulsory element for the transition to the era of CAVs that will teach 

the end-users specific security-conscious behaviours, in a simple and actionable way. This 

type of licensing can eventually replace the current driving license that will not be needed 
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in the era of CAVs; so this will not necessarily impose a new untested usage prerequisite 

but rather be a modernised continuation of a well-established licensing scheme that will 

require less skill but may be needed for any independent user of CAVs. 

4.4.3 Responsibility  

Education demystifying innovative technology is one of the few investments in social 

programmes that may have a high return on investment (Facer, 2011). All of the 

respondents supported the idea that education should be an investment priority of the 

CAV industry, while some also recognised this as a government responsibility. Systematic 

investment plans equipping professionals and the general public with the right skills could 

mitigate digital risks and help governments to create more secure societies. Based on the 

evidence provided by the qualitative research phase it is suggested that in addition to the 

government and the automotive industry, internet, telecommunications and intelligence 

service providers should take part of the responsibility to educate the end-users about 

cyber threats and privacy breaches, as they could be the connectivity intermediary that 

bridges end-users with CAVs. It can be argued that the elites believe that education is a 

primary solution to the prospective risks associated with CAVs. However, the elites did not 

infer that educating users is hard and less effective because privacy and cyber risks are 

dynamic and constantly evolving so this responsibility is a dynamic and challenging one and 

not particularly straightforward. As such, it is difficult to maintain constant educational 

updates for the users. Also, it would be perhaps more effective and resource-efficient to 

educate CAV engineers, developers and retailers to avoid introducing security- and privacy-

prone systems. 

As such, cyber security and privacy responsibilities need to be decentralised and shared 

with a diverse group of stakeholders. To exclusively depend on the developer’s design 

effort can be risky considering the humongous extent of cyber-attacks and privacy 

breaches that are at times irreparable. Joint efforts should be made to defend against cyber 

risks associated with CAVs. 
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Often the required cyber security and privacy configurations are tedious and complicated, 

and beyond the skill of the average end-user. There is also a lack of clearly defined lines 

about how end-users are expected to behave when they experience a cyber-attack or a 

crisis situation. Attribution can be difficult. The elite respondents suggest that the end-user 

should also take some responsibilities for any human error that occurs when a CAV 

operates. In 2014, Microsoft drafted International cyber security norms, which introduced 

a set of norms for acceptable behaviour in cyberspace; this could be an inspiration for 

defining what a responsible CAV behaviour is. The complex nature of the CAV technology 

will require inter-institutional cooperation, the exploration of relevant human behaviour 

modelling, a commitment to incremental interdisciplinary initiative development, a solid 

ethical framework and consensus on threats and appropriate actions to manage CAVs and 

their associated risk. 

4.4.4 Awareness 

Ensuring an improved level of public awareness about cyber security and privacy issues 

may be the first step of any education programme. Being aware of a risk or a problem is 

the steppingstone in looking for and eventually adopting responsible and secure ways of 

operating CAVs and handling their data. Nowadays, cyber threats and privacy breaches are 

regrettably common and prevalent (Ricci, Breitinger, and Baggili, 2019). At the same time, 

governments and businesses are investing heavily in cyber security and privacy solutions 

(Tao et al. 2019). In Europe, GDPR has shed light on data privacy and has generated 

substantial awareness regarding some aspects of the problem of personal data collection 

and export. Yet, public awareness has not been cultivated to the desired extent (Papoutsi 

et al. 2015). In the case of phishing and ransomware, attacks can lead to the loss of 

property, whereas in the case of CAVs, they can result in serious injuries or even death.  

Therefore, it is essential for the public to become aware of its role in cyber security, so that 

they can understand that their actions matter and make safe choices. As some respondents 

suggested, this can be achieved via robust HMI, the development of which is crucial. 
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According to the literature, awareness raising programmes will be successful if they are 

tailored to targeted groups of stakeholders (García-Llorente et al., 2008). Robust HMI will 

enable the required information to be passed on to the end-user quickly and reliably, 

enhancing the efficiency of awareness cultivation. 

Cyber security and privacy awareness are also linked to issues reflecting and affecting user 

consent. GDPR requires the personal data to only be collected and retained for ‘specific, 

explicit, and legitimate purposes’, and only with the user’s consent. This work argues that 

the ‘signing of terms and conditions’ which is nowadays a common practice to transfer 

responsibility to the user is only a very basic tick-box exercise that cannot be elevated to 

user consent; this many times actually works as a camouflage technique for shedding 

responsibility and not as a facilitator of genuine understanding that will reduce errors and 

mishandling. This is because many people do not read the terms and conditions to which 

they have assumingly consented (Steinfeld, 2016) many times due to information overload 

(Obar and Oeldorf-Hirsch, 2020). Moreover, people who have agreed with the terms and 

conditions for subscribing to a service usually do not understand them, because of the 

complex legal and technical terminology used (Tsai et al. 2011).  

Considering the above, the question of whether the public can consent to things they do 

not understand arises. It is recommended that raising awareness through the means of 

legally required education that will be far superior and more extensive than a tick-box 

exercise will promote genuinely user responsibility. However, at the same time some might 

argue that the automotive industry has avoided educating the public on the risks of motor 

vehicles since the 1900s. This might mean that the public would need to get educated to 

opt for more secure and well-designed products rather than changing their consumer 

behaviour or attending high-tech training such as those of computer engineers. Legislation 

should thus be put in place to enforce the good design practice so as to ensure that the 

end-users are protected from associated cyber risks. 
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4.4.5 Legislation 

Legislation has many more equally critical dimensions when it comes to CAVs’ privacy and 

cyber security. Legislation is especially challenging when the commercialisation of the end-

user’s data leads to certain stakeholders making profit while damage is imposed on the 

end-user. Considering the international nature of cyber-attacks, international criminal 

groups tend to exploit legislation and jurisdictional loopholes (Adamoli et al. 1998). 

Therefore, it is essential to create a framework in which software is developed at 

international standards. In addition, professional organisations need to address the issues 

of accreditation and recertification in a modern way in order to keep up with the 

continuous changes in the industry.  

Furthermore, without the necessary legislation in place, the CAV market could potentially 

fall into what is known as a ‘lemon market’ in economics, where manufacturers compete 

only on features that consumers can perceive, ignoring the ones they do not, such as cyber 

security and privacy. If in the long run CAVs with poor cyber security and privacy standards 

dominate the market, market failure could arise, resulting in a loss of social welfare. Also, 

as Nunes, Reimer, and Coughlin (2018) highlighted, exempting developers from safety rules 

poses risks; if developers are not always required to report system failures or to establish 

competency standards for vehicle operators, legislation should penalise them. Favouring 

industry over users will erode support for the technology from an already sceptical public. 

Legislation should also not sidestep the education of consumers; standards of competency 

and regular proficiency testing for users should be shaping consumer education 

programmes. 

The complexity of the CAV system makes it particularly difficult for its security to be 

ensured. A higher degree of complexity can potentially lead to the occurrence of an 

increased number of errors in the design and development process, as well as to the 

greater difficulty in testing, consequently making Security by Design and Privacy by Design 

vital. Starting from the earliest manufacturing stage, the design process, up until the final 

manufacturing stage, the commercialisation of the technology, the CAV industry should be 
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highly regulated and forced to follow certain principles. Several respondents suggested 

that the liability law should be improved by setting rules which aim to punish misconduct. 

In GDPR, executives and board members could face liability for data breaches (EU GDPR 

Portal, 2018). UK launched the Secure by Design, Secure by Default: Self-Certification 

Scheme in 2019, to ensure the UK’s resilience against different forms of cyber security 

vulnerability. However, whether this law-like approach fulfils effective regulatory design 

criteria remains unexamined. Therefore, it is of utmost importance that the liabilities of all 

different parties, including the end-user, should be clarified.  

Furthermore, there has to be a certain limit of liabilities that should be in place, otherwise 

the development of new technologies will be suppressed. The UK government is an 

example of a government that chooses to apply relatively soft policies when it comes to 

liabilities in the CAV industry. UK does not currently contain any specific provisions relating 

to user liability; Law Commission (2018) has suggested that the legislation must be 

developed further to clarify the role of the ‘user-in-charge’. Upcoming legislation is being 

prepared based on the security-by-design principle in the UK since the start of 2020.  

The research argues that a middle ground, between a heavily regulated industry and an 

uncontrolled one, has to be found. Maybe it would be more reliable for the insurance 

market to be encouraged to leverage the risk. Insurance is a self-reinforcing mechanism for 

improving security and safety, while still allowing companies room to innovate (Schneier, 

2018). As a whole, user-friendly legislation clarifying responsibility, liability disputes, 

manufacturing and commercialisation procedures, educational programme prerequisites 

and creating a generic regulatory framework of operation should be in place before the 

implementation of CAVs (Nikitas et al. 2019) and should focus, with special care, on privacy 

and cyber security issues. 

4.4.6 Safety 

Safety is a core prerequisite to any IoT device and thus critical for the acceptance of CAVs. 

The elite respondents clearly highlighted that cyber security threats and privacy breaches 
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would be viewed as inadequate safety provision by most end-users. Since safety has been 

the prime reason for introducing the CAVs in the first place and is the most critical criterion 

for their perceived success (Hulse et al. 2018, Papadoulis et al. 2019) and privacy and cyber 

security have clear links with safety perceptions (Taeihagh and Lim, 2019), prioritising CAV 

cyber security and privacy solutions that address safety concerns would be a decisive step 

towards the right direction. In this way, CAV users can develop a sufficiently positive 

perception to trust and use CAV services. 

Ensuring the safety of CAVs, according to Koopman and Wagner (2017), requires a multi-

disciplinary approach from all the involved stakeholders across all the levels of functional 

hierarchy including activities looking to support: hardware and software fault tolerance; 

resilient machine learning; cooperation with human-driven vehicles; validation systems for 

operation in highly unstructured environments; and appropriate regulatory approaches. In 

regard to the edge cases, the most well-known solution is probably prototyping, where 

researchers and developers can simulate unsafe situations arising from cyber security and 

privacy threats to explore crisis management solutions (Brugali et al. 2014). 

Moreover, to improve the safety of the CAVs, it is essential to enhance prompt, transparent 

and forthright communication between CAV manufacturers and stakeholders. 

Manufacturers should notify relevant stakeholders when and where flaws exist, their 

severity, contents of the update, and instructions for each role. Updates may be exclusively 

communication about workarounds, warnings, unsafe conditions, labelling or instructions 

for use. To CAV manufacturers, the outstanding safety feature can differentiate their brand 

and build greater customer loyalty. 

 

  



128 

 

Chapter 5. Quantitative Research Stage 

5.1 Introduction 

After the in-depth elite interview phases, six main themes reflecting and affecting potential 

CAV public acceptance factors around cyber security and privacy emerged thanks to the 

field experts’ responses. The author could thus survey public opinion to test the derived 

model that was inspired by the first stage research and theoretical framework. This chapter 

consists of three parts. The first part introduces the methodology of the quantitative 

research. The second part presents the preliminary analysis of the online survey data 

obtained from the public. The third part gives the explanation and interpretation of results 

obtained from the online survey.  

5.2 Quantitative research methodology: online survey 

Survey research design can be classified as cross-sectional and longitudinal based on the 

time dimension. In this research, the survey data will be collected at one point in time from 

the representatives of the population thereby making this survey research cross-sectional. 

A critical requirement for the cross-sectional survey research is that the hypothesis with 

the propounded theoretical framework must be clearly defined. 

5.2.1 Theoretical framework and hypothesis development 

Survey research design can be classified as cross-sectional and longitudinal based on the 

time dimension. In this research, the survey data will be collected at one point in time from 

the representatives of the population thereby making this survey research cross-sectional. 

A critical requirement for the cross-sectional survey research is that the hypothesis with 

the propounded theoretical framework must be clearly defined. 
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As detailed in Chapter 2, several theoretical frameworks on modelling attitude in relation 

to behavioural prediction have been develop since 1960s and 70s such as Theory of 

Reasoned Action (TRA) (Fishbein and Ajzen, 1975) and Technology Acceptance Model (TAM) 

(Davis, 1989). It is believed that Fishbein and Ajzen's Theory of Planned Behaviour (Fishbein 

and Ajzen, 1975) are the first researchers who started the attitude/behaviour field of 

research. In the 1980s, Davis developed TAM based on Fishbein and Ajzen's model to 

investigate the rationale behind the workers not using the ITs that were provided to them 

which made TAM one of the most influential models in examining the acceptance of 

innovations.  

This study proposed an extension model based on the TAM. In particular, the present 

model has included three additional contrasts into the TAM which was inspired from the 

qualitative research and the literature in order to test the public attitude and acceptance 

in the context of CAVs. In Davis’s explanation, one of the main purposes of TAM is to explain 

the factors that influence computer acceptance in general and understanding users’ 

behaviour across technologies (Davis, Bagozzi, and Warshaw, 1989). Given that computer 

acceptance model should evolve with the society changes, and because different types of 

technology might need to be applied in an acceptance theory differently, the extended 

TAM with the acceptance themes derived from the elite interviews was developed. In 

summary, the constructs of the models are perceived usefulness (PU), perceived ease of 

use (PEOU), attitude toward using (ATU), intention to use (IOU), self-efficacy (SE), perceived 

risks (PR), and facilitating conditions (FC). Figure 5-1 depicts the proposed extended TAM 

model for this study.  
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Figure 5-1 Proposed extension of TAM 

TAM is a causal model that consists of four constructs, PU, PEOU, ATU and IOU. PU and 

PEOU are considered the key factors that influence public acceptance of the technology 

(Davis et al., 1989). In light of the extensive literature review, 21 hypotheses in regard to 

the proposed model were formulated. These main constructs and their relationships 

development are presented in the following sections.   

5.2.1.1 Perceived usefulness (PU) 

Perceived usefulness (PU) is defined as “the degree to which an individual believes that 

using a particular system would enhance his or her job performance” (Davis, 1989). More 

specifically, this construct emphasizes the importance of the function and usefulness to 

the user, or the extent that user believe a certain technology would contribute to the 

productivity of a task. 

In the context of this study, PU was used to examine people’s belief on the benefits that 

CAVs could potentially bring to their life. As shown in Table 5-1 , four items for this 

construct were adopted.  

It is worth mentioning that there is no consensus on the cultural dimensions point of view. 

Social presence theory suggest that the collectivistic society tend to undervalue the 
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usefulness of a certain technology (Straub, Keil, and Brenner, 1997), whereas social 

cognitive theory (SCT) research has suggested the opposite (Oyibo and Vassileva, 2020).  

Collectivistic society stresses on communal objectives, goals and common ideas shared 

among the people while individualistic society upholds personal achievements, ideals and 

goals.  The multigroup SEM intended to examine the difference between collectivistic 

(China residents) and individualistic (UK residents) on the influence of PU.  

Item label  Operationalization of theoretical constructs 

PU_1 The use of CAVs allows me free my hand so that I can do other 

activities in transit. 

PU_2 The use of CAVs reduces the hassle for parking. 

PU_3 The use of CAVs increase the effectiveness and reduce the time 

when traveling. 

PU_4 The use of CAVs reduce traffic congestion 

Table 5-1 Operationalization of PU 

In the original TAM assumption, PU is directly linked with PEOU and ATU, where PEOU has 

a direct positive effect on PU, PU has a direct positive effect on ATU. Same assumption on 

the proposed model to test its validity has been formulated. 

5.2.1.2 Perceived ease of use (PEOU) 

Perceived ease of use (PEOU) is “the degree to which a person believes that using a 

particular system would be free of effort” (Davis et al., 1989). Prior research indicated that 

PEOU positively influence PU and ATU in various context. For instance, in the context of 

autonomous electric buses (AEBs) (Herrenkind, et al., 2019), public transport mobile 

payment acceptance (Di Pietro et al., 2015), and autonomous vehicles acceptance (Zhang 

et al., 2020).  
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PEOU is based on three items as shown in Table 5-2 where participants were asked about 

their feeling of the future CAVs when operating CAVs. They were measured by the five-

point Likert scale. 

In the original TAM assumption, PEOU is a form of intrinsic motivation factor that predict 

the ATU which directly influence the IOU. PEOU was also assumed to have a direct positive 

impact on PU, as Davis et al., (1989) reasoned in their work, “Increased PEOU contributes 

to improved performance”. The author argues that Davis’s assumption on the relationship 

between PEOU and PU was based on the participants actual experiential feedback after 

using the certain technology, and it perhaps implies that PEOU positively influences PU in 

that certain scenario only. For this study, people who have been surveyed were those with 

no prior experience with CAVs thereby relying on the Davis’ assumption would not suffice. 

However, since it is a claim that has been validated by many studies, this study has given 

the same assumption to be tested by its empirical data. 

Item label  Operationalization of theoretical constructs 

PEOU_1 I think CAVs can be easy to access and use. 

PEOU _2 The use CAVs is easy for me because it does not require a licence. 

PEOU _3 Controlling CAVs is simple and not require much effort. 

Table 5-2 Operationalization of PEOU 

5.2.1.3 Attitude toward using (ATU) 

According to Davis (1989), attitude toward using (ATU) is defined as “the degree of a 

person’s positive or negative feelings about performing the target behaviour”. In 

consistence with TAM theory, where PU and PEOU would determine ATU, the adoption for 

a certain innovation is ultimately a decision-making process (Rogers, 1962), where the 

adoption or rejection decision is made followed by the attitude of the user (Gregan-Paxton 

and John, 1997). 
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Davis’ TAM has positioned ATU to be the outcome of PU and ATU, in other words, if the 

product is perceived to be useful and easy to operate by the user, then user would have a 

positive attitude about that technology. This study has postulated the same causal effect 

and formulated four items measuring ATU (as shown in Table 5-3). 

Item label  Operationalization of theoretical constructs 

ATU_1 CAVs should substitute conventional cars soon. 

ATU _2 I find the use of CAVs would be advantageous to safety. 

ATU _3 I find the use of CAVs would be meaningful to the environment. 

ATU _4 The use of CAVs is a good idea on minimize my transportation cost. 

Table 5-3 Operationalization of ATU 

5.2.1.4 Intention to use (IOU) 

IOU is defined as “the degree to which a person has formulated conscious plans to perform, 

or not perform some specified future behaviour” (Davis, 1989). IOU in TAM is equivalent 

to behaviour intention (BI) in TRA and TRB that it indicates a plan or intention towards the 

upcoming behaviour of the user. ATU has a direct positive influence on IOU and so does 

PU, implying the relationships of these three factors in this study in line with TAM. This 

study has postulated the same causal effect and formulated four items measuring IOU (as 

shown in Table 5-4). 

Item label  Operationalization of theoretical constructs 

IOU_1 I intend to use CAVs even I need to get a training certificate. 

IOU_2 I am willing to use CAVs and learn how to protect my personal and travel 

data. 

IOU_3 I am willing to use CAVs and be responsible for my behaviour when using 

the CAV. 

IOU_4 I am willing to participate in CAV trials, related awareness campaigns, and 

workshops. 
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Table 5-4 Operationalization of IOU 

5.2.1.5 Self-efficacy (SE) 

Self-Efficacy (SE) is defined as the “in one’s capabilities to organise and execute the courses 

of action required to produce given attainments” (Bandura, 2010). It is believed to be “the 

foundation of human motivation” (Bandura, 2010). SE is a component made by Bandura’s 

social cognitive theory in 1986 and has had a huge impact. The logic of SE in relation to the 

behaviour is refers to the self-evaluation on individual’s performance where it “informs 

and alters their environments and their self-beliefs, which in turn inform and alter their 

subsequent performances” (Multon, Brown, and Lent, 1991).   

The selection of SE was inspired by TPB’s measurement contrast where SE is defined by 

individual’s self-assessed confidence in performing a task (Ajzen, 1991). The integration of 

TPB and TAM has been successfully integrated to examine adoption intentions (Awa, 

Ojiabo, and Emecheta, 2015; Nasri and Charfeddine, 2012). In the context of this study, SE 

is used as an exogenous variable which directly influences PEOU, and it is measured by 

participants’ confidence in their awareness on CAV related knowledge that was developed 

from the first stage of study (as shown in Table 5-5).  

Item label  Operationalization of theoretical constructs 

SE _1 I am confident with my existing knowledge about advantages of CAVs. 

SE _2 I am confident with my existing knowledge about disadvantages of 

CAVs. 

SE _3 I am confident with my existing knowledge about CAV related basic 

data protection practice. 

SE _4 I am confident with my existing knowledge about CAV related basic 

cyber security practice 

Table 5-5 Operationalization of SE 
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5.2.1.6 Perceived risks (PR) 

Another external factor the author has chosen is perceived risk (PR) as has been found that 

many pieces of research have examined perceived risk and perceived benefit as 

corresponding to the wiliness to pay (Wang et al., 2012) and the acceptance of the 

technology (Groot, 2018). PR was first proposed in 1960 in the context of consumer 

behaviour (Bauer, 1960) where Bauer studied the factors influencing consumer’s 

purchasing decision making on people from different social and economic class. 

Cunningham’s (1967) has classified PR into two categories, uncertainty and consequences. 

Uncertainty focuses more on perceived uncertainty by the user, and consequences focus 

on the user’s evaluation of future loss. This study has adopted the PR definition from Engel, 

Kollat and Blackwell (1973) that has positioned PR as “external search and alternative 

evaluation”. 

In the IT acceptance field of research, it was established that perceived risk, such as 

perceived system disturbance and perceived system reliability, significantly influence PU 

and ATU (Chen et al., 2019). Therefore, in line with the literature findings, direct 

relationship between PR and PU, ATU have been postulated. 

As shown in Table 5-6, for the proposed model, four items were included in PR to collect 

respondent’s feelings on CAV related risks that was informed by the first stage of study and 

adapted from several literatures (Liu, Nikitas, and Parkinson, 2020; Parkinson et al., 2017; 

Taeihagh and Lim, 2019). PR in the survey consists of cyber security risks, privacy risks of 

CAVs. 

Item label  Operationalization of theoretical constructs 

PR_1 I am concerned about the interior cameras and usage logs 

will track when and where I have gone. 

PR _2 I am concerned about cyber security issues of CAVs. 

PR _3 I am concerned about privacy issues of CAVs. 
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PR _4 I am concerned about legislation issues around CAVs’ 

cyber security and privacy. 

Table 5-6 Operationalization of PR 

5.2.1.7 Facilitating condition (FC) 

Facilitating conditions (FC) refer to the “perceived enablers or barriers in the environment 

that influence a person’s perception of ease or difficulty of performing a task” (Teo, 2010). 

FC is one of the core components of TPB. In the context of this study, FC means the 

facilitating support people desire from external environment in response to the CAV 

associated cyber security and privacy risks. Specifically, support from the government 

sectors, mobility services and car manufacturers. These supports have been cited in prior 

research such as smart cities (Khatoun and Zeadally, 2017) and healthcare information 

systems adoption (Hsu, Lee, and Su, 2013). As shown in Table 5-7, three items are selected 

for FC, these items selection were inspired by Thompson et al. (1991). 

One of the main reasons our proposed model introduced FC is because new technologies 

are susceptible or prone to threats (Kavanagh, 2019) and organizational and technological 

support in place would give users the confidence of using the certain technology (Hsu et 

al., 2013). Additionally, in IT acceptance and adoption point of view, the amount of support 

available directly influences the IT adoption (Taylor and Todd, 1995) as FC would be more 

salient given that most of the user would have no experience on CAVs.   

Studies that have been conducted using the combination of TPB and TAM model have 

found that FC significantly influences ATT and PEOU (Terzis and Economides, 2011). In 

other words, the supports would influence user’s perception and their attitude on the use 

of the technology. For example, adequate support from the desired organisation would 

increase the user’s knowledge on the engagement of the technology and serve to promote 

positive attitude toward it. The proposed model has adopted the same relationships from 

the prior literature.   
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Item label  Operationalization of theoretical constructs 

FC_1 Government is providing help on protecting my personal data 

when I am using CAVs. 

FC_2 Mobility service providers are providing help on protecting my 

personal data when I am using CAVs. 

FC_3 Car manufacturers are providing help on protecting my 

personal data when I am using CAVs. 

Table 5-7 Operationalization of FC 

 

5.2.2 Hypothesis development finalisation 

In summary, the theoretical framework was presented to understand the construct and 

the measurement items of the proposed model that are expected to influence the 

adoption and the acceptance of CAVs. The proposed model and theories are rooted on 

TAM and inspired by TPB. The selected factors reflect integrated individual (SE, PU, PEOU) 

and organisational (PR, FC) dimension (As shown in Table 5-8). Exactly 21 Hypotheses were 

formulated and presented in Table 5-9.  

Researchers has successfully adapted TAM to the mobility context, including investigating 

public acceptance towards CAVs (Panagiotopoulos and Dimitrakopoulos, 2018; Rahman et 

al., 2017). Thus, this study tests the model by examining public acceptance of CAVs using 

the empirical data collected from UK and China residents.  

Construct Definition Source 

PU “the degree to which an individual believes that 

using a particular system would enhance his or her 

job performance” 

(Davis et al., 1989) 

PEOU “the degree to which a person believes that using a 

particular system would be free of effort” 

(Davis et al., 1989) 
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ATU “the degree of a person’s positive or negative 

feelings about performing the target behaviour” 

(Davis et al., 1989) 

IOU “the degree to which a person has formulated 

conscious plans to perform, or not perform some 

specified future behaviour” 

(Davis et al., 1989) 

SE “in one’s capabilities to organise and execute the 

courses of action required to produce given 

attainments” 

(Bandura, 2010) 

PR “external search and alternative evaluation” (Bauer, 1960; Engel 

et al., 1973)  

FC “perceived enablers or barriers in the environment 

that influence a person’s perception of ease or 

difficulty of performing a task” 

(Teo, 2010) 

Table 5-8 Operational Definitions of the Terms 

Hypothesis # Direct effects 

H1a Perceived risk has a negative effect on perceived usefulness; 

H1b Perceived usefulness has a positive effect on attitude toward using; 

H1c Perceived risk has a negative effect on attitude toward using; 

H1d Perceived ease of use has a positive effect on attitude toward using; 

H1e Self-efficacy has a positive effect on Perceived ease of use. 

H1f Facilitating condition has a positive effect on attitude toward using; 

H1g Facilitating condition has a positive effect on perceived ease of use; 

H1h Perceived risk has a negative effect on intention to use. 

Hypothesis # Mediated effects 

H2a Perceived ease of use mediates the positive relationship between 

self-efficacy and attitude toward using; 

H2b Attitude toward using mediates the negative relationship between 

perceived risk and intention to use; 

H2c Perceived usefulness mediates the negative relationship between 

perceived risk and attitude toward using. 
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Hypothesis # Multigroup effects for UK and China resident 

H3a The negative relationship between perceived risk and attitude toward 

using is stronger for the China resident than the UK resident; 

H3b The negative relationship between perceived risk and intention to use 

is stronger for the China resident than the UK resident. 

Hypothesis # Multigroup effects for UK gender group 

H4a The positive relationship between perceived ease to use and attitude 

toward using is stronger for females than males in the UK sample; 

H4b The negative relationship between perceived risk and attitude toward 

using is stronger for females than males in the UK sample; 

Hypothesis # Multigroup effects for China gender group 

H5a The negative relationship between perceived risk and attitude toward 

using is stronger for females than males in China sample; 

H5b The positive relationship between attitude toward using and 

intention to use is stronger for females than males in China sample. 

Hypothesis # Multigroup effects for Millennials and GenX 

H6a The positive relationship between perceived ease to use and attitude 

toward using is stronger for the millennials than generation X; 

H6b The negative relationship between perceived risk and attitude toward 

using is stronger for the millennials than generation X; 

H6c The positive relationship between self-efficacy and perceived ease to 

use is stronger for the millennials than generation X; 

H6d The negative relationship between perceived risk and intention to use 

is stronger for the millennials than generation X. 

Table 5-9 Hypotheses 

5.2.3 Questionnaire design 

In this study, a questionnaire was developed to collect data for the model testing. The 

online survey content is provided in Appendix B. All questions covered in the model 
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constructs are included in the Likert-scale questions which include both 3 scale11 such as 

yes, maybe, no and 5 scale responses such as strongly disagree, somewhat disagree, 

neither agree nor disagree, somewhat agree, strongly agree. Each item in the 

questionnaire were chosen carefully from the previous literature that have been proven to 

be valid and reliable. Except from the items that has been discussed in the previous section 

which mostly used 5-point rating scale, standardised demographic data was developed too, 

including country of residency, age, gender, education and occupation. Additionally, 

individual’s information relating to the current transportation use, including whether they 

obtained a driving licence, means of transport for commuting in the city, whether they 

liked to share cars with others were also collected.  

The questionnaire design has followed the general framework suggested by Pinsonneault 

and Kraemer (1993). The nature of our survey is set on explanations. That is, it is answering 

questions based on the hypothesised causal effects between variables. It does so by 

answering what is the existent causal relationships as well as explaining why the 

relationship exists (Pinsonneault and Kraemer, 1993). As for the study, the questionnaire 

design poses the questions on the TAM causal relationships stand in the context of CAV 

acceptance and the reasons behind it. Also, the study queries how FC, PR and SE influence 

the variables in the traditional TAM model and investigate the reason behind.   

Some suggestions were adopted in the questionnaire design stage based on best practice 

literature. For instance, straightforward questions were incorporated into the 

questionnaire to prevent a ‘missing data’ issue that normally happens in the data analysis 

stage, in line with Kline (2015) best strategy advice.  

When comparing people’s attitudes across countries, some challenges in the questionnaire 

design needing to be tackled include questionnaire translation and sample selection. 

People would respond to the same question differently in the cross-national survey, 

regardless of their social class, gender or religious identities. It is more challenging to 

control response style in a cross-country survey due to cultural differences. The 

 

11 For items FC_1, FC_2 and FC_3, Response options: yes, maybe, no 
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questionnaire was designed in English, and then the author has translated it into the 

Chinese language since the questionnaire is simple and straightforward, the author did not 

face any difficulties in the translation process.  

5.2.4 Pilot testing 

The pilot study also called pre-testing consists of a small-scale survey testing that aims at 

curing mistakes associated with the data collection. Mistakes may include 

misunderstanding of the questions or vagueness at testing questions (Grimm, 2010). Pilot 

testing is important because once the official data collection is started, occurrence of 

mistakes will create credibility issues around reliability and validity of the research process.  

For this study, 13 people were invited including undergraduate students, PhD researchers 

and academics to answer the questionnaire and give feedback on a shared google spread 

sheet. All the feedbacks were carefully considered and revised accordingly under 

supervision. The final questionnaire was developed and published in the online survey tool 

Qualtrics. 

5.2.5 Sampling procedure and data collection    

The population of this study include UK and China adult residents. As mentioned in section 

1.4, both UK and China have supporting environment for public road testing without 

interruption or intervention. Furthermore, both two countries have comparable 

information and communication technology (ICT) adoption levels. Purposive sampling was 

adopted under the non-probability sampling approach. Compared to probability sampling 

that has the advantage of claiming the representative nature of a sample and at the same 

time avoid selection bias (Saunders, Lewis, and Thornhill, 2009), non-probability sampling 

does not involve random selection and it is cheap and can collect a large sample in a short 

time (Faber and Fonseca, 2014). The non- probability sampling is normally prone to 

selection bias; however, the author argues that most of the sampling methods are 
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purposive in nature as the researcher has to have a research question before data 

collection, which means that data will be collected and directed by a purposive plan. 

The survey respondent recruitment process involved: calls for participation issued by the 

author and supervisors’ network (email), recommendations from that network and social 

media (i.e., LinkedIn and Twitter), handout print brochures on street corners. All 

respondents were directed to the online Qualtrics by using QR code scanning or by clicking 

the provided web link. As the questionnaire is computer based, it gives the opportunity to 

collect large amount of data targeted to a large sample size. Additionally, it is economical, 

sustainable and effective as internet technologies have removed the barriers on printing 

and posting questionnaires. Data was collected from 11th of February to 25th of April 2020. 

For the data collected in the UK, about 80% of the data was collected before UK Covid-19 

national lockdown while 20% of the data was collected during the UK Covid-19 national 

lockdown (23rd of March to 25th of April 2020). The data collected in China was gathered 

during the pandemic period, as the Covid-19 pandemic gained momentum in China in 

January 2020. As the nature of the research topic is not considered context-sensitive, the 

author believes the quality and reliability of the data collected have relatively low influence 

on this research, and the data reliability is further examined in Chapter 5. 

Sample size is an important element in both data collection and data analysis. It is 

particularly more important in this study as a lot of model reliable estimate parameters are 

sensitive to sample sizes (Jackson, 2003). In terms of sample size for explanatory survey 

studies, it was suggested to be “sufficient to test categories in the theoretical framework 

with statistical power” (Pinsonneault and Kraemer, 1993). Therefore, SEM’s sample size 

requirement needed to be met. These is no consensus on the ideal sample size for SEM as 

most of the relevant literature studies have given a vague description of “a large sample 

size”. Kline (2011) has suggested that the typical sample sizes in SEM studies are N = 200-

300 and the large sample size is N = 5000. 
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5.2.6 Data analysis 

To select the data analysis method, one important element needs to be considered, the 

research question. As this study intended to answer the questions about what factors 

affect public acceptance of CAVs, and to what degree these factors influence each other, 

it is essential to select the most suitable approach to the data analytic that can respond to 

the questions. In principle, public acceptance is not simply affected by manifest variables 

or indicator variables (i.e., age, gender, price), but also by latent variables (i.e., PEOU, PU, 

IOU). Moreover, this study tries to investigate the relationships between those factors 

implying that causal relationships needed to be tested. Therefore, due to the nature of this 

study, Structural Equation Modelling (SEM) was adopted to conduct the data analysis.   

As shown in Table 5-10, SEM is the second generation of multivariate analysis method that 

was developed since 1990. It was used to examine casual assumptions and further give 

informational conclusions.  

 Exploratory Confirmatory 

First 
generation 

(1900-1990) 

Exploratory Factor Analysis (EFA) 

Cluster Analysis 

Multidimensional Scaling (MDS) 

Analysis of variance (ANOVA) 

Logistic Regression 

Multiple Regression 

Second 
generation 

(1900- ) 

Structural Equation Model (SEM)  

-Partial Least Square (PLS) 

Structural Equation Model (SEM)  

- Covariance based confirmatory 
factor analysis (CFA) 

Table 5-10 Multivariate analysis methods 

First generation multivariate methods are used to measure mostly the correlation between 

the constructs; the primary goal is “merely prediction (Bollen and Pearl, 2013)”, however 

it has no causal explanation. With incorporation of estimated parameters, SEM allow 

simultaneous analysis of all latent variables that have interplay effect on one other. The 

advantage of SEM over first generation multivariate analysis methods is that the insight is 
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more reliable than single variable formulated regressions. This study has adopted both EFA 

for primary data analysis and SEM-CFA analysis, it is discussed in detail in session 5.2.7, 

5.2.8 and 5.2.9. 

“Computing polyserial or polychromic correlations are complicated and requires special 

software, such as PRELIS12 in LISREL13” (Kline, 2015). Polyserial or polychromic correlations 

tests the correlation between two continuous variables where one of the variables remains 

unobserved while the other variable is measured directly.  IBM SPSS Statistics 26 was used 

for data cleaning and primary data analysis, and SEM was conducted using IBM SPSS Amos 

26 graphics. SPSS is a statistical software produced by IBM which offers advanced statistical 

analysis, it is used in various research areas for basic to complex statistical data analysis. 

Furthermore, SPSS Amos is designed for SEM where the researcher can gain a holistic 

insight on the causal networks of effects.  

5.2.7 Exploratory factor analysis (EFA) 

Exploratory Factor Analysis (EFA) is one of the two categories of the factor analysis group 

and it is one type of the first-generation multivariate analysis methods, as mentioned in 

Table 5-10. This analysis approach does not require to specify the number of factors and 

the results generated by EFA could be various, therefore, EFA is unrestricted measurement 

model. In general, EFA is used to discover the main characteristics or patterns of the 

dataset. EFA can be performed in SPSS using datasets at interval lever, distributed in bell 

curve (standardised variables).  

Because EFA can have unrestricted numbers of parameters than observations, the exact 

numbers of latent factors cannot be identified through EFA. Since EFA is an exploratory 

technique, there is no expected distribution of loadings; hence, it is not possible to test 

 

12 PRELIS is a preliminary program for preparing data to be analysed by LISREL. 

13 LISREL stand for linear structural relations, it is a statistical program package particularly designed to 
estimate SEMs. 
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statistically whether factor loadings are the same across cultural groups. However, using a 

rotation method allows EFA to rescale pattern coefficients and result in emphasising the 

factors with high loading to close to 1 or -1 and low loadings to close to 0. In SPSS, 

researchers need to manually set a particular rotation method. Popular rotation methods 

include orthogonal rotation (i.e., varimax rotation, equamax rotation) and oblique rotation 

(i.e., promax rotation). Promax rotation was chosen for this study because it is the most 

widely used oblique rotation method which allows for correlating factors. Furthermore, 

promax is specifically useful for the large data set as it can be calculated quickly than a 

direct oblimin rotation (IBM, 2020).   

It is recommended to begin model generation from conducting EFA to identify potential 

factors (i.e., number of factors, type of factors) in a plausible model (Costello and Osborne, 

2005). The general idea is that after EFA, CFA can be used in the sample that was not used 

in CFA (Kline, 2015) because after constraining the indicators from EFA in CFA, model might 

not be able to be identified. (Jöreskog, 1969). However, some argue that in EFA is a 

necessary step to determine the underlying factor structure before CFA (Suhr, 2006). There 

is no general consensus on whether EFA should be conducted before CFA, and what is the 

right practices of the two methods (Crowley and Fan, 1997).  

As for this study, both EFA and CFA were conducted. Firstly, given that this research is new 

and about emerging technologies, there are not enough empirical studies in the literature 

to inform on the appropriate theoretical framework as such EFA is suitable for this study 

to identify the latent factors. However, as the questionnaire was designed based on a 

strong conceptual underpinning (TAM) and the author has also extended the TAM model 

by adding three other factors CFA becomes essential to confirm the model. Therefore, as 

much as the study does not have a strong underlying theory that supports the 

dimensionality of the model contrast, it is a logical path to conduct EFA before CFA. 
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5.2.8 Confirmatory factor analysis (CFA) 

Confirmatory factor analysis (CFA) is another category of factor analysis where the 

researchers must specify the number of the factors and the identity of the factors. Thus, 

unlike EFA, restricted measurement models are analysed in CFA (Kline, 2011). It is one of 

the most primary used techniques for conducting measurement-related researchers.  

The rationale of the factor analysis is that the observed covariance among the common 

variance within one latent variable depart appreciably from 0. For example, in this study, 

 

Figure 5-2 PU measurement models as DAG 

the latent variable PU is the common cause of four observed variables (items) PU1-PU4, 

therefore, PU d-separates PU1-PU4 as shown in Figure 5-2.  

In this case, the conditional independences implied by Figure 5-2 can be listed as: 

PU1 ⊥ PU2 | PU;  PU1 ⊥ PU3 | PU;  PU1 ⊥ PU4| PU 

PU2 ⊥ PU3 | PU;  PU2 ⊥ PU4 | PU;  PU3 ⊥ PU4| PU 

Moreover, Figure 5-2 also implies: 
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ρ14 PU1PU2·PU = ρ PU1PU3·PU = ρ PU1PU4·PU = ρ PU2PU3·PU = ρ PU3PU4·PU = 0 

Another form of measurement model in this study pertains to the existence of correlated 

error between the indicators (items) within the same latent variables. Presented next, 

Figure 5-3 is the example of SE d-separates SE1-SE4 as causal directed acyclic graphs (DAG) 

with SE1 and SE2 with correlated errors. 

 

Figure 5-3 SE measurement models as DAG 

In comparison with PU measurement model, SE implies fewer conditional independences 

because the shared error between SE1 and SE1 (a common cause of SE1 and SE2) is not a 

substantive latent variable and it cannot appear in any conditioning set. Figure 5-3 implies: 

SE1 ⊥ SE3 | SE;  SE1 ⊥ SE4 | SE;  SE2 ⊥ SE3| SE 

SE2 ⊥ SE4| SE;  SE3 ⊥ SE4| SE 

5.2.9 Structural equation modelling (SEM) 

Structural equation modelling (SEM) is widely used in behaviour science. It consists of a 

broad array of models from linear regression to measurement models to simultaneous 

equations. In other words, SEM can be seen as a combination of factor analysis, regression 

 

14 ρ represents the population correlation. 
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analysis or path analysis. SEM itself is an estimation approach rather than a particular 

model and it is often drawn as path diagrams.   

There are several advantages SEM has over regression and path analysis. In brief, 

regression analysis estimates the relationship between one dependent variable and one or 

more independent variable. It is also good in data exploration and the conclusion are 

mostly about correlations. Regression analysis is an empirical model that is based on 

empirical observations not on the theory.   

The biggest drawback that causes a rigid researcher not to choose regression analysis when 

investigating public perception is that ordinary regression cannot draw causal conclusions. 

Furthermore, the findings followed by regression analysis can only belong to the 

environment where the experiments are conducted. However, SEM allows the research 

process to develop complex path models with direct and indirect effects which allows the 

researcher to interpret accurately on model causal mechanisms. In this way, other 

researchers can imitate the method to do similar research or improve the whole method. 

In addition, Nunkoo and Ramkissoon (2012) had ranked SEM over regression analysis as 

shown in Table 5-11. Behavioural research is in general complex with several variables or 

factors influencing one another simultaneously, therefore, a multivariate statistical 

analysis such as SEM is capable and suitable to perform comprehensive human factor 

research.   

 Advantages Limitations 

1 modelling of measurement errors and 
unexplained variances; 

difficulty in choosing and using SEM 
software packages; 

2 simultaneous testing of relationships; complexity and ambiguity; 

3 ability to link micro- and macro-
perspectives; 

limited use in exploratory research; 

4 best-fitting model and theory 
development. 

inability to model ‘truly’ categorical 
variables. 

Table 5-11 The advantages of SEM over regression analysis (Nunkoo and Ramkissoon, 2012) 
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Path analysis is a series of regressions applied sequentially to data, same as regression 

analysis, it contains only observed variables and it is assumed that all variables are 

measured with no measurement error. The advantages that SEM has over path analysis is 

that path analysis cannot measure latent variables and it has a limited set of assumptions 

(more restrictive) than SEM. This explains why most of the studies in behavioural science 

are conducted using SEM rather than Path analysis.       

5.3 Quantitative survey results  

As this research followed Creswell and Clark's (2017) triangulation mixed-methods 

approach, this chapter offers a detailed account of the results generated by the 

quantitative part of the research that aims to investigate the factors that may affect CAV 

acceptance based on Davis' (1989) TAM model. First, the data screening results are 

presented. Second, the EFA results are introduced. By exploratory factor analysis (EFA), the 

initial latent factors throughout a wide range of variables are extracted. Following this, 

confirmatory factor analysis (CFA) determined the factor structure from the initial 

extracted model in EFA. Ultimately, a structural equation modelling (SEM) result tested the 

fit and the interactions between the hypothesised model and the latent factor obtained 

from CFA. 

5.3.1 Data Screening 

In this section, case screening and variable screening are evaluated based on statistical 

screening methods which include the descriptive statistics, outlier analysis, the missing 

data check and discordant responses which directly linked to EFA, CFA analysis and 

bias check.  
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5.3.1.1 Missing data 

Missing data is the incomplete data in the dataset where the variable or a question was 

not captured during the data collection process. Missing data is the most common problem 

that occurs in a survey, and it affects the subsequent data analysis process. It was first 

introduced by Rubin (1976), who proposed that missingness mechanisms can be classified 

using typology, namely missing completely at random (MCAR), missing at random (MAR) 

and missing not at random (MNAR).  

Hair et al. (2018) and Rubin (1976) had pointed out the critical role of missing data played 

in the data analysis process because most statistical instruments cannot be incorporated 

on an incomplete dataset. SPSS AMOS version 26 was chosen for the data analysis in this 

study. When missing data is encountered, it assumes that the typology of the dataset is 

MAR, then it estimates the maximum likelihood of the parameter by its full information 

maximum likelihood (FIML). When CFA and SEM run in AMOS, with missing data, the χ2, 

modifications indices and usual fit indices cannot be computed due to lack of numbers of 

data points. 

In addition to the problem mentioned above, missing data may also introduce bias issues. 

As most public acceptance studies estimate causal effects on variables, incomplete 

observed data consist of missing data that if used in the analysis would lead to incorrect or 

biased outcomes on the estimation of quantities of interest (e.g., causal effect) (Edwards, 

Cole, and Westreich, 2015; Rubin, 1976).  

Opinion varies on the threshold for the number of missing data. In educational and 

psychological studies, it is commonly agreed that 15% to 20% of missing data in the data 

set is acceptable (Enders, 2003). A lower threshold of up to 5% is assigned to be a rate that 

can result in a 'fairly accurate' estimation (Schafer, 1999).  

There are several techniques for handling missing data, including the mean replacement 

method, median replacement method, maximum likelihood method, and Don Rubin's 

expectation-maximisation (EM). It is a common practice in statistical software packages to 
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set default values for handling missing data (Schumacker and Lomax, 2004). The EM 

algorithm is an acceptable approach used to remedy the situation.  

The initial data screening conducted in the IBM SPSS Statistics 26. There are less than 4% 

of missing data were detected in the dataset. The proportion of the missing data is within 

the limit of the strict threshold, and then the author imputed the missing data using the 

mean substitution method as suggested by Schumacker and Lomax (2004), that is regarded 

as the best approach for a small number of missing values in a dataset. After the initial data 

screening, 1162 full data left for analysis, as shown in Table 5-12. 

  N Missing Mean15 Std. Deviation 

  Valid 
  

  

Location 1162 0     

Employment 1162 0 3.02 2.322 

Age 1162 0 3.59 1.968 

DrivingLicence 1162 0 1.17 0.378 

Gender 1162 0 1.50 0.545 

Education 1162 0 4.82 1.440 

JobField 1162 0 7.59 5.669 

Transport2Work 1162 0 3.53 2.339 

ATU_1 1162 0 3.12 1.162 

ATU_2 1162 0 3.16 1.272 

ATU_3 1162 0 3.23 1.251 

ATU_4 1162 0 3.13 1.237 

PU_1 1162 0 3.95 1.212 

PU_2 1162 0 3.94 1.165 

PU_3 1162 0 3.98 1.132 

PU_4 1162 0 4.01 1.150 

 

15 For the items created in this research, the mean values do not have any meanings because of ordinal 
scale used. In other words, mean cannot be found in Likert scale questions and is only essential for 
detecting outliers. 



152 

 

PEOU_1 1162 0 2.79 1.302 

PEOU_2 1162 0 2.78 1.302 

PEOU_3 1162 0 2.02 1.154 

PR_1 1162 0 2.45 1.250 

PR_2 1162 0 2.11 1.222 

PR_3 1162 0 2.21 1.240 

PR_4 1162 0 1.98 1.137 

PR_5 1162 0 1.92 1.115 

IOU_1 1162 0 4.21 1.007 

IOU_2 1162 0 4.27 0.980 

IOU_3 1162 0 4.05 1.106 

IOU_4 1162 0 3.84 1.179 

FC_1 1162 0 1.81 0.749 

FC_2 1162 0 1.64 0.743 

FC_3 1162 0 1.60 0.763 

SE_1 1162 0 3.35 1.238 

SE_2 1162 0 3.12 1.180 

SE_3 1162 0 3.11 1.241 

SE_4 1162 0 3.13 1.247 

SlvNLaunch 1162 0 4.07 1.100 

Table 5-12 Missing data screening 

5.3.1.2 Outliers  

The next step is to examine data outliers or out-of-range data commonly caused by 

discordant responses in the survey type of data. In essence, it is the observations that are 

far different from the well-structured dataset (Blunch, 2012), it can happen on either the 

endogenous or exogenous latent variables (Schumacker and Lomax, 2004). 
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Additionally, in SEM, the best practice is to check both types of outliers, individual variables 

in the raw data set and the outliers for the model, in other words, univariate outlier and 

multivariate outliers. A univariate outlier is an abnormal data point that exists on one 

variable (or 'item' in SEM). A multivariate outlier is a data point with an abnormal 

combination of scores on more than one variable.   

Checking both types of outliers are especially crucial in SEM analysis as it can affect the 

sample profile (e.g., mean, standard deviation, and correlation coefficient) and the 

outcome of the estimation (e.g., observation errors, data entry errors, and instrument 

errors).  

Outliers are typically considered as errors that should be remedied before proceeding to 

data analysis. Wilcox and Keselman (2012) had introduced several robust techniques to 

detect outliers, including minimum volume ellipsoid estimator, projection method, boxplot, 

MAD-median rule.    

This study used boxplot to detect univariate outliers because it is easy and effective to 

visualise outliers. As the boxplot displayed in the Figure 5-4, four continuous variables are 

plotted; employment, age, education and transport to work (Transport2Work). Extreme 

cases in the employment variable were visited, unengaged responses who had chosen 

"retired" together with "18-25", "26-34", "35-44" in the age variable were manually 

deleted. At the same time, the responses who are under 18 years old were deleted. 

Similarly, responses who have selected "Unable to work" but not selected "Other" in 

"Transport2Work" question were also deleted. 

Outliers cannot be detected horizontally in Likert-scales questions, because the 5-points 

Likert scale have only options of 1 to 5 which cannot represent outlier behaviour. The 

standard deviation of overall Likert scale questions was calculated to detect the unengaged 

responses. Responses scores of '3, 3, 3, 3, …' or '1, 2, 3, 4, 5, 1, 2, …' would be suspected as 

unengaged respondents (Gaskin, 2016).  

Some reverse-coded and some same direction coded questions were deliberately set in the 

questionnaire design stages to cross-check valid responses and detect the responses with 



154 

 

a certain pattern. For the first scenario, "a reason that could make me avoid the use of a 

CAV is that I need to get a training certificate specifically for driverless cars." and the 

question "I am willing to take a test that will give me a training certificate for driverless 

cars" are two reverse-coded questions. If the responses scored in the same scale (e.g., both 

questions scored in agree side) then this response will be considered unengaged responses 

and will be removed from the dataset. For the second scenario, "a reason that could make 

me avoid the use of a CAV is that cyber security is a concern" and the question "I am 

concerned about problems that relate to the cyber security issues of driverless cars" are 

two same direction questions. If the responses scored in a different scale (e.g., scored the 

first question in disagree side and the second question in the agree side) then these 

responses will be removed as the author considers that the respondent did not understand 

the question correctly.  

As a result, 23 responses with a standard deviation lower than 0.7 got deleted. Until this 

stage of data screening, 1162 out of 1214 responses are left for future analysis (see Table 

5-12). 

 

Figure 5-4 Boxplot of four continuous variables 
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5.3.1.3 Normality 

Normality assumption testing is considered an essential step for multivariate analysis 

because it may affect the reliability and the validity of the research outcome. Maximum 

likelihood is the default estimation method in SEM, which assumes multivariate normality 

of the latent variables and indicators. 

In theory, for continuous outcome variables, a normal distribution is required. However, in 

reality, no variables are strictly normal (Blunch, 2012). Because it is often impractical to get 

normally distributed dataset in the real world, and most of the empirical distribution is 

often departures from strict normality (Micceri, 1989). Several techniques have been 

developed to detect the violation of multivariate normality, including: graphical methods 

(e.g., histogram, normal probability plot, quantile-quantile plot) and Bayesian tests 

(Spiegelhalter, 1980). 

5.3.1.4 Skewness and kurtosis 

Lund and Lund (2010) recommend that adopting numerical methods such as skewness and 

kurtosis as graphical methods is a good approach. Therefore, in this study, a skewness and 

kurtosis check were adopted for the normality test.  

Skewness or Pearson's moment coefficient of skewness refers to a measure of the 

asymmetry of the distribution. A positive skew indicates that most values are lower than 

the mean, and vice versa. The larger the absolute value of the skewness measure, the more 

asymmetric the distribution.  

Kurtosis refers to the "tailedness" or "peakiness" of the distribution. Negative kurtosis 

indicates lighter tails and a flatter peak, and a positive kurtosis indicates the opposite. 

Skewness and kurtosis generally appear together in a dataset, which means that skewed 

distribution is generally either leptokurtic or platykurtic (Kline, 2015).
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Variable  Missing Skewness Std. Error 

of 

Skewness 

Kurtosis Std. Error of 

Kurtosis 

Age 0 1.342 0.071 0.505 0.142 

DrivingLicence 0 1.707 0.071 0.914 0.142 

Education 0 -0.908 0.071 0.686 0.142 

Employment 0 0.456 0.071 -1.548 0.142 

Gender 0 0.510 0.071 -0.278 0.142 

JobField 0 0.162 0.071 -1.595 0.142 

Location 0 0.249 0.071 1.941 0.142 

Transport2Work 0 1.084 0.071 0.375 0.142 

ATU_1 0 0.043 0.071 -0.666 0.142 

ATU_2 0 -0.085 0.071 -0.999 0.142 

ATU_3 0 -0.512 0.071 0.089 0.142 

ATU_4 0 -0.993 0.071 0.020 0.142 

ATU_5 0 0.283 0.071 -0.948 0.142 

FC_1 0 -1.375 0.071 0.167 0.142 

FC_2 0 0.321 0.071 -1.135 0.142 

FC_3 0 0.662 0.071 -0.895 0.142 

FC_4 0 0.783 0.071 -0.843 0.142 

IOU_1 0 0.971 0.071 0.069 0.142 

IOU_2 0 -1.302 0.071 1.321 0.142 

IOU_3 0 -1.415 0.071 1.731 0.142 

IOU_4 0 -1.060 0.071 0.458 0.142 

IOU_5 0 -0.758 0.071 -0.248 0.142 

PEOU_1 0 -0.691 0.071 -0.325 0.142 

PEOU_2 0 0.218 0.071 -0.965 0.142 

PEOU_3 0 1.032 0.071 0.012 0.142 

PR_1 0 0.210 0.071 -1.047 0.142 
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PR_2 0 1.030 0.071 0.331 0.142 

PR_3 0 0.503 0.071 -0.667 0.142 

PR_4 0 0.883 0.071 -0.165 0.142 

PR_5 0 -0.742 0.071 -0.428 0.142 

PR_6 0 -1.020 0.071 0.253 0.142 

PR_7 0 -1.130 0.071 0.547 0.142 

PU_1 0 -0.025 0.071 -0.902 0.142 

PU_2 0 -0.953 0.071 0.080 0.142 

PU_3 0 -0.981 0.071 0.158 0.142 

PU_4 0 -1.029 0.071 0.247 0.142 

SE_1 0 -0.295 0.071 -0.775 0.142 

SE_2 0 -0.097 0.071 -0.614 0.142 

SE_3 0 -0.054 0.071 -0.849 0.142 

SE_4 0 -0.112 0.071 -0.869 0.142 

SlvNLaunch 0 -1.074 0.071 0.451 0.142 

Table 5-13 Skewness and Kurtosis
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There is no official cut-off threshold for the level of measurement in terms of skewness and 

kurtosis. As a general rule of thumb, a strict clear-cut standard for skewness is ±1. There is 

less consensus about kurtosis as it can range from 8.0 to 20.0 and still be considered as 

"severe" kurtosis (Kline, 2015).   

Presented in Table 5-13 is the skewness and kurtosis of the dataset. It is observed that a 

mild skewed distribution exists for the indicators of latent factors IOU, and FC. These 

skewness values range from -1.4 and 1.4. While this does violate strict rules of normality, 

it is within the tolerance limit as suggested by Byrne (2013), George and Mallery (2010), 

and Kline (2011) who recommended ±2 as the threshold for normality. In terms of 

skewness a fairly mesokurtic distribution is observed. 

5.3.1.5 Linearity and homoscedasticity 

As SEM is an extension of the general linear model (GLM) (Kaplan, 2008), linearity 

assumption testing is a must for SEM. Linearity assumption averts that the linear 

relationships between endogenous  (i.e., dependent variables) and exogenous  (i.e., 

independent variables) latent variables.  

Testing linearity methods includes the formal linearity test that is based on the cumulative 

sum (CUSUM) statistic (Page, 1954) and the Kolmogorov-Smirnov test. In SPSS, the ANOVA 

test is accessible and rigorous for the linearity test. In this study, a curve estimation 

technique is adopted to test the linearity as the author aimed to see more information 

about the data in the output tables. The estimation for all the relationships in the model is 

shown in Appendix C and determines that all relationships were sufficiently linear to be 

tested using the covariance-based SEM algorithm (e.g., AMOS).  

Homoscedasticity assumption validates that the variable's residual (e.g., standard error, 

variance) is consistent for all variables. As it is mentioned in section 5.3.1.3, normality 

distribution in actual studies is rare; Kline (2015) believes that homoscedasticity is a myth 
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because Keselman et al. (1998) had proven a mean variance ratio of 8:1 across different 

groups.  

The homoscedasticity assumption needs to be to eliminate biases to the right extent 

(Lewis-Beck, 1995). The variable residual scatter plot for all the relationships in the model 

is shown in Appendix D, a consistent pattern was found in each regression, so it is apparent 

that they are homoscedastic.  

5.3.2 Profile of respondents 

The target sample for this study was people living in the UK and China who are above 17 

years old. A total of 1214 responses were received, and 1162 responses were retained after 

preliminary data analysis. These included 656 participants living in China and 506 

participants living in the UK (See Table 5-14). 

  Frequency % 
China 656 56.5 
UK 506 43.5 
Total 1162 100.0 

Table 5-14 Respondent’s location 

Table 5-15 presents the gender category information. Most of the respondents (59.1%) 

were male. For the rest of the respondents, 38.1% were female, 2.2% preferred not to 

reveal their gender, and 0.6% selected other gender. 

 
China UK 

  Frequency % Frequency % 

Male 302 46 299 59.1 
Female 347 52.9 193 38.1 
Prefer not to say 7 1.1 11 2.2 
Other 0 0 3 0.6 
Total 656 100 506 100 

Table 5-15 Respondent’s gender 
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The below Table 5-16 presents the age category information. Most of the respondents 

(69.1%) were aged 18-34. Among the rest of the respondents, 8.8% were aged 35-44, 6.1% 

were aged 45-54, 2.2% were aged 55-64, 1.5% were at 65+, and 12.4% preferred not to 

reveal their age. 

 
China UK 

  Frequency % Frequency % 
18-25 204 31.1 216 42.7 
26-34 296 45.1 87 17.2 
35-44 71 10.8 31 6.1 
45-54 53 8.1 18 3.6 
55-64 14 2.1 11 2.2 
65+ 13 2.0 4 0.8 
Prefer not to say 5 0.8 139 27.5 
Total 656 100.0 506 100.0 

Table 5-16 Respondent’s age 

Table 5-17 presents the education category information. A majority (68.8%) of the 

respondents has a higher education qualification, which consists of people with a 

bachelor's degree (36.8%), a master's degree (23%), and a doctorate degree (8.9%). The 

rest 31.3% does not have a higher education qualification.  

 
China UK 

  Frequency % Frequency % 
Less than high school 37 5.6 8 1.6 
High school or equivalent 
(e.g., GED) 

59 9.0 28 5.5 

Professional 
Qualification/Certification 

6 0.9 4 0.8 

College 110 16.
8 

111 21.9 

Bachelor’s degree (e.g., BA, 
BS) 

262 39.
9 

166 32.8 

Master’s degree (e.g., MA, 
MS, MEd) 

159 24.
2 

109 21.5 

Doctorate (e.g., PhD, EdD) 23 3.5 80 15.8 
Total 656 100

.0 
506 100.

0 

Table 5-17 Respondent’s education 
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Table 5-18 presents the employment status of the respondents. A majority of the 

respondents were employed full time (53%), student (19.6%) and self-employed (15.1%). 

The rest 12.3%, were employed part-time (3.4%), unemployed (5.5%), retired (4.7%) and 

unable to work (0.3%). 

 
China UK 

  Frequency % Frequency % 
Employed full time 414 63.1 203 40.1 
Employed part-time 6 0.9 34 6.7 
Unemployed and 
currently looking for work 

14 2.1 10 2.0 

Unemployed and not 
currently looking for work 

15 2.3 3 0.6 

Self-employed 73 11.1 103 20.4 
Student 110 16.8 118 23.3 
Retired 24 3.7 31 6.1 
Unable to work 0 0 4 0.8 
Total 656 100.0 506 100.0 

Table 5-18 Respondent’s employment status 

Table 5-19 presents the occupation field of the respondents.   

 
China UK 

  Frequency % Frequency % 

Student  93 14.2 196 38.7 

Public sector  49 7.5 22 4.3 

Private sector  44 6.7 42 8.3 

Agriculture, forestry & 
fishing mining, energy 
and water supply  

19 2.9 3 0.6 

Manufacturing  49 7.5 21 4.2 

Construction  29 4.4 20 4.0 

Wholesale, retail & 
repair of motor vehicles  

16 2.4 3 0.6 

Transport & logistics  10 1.5 14 2.8 

Accommodation & food 
services  

8 1.2 5 1.0 
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Information & 
communication, financial 
& insurance activities  

71 10.8 30 5.9 

Real estate activities 
professional, scientific & 
technical activities  

11 1.7 11 2.2 

Administrative & support 
services  

27 4.1 17 3.4 

Public admin & defence; 
social security  

15 2.3 2 0.4 

Education  113 17.2 78 15.4 

Human health & social 
work activities  

22 3.4 4 0.8 

Other  80 12.2 38 7.5 

Total 656 100.0 506 100 

Table 5-19 Respondent’s occupation field 

Table 5-20 presents the respondents' means of travel to work. Out of all respondents 36.5% 

drive to work, 21% use public transport, 20.7% by foot, 4.8% use shared vehicles, 13% cycle, 

2.2% by taxi, less than 2% use motorbike and other means of transport. 

 
China UK 

  Frequency % Frequency % 

Walking 100 15.2 141 27.9 

Cycling 110 16.8 40 7.9 

Car / Van (driving) 267 40.7 157 31.0 

Car / Van (as a passenger) 40 6.1 16 3.2 

Taxi/Uber 19 2.9 7 1.4 

Bus 56 8.5 68 13.4 

Train 4 0.6 41 8.1 

Motorbike 3 0.5 4 0.8 

Underground / Metro 47 7.2 28 5.5 

Other 10 1.5 4 0.8 

Total 656 100.0 506 100.0 

Table 5-20 Respondents' means of travel to work 

Table 5-21 presents the data on driving license holding of the respondents. Most of the 

respondents (82.7%) hold a driving license, 17.3% of the respondents do not possess a 

driving license. 
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China UK 

  Frequency % Frequency % 
Yes 558 85.1 403 79.6 
No 98 14.9 103 20.4 
Total 656 100.0 506 100.0 

Table 5-21 Data on driving licence holding 

The collected data about the respondent’s profile information allows to understand the 

impact of socio-demographic characteristics on the following data collection process, for 

instance, one of the research questions is looking at how gender influence the attitudes 

towards CAVs differently between male and female. Moreover, it was found in the 

literature that people’s attitudes and decision-making are hugely influenced by their socio-

demographical characteristics (Simsekoglu & Klöckner, 2019). 

5.3.3 Exploratory factor analysis (EFA) results 

The traditional factor analysis refers to exploratory factor analysis (EFA). In the SEM context, 

EFA is always conducted as a primary analysis for building the fundamental logic and 

structure of the model (Hoyle, 2012). Although EFA does not belong to the SEM family it 

analyses models in an unrestricted method (Kline, 2015). It is still considered an essential 

step because EFA would give the researcher a cleaner structural and potential latent 

variable to be used in a plausible model (Costello and Osborne, 2005). Moreover, EFA is 

more recommended to the researcher when a theoretical model is not yet established 

(Jöreskog, 1969). 

The Kaiser-Mayer-Olkin (KMO) criterion for 0.825, and the Bartlett’s test was 𝑝 = 0.000 

(Table 5-22). The latent factor was chosen based on eigenvalue greater than 0.9. In the end, 

seven factors were identified by using 27 items. Factor loading, as shown in Table 5-24, 

indicate the relationships between the observed variables and the latent factors 

(Schumacker and Lomax, 2004).  

KMO Measure of Sampling Adequacy. .825 
Bartlett's Test of Sphericity Approx. χ2 14313.751 

df 351 
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Sig. .000 

Table 5-22 EFA, KMO and Bartlett's Test 

KMO test is one of the indicators about the adequacy of each variable in the EFA model. 

The KMO test allows to ensure that the variables that have been chosen for the model are 

suitable to run the factor analysis. The interpretation of KMO is straightforward, the closer 

to 0 means that there are widespread correlations (large partial correlations) in 

comparison to the total correlations. In other words, there is a small proportion of variance 

in the chosen variables that are caused by underlying factors, whereby the variable the 

author has set out cannot fully measure the intended concept. Therefore, as a rule of 

thumb, the KMO value closer to 1, the better. Table 5-23 shows Kaiser (1970)’s evaluation 

of KMO value. Our KMO value 0.825 showed meritorious adequacy for factor analysis. 

0.00 to 0.49 Unacceptable 
0.50 to 0.59  Miserable 
0.60 to 0.69  Mediocre 
0.70 to 0.79 Middling 
0.80 to 0.89 Meritorious 
0.90 to 1.00 Marvelous 

Table 5-23 Kaiser (1970)'s KMO index evaluation 

Bartlett’s test of sphericity checks if the correlation matrix (or Pearson’s R) is the identity 

matrix. If the result is significant (𝑝 < 0.05), it means that the correlation matrix is different 

from the identity matrix. In other words, chosen variables are related to each other to an 

adequate level to run a meaningful EFA. The Bartlett’s test was significant 𝑝 = 0.000, 

therefore it indicates that the chosen variable is usable for the EFA.
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SE PR IOU ATU PU FC PEOU 

SE_3 0.904 
      

SE_4 0.889 
      

SE_2 0.803 
      

SE_1 0.767 
      

PR_3 
 

0.915 
     

PR_4 
 

0.898 
     

PR_2 
 

0.721 
     

PR_1 
 

0.668 
     

IOU_3 
  

0.893 
    

IOU_2 
  

0.796 
    

IOU_4 
  

0.760 
    

IOU_1 
  

0.707 
    

ATU_3 
   

0.946 
   

ATU_2 
   

0.889 
   

ATU_4 
   

0.707 
   

ATU_1 
   

0.559 
   

PU_1 
    

0.813 
  

PU_3 
    

0.796 
  

PU_4 
    

0.772 
  

PU_2 
    

0.768 
  

FC_2 
     

0.883 
 

FC_3 
     

0.881 
 

FC_1 
     

0.712 
 

PEOU_1 
      

0.767 
PEOU_3 

      
0.731 

PEOU_2 
      

0.680 

Table 5-24 EFA, factor loadings
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Rotation is often an essential step for factor analysis as it gives a clearer differentiation 

between factors and it also aids in providing the explanation. The rotation method used is 

the Promax (oblique) with Kaiser Normalization (Rotation converged in 6 iterations) as this 

study has a large dataset.  

These seven factors explained 66.6% of the total variance as shown in Table 5-25. Each 

factor that was extracted from the sample explains a percentage of the total variance 

explained which is the percentage sum of variances. If the cumulated percentage is low 

that would mean that the factors would not be worthy to be included into the model. 

Seven factors explained 66% of the variance which is valid as it is over the 60 percent cut 

off suggested by Hair et al. (1998). 

 
Total % of Variance Cumulative % 

1 5.316 20.448 20.448 

2 3.97 15.269 35.717 

3 2.379 9.151 44.868 

4 1.926 7.409 52.277 

5 1.58 6.078 58.356 

6 1.215 4.673 63.029 

7 0.926 3.562 66.591 

Table 5-25 EFA, total variance explained 

Each item’s communality (or common variance) is shown in Table 5-26. This indicates the 

amount of variance shared with other variables. The general cut off is > 0.4 irrespective of 

sample size as suggested by Stevens (2012). The average communality of the present 

sample is 0.66, which is excellent considering the large sample size.  

 
Initial Extraction  
Initial Extraction 

ATU_1 1 0.524 
ATU_2 1 0.79 
ATU_3 1 0.799 
ATU_4 1 0.533 
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PU_1 1 0.57 
PU_2 1 0.607 
PU_3 1 0.701 
PU_4 1 0.652 
PEOU_1 1 0.586 
PEOU_2 1 0.524 
PEOU_3 1 0.635 
PR_1 1 0.551 
PR_2 1 0.674 
PR_3 1 0.774 
PR_4 1 0.786 
IOU_1 1 0.617 
IOU_2 1 0.658 
IOU_3 1 0.731 
IOU_4 1 0.602 
FC_1 1 0.497 
FC_2 1 0.798 
FC_3 1 0.791 
SE_1 1 0.7 
SE_2 1 0.623 
SE_3 1 0.808 
SE_4 1 0.782 
   

Table 5-26 EFA, communalities 

5.3.3.1 Convergent validity and discriminant validity  

Campbell and Fiske (1959) had proposed convergent validity and discriminant validity to 

assess the construct validity of a model. These two tests aim to check whether the 

proposed measures are truly consistent with the measures in theory. These two steps of 

validity tests are necessary for excellent construct validity. 

Convergent validity is defined as the degree of confidence the researcher have that a factor 

is well measured by its items implying that the variables within the single factor are highly 

correlated. Factor loadings are evidence for convergent validity. In general, the bigger the 

sample size, the lower the required loading. Since the factor loadings of the study are fairly 

high even at a large sample size, the structure showed an excellent construct validity. 
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Discriminant validity refers to a degree to which different factors are unrelated to each 

other. One common method to examine discriminant validity is the factor correlation 

matrix denoting that the correlation between factors should be less than 0.7. As shown in 

Table 5-27, the off-diagonal values in the factor correlation matrix are low, thus our factors 

extraction are distinct and uncorrelated. 

Factor SE PR IOU ATU PU FC PEOU 
SE 1 -0.088 0.287 0.187 0.284 -0.068 -0.007 
PR -0.088 1 -0.307 0.038 -0.154 0.133 0.461 
IOU 0.287 -0.307 1 0.214 0.38 -0.089 -0.124 
ATU 0.187 0.038 0.214 1 0.475 0.166 0.268 
PU 0.284 -0.154 0.38 0.475 1 -0.035 0.022 
FC -0.068 0.133 -0.089 0.166 -0.035 1 0.107 
PEOU -0.007 0.461 -0.124 0.268 0.022 0.107 1 

Table 5-27 EFA, factor correlation matrix 

5.3.3.2 Reliability: Cronbach’s α 

Cronbach’s alpha, or coefficient alpha is a reliability measure named after its developer Lee 

Cronbach (1951). In theory, reliability measures single factor’s internal consistency and the 

acceptable values of Cronbach’s α is above 0.7 and lower than 0.9 (Streiner, 2003). If one 

factor has fewer items, the Cronbach’s α is reduced (Nunnally, 1994). In contrast, if the 

alpha value is over 0.9, there might be redundancy in items. As shown in Table 5-28, six of 

our extracted factors have a Cronbach’s α above 0.7 and factor seven slightly under 0.7 

due to low item number (3 items included).  

Factor Cronbach's Alpha 
SE 0.87 
PR 0.84 
IOU 0.81 
ATU 0.82 
PU 0.80 
FC 0.77 
PEOU 0.62 

Table 5-28 EFA, Cronbach's α  
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5.3.4 Confirmatory factor analysis (CFA) results 

In exploratory factor analysis (EFA), a theoretical model was found that fits the present 

dataset. Once the initial model is setup, confirmatory factor analysis (CFA) will determine 

the factor structure of our dataset. The model extracted from EFA was used to measure 

the model fit and validity as the primary rationale for CFA to further confirm the validity of 

the hypothesized model (Schumacker and Lomax, 2004). 

5.3.4.1 CFA measurement model 

As can be shown in Figure 5-5, a seven-factor model was specified with 26 indicator 

variables. The author has appropriately modified the model by covaried error terms within 

the same factor (e.g., ε1 ⇔ ε4, ε2 ⇔ ε3,ε7 ⇔ ε8, ε9 ⇔ ε11, ε14 ⇔ ε15)16. The CFA was 

conducted from the sample of 1162 participants. The latent factors are presented by the 

ellipses, the observed variables are presented by the rectangles, and the estimated 

measurement error of each item are presented by small circles. The single headed arrow 

indicates the relationship between the latent factors and observed variables. The double 

headed arrow that links the measurement errors together means that two errors are 

correlated. The errors might be caused by two reasons: (a) the variables are both part of 

the same global instruments, or (b) the same measure is being duplicated. The author 

revisited the items that got error terms correlated to other variable’s error term and 

determined reason (a) as what caused the error correlation in our model. For instance, 

PR_4 and PR_1 is both related to cyber security risk which belongs to the latent factor 

Perceived Risk.  

For the hypothesized CFA model (Figure 5-5 and Figure 5-6), each observed variable is 

hypothesized to measure only one single factor, the latent factors are believed not to be 

correlated, and some of the measurement error variance within one single factor can be 

 

16 ε representing the measurement residuals. 
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correlated. In terms of the variable names from Figure 5-6, the measurement equations 

are as follows:  

𝐶𝑦𝑏𝑒𝑟𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑅𝑖𝑠𝑘 +  ε1 

𝑃𝑟𝑖𝑣𝑎𝑐𝑦 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑅𝑖𝑠𝑘 +  ε2 

𝐻𝑎𝑐𝑘𝑖𝑛𝑔 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑅𝑖𝑠𝑘 +  ε3 

𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑅𝑖𝑠𝑘 +  ε4 

𝑃𝑟𝑖𝑣𝑎𝑐𝑦 𝐴𝑤𝑎𝑟𝑒𝑛𝑒𝑠𝑠 = 𝑆𝑒𝑙𝑓 − 𝑒𝑓𝑓𝑖𝑐𝑎𝑐𝑦 +  ε5 

𝐶𝑦𝑏𝑒𝑟𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 𝐴𝑤𝑎𝑟𝑒𝑛𝑒𝑠𝑠 = 𝑆𝑒𝑙𝑓 − 𝑒𝑓𝑓𝑖𝑐𝑎𝑐𝑦 +  ε6 

𝐶𝐴𝑉 𝑎𝑑𝑣𝑎𝑛𝑡𝑎𝑔𝑒𝑠 𝐴𝑤𝑎𝑟𝑒𝑛𝑒𝑠𝑠 = 𝑆𝑒𝑙𝑓 − 𝑒𝑓𝑓𝑖𝑐𝑎𝑐𝑦 +  ε7 

𝐶𝐴𝑉 𝑑𝑖𝑠𝑎𝑑𝑣𝑎𝑛𝑡𝑎𝑔𝑒𝑠 𝐴𝑤𝑎𝑟𝑒𝑛𝑒𝑠𝑠 = 𝑆𝑒𝑙𝑓 − 𝑒𝑓𝑓𝑖𝑐𝑎𝑐𝑦 +  ε8 

𝑈𝑠𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑖𝑏𝑙𝑦 =  𝐼𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑡𝑜 𝑈𝑠𝑒 +  ε9 

𝑈𝑝𝑠𝑘𝑖𝑙𝑙 𝑎𝑛𝑑 𝑈𝑠𝑒 =  𝐼𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑡𝑜 𝑈𝑠𝑒 +  ε10 

𝑊𝑜𝑟𝑘𝑠ℎ𝑜𝑝 𝑎𝑛𝑑 𝑇𝑟𝑖𝑎𝑙 =  𝐼𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑡𝑜 𝑈𝑠𝑒 +  ε11 

𝑈𝑠𝑒 𝑤𝑖𝑡ℎ 𝐿𝑖𝑐𝑒𝑛𝑐𝑒 =  𝐼𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑡𝑜 𝑈𝑠𝑒 +  ε12 

𝐸𝑐𝑜 − 𝑓𝑟𝑖𝑒𝑛𝑑𝑙𝑦 =  𝐴𝑡𝑡𝑖𝑡𝑢𝑑𝑒 𝑡𝑜𝑤𝑎𝑟𝑑𝑠 𝑈𝑠𝑎𝑔𝑒 +  ε13 

𝑆𝑎𝑓𝑒 =  𝐴𝑡𝑡𝑖𝑡𝑢𝑑𝑒 𝑡𝑜𝑤𝑎𝑟𝑑𝑠 𝑈𝑠𝑎𝑔𝑒 +  ε14 

𝐶ℎ𝑒𝑎𝑝 =  𝐴𝑡𝑡𝑖𝑡𝑢𝑑𝑒 𝑡𝑜𝑤𝑎𝑟𝑑𝑠 𝑈𝑠𝑎𝑔𝑒 +  ε15 

𝑅𝑒𝑝𝑙𝑎𝑐𝑒 𝐶𝑎𝑟 =  𝐴𝑡𝑡𝑖𝑡𝑢𝑑𝑒 𝑡𝑜𝑤𝑎𝑟𝑑𝑠 𝑈𝑠𝑎𝑔𝑒 +  ε16 

𝐻𝑎𝑛𝑑𝑠 𝑜𝑓𝑓 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑈𝑠𝑒𝑓𝑢𝑙𝑛𝑒𝑠𝑠 +  ε17 

𝑇𝑖𝑚𝑒 𝐸𝑓𝑓𝑖𝑐𝑒𝑛𝑡 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑈𝑠𝑒𝑓𝑢𝑙𝑛𝑒𝑠𝑠 +  ε18 

𝑇𝑟𝑎𝑓𝑓𝑖𝑐 𝐼𝑚𝑝𝑟𝑜𝑣𝑒 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑈𝑠𝑒𝑓𝑢𝑙𝑛𝑒𝑠𝑠 +  ε19 

𝑃𝑎𝑟𝑘𝑖𝑛𝑔 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑈𝑠𝑒𝑓𝑢𝑙𝑛𝑒𝑠𝑠 +  ε20 

𝑀𝑆𝑃 =  𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑎𝑡𝑖𝑛𝑔 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 +  ε21 

𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑒𝑟 =  𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑎𝑡𝑖𝑛𝑔 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 +  ε22 

𝐷𝑎𝑡𝑎 𝑂𝑤𝑛𝑒𝑟𝑠ℎ𝑖𝑝 =  𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑎𝑡𝑖𝑛𝑔 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 +  ε23 

𝐸𝑎𝑠𝑦 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑑 𝐸𝑎𝑠𝑒 − 𝑜𝑓 − 𝑈𝑠𝑒 +  ε24 

𝐸𝑑𝑔𝑒 𝐶𝑎𝑠𝑒𝑠 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑑 𝐸𝑎𝑠𝑒 − 𝑜𝑓 − 𝑈𝑠𝑒 +  ε25 

𝐿𝑖𝑐𝑒𝑛𝑐𝑒 =  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑑 𝐸𝑎𝑠𝑒 − 𝑜𝑓 − 𝑈𝑠𝑒 +  ε26 

To conclude, EFA was conducted to explore whether the cluster of the questionnaire items 

was assigned to the proposed factor. The EFA results indicate that the seven underlying 
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factors were supported. These factors are perceived risks, facilitating conditions, self-

efficacy, perceived usefulness, perceived ease of use, attitude towards using and intention 

to use. 
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Figure 5-5 Hypothesised CFA model derived from EFA 
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Figure 5-6 Hypothesised CFA model derived from EFA with item label 
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5.3.4.2 CFA model fit 

The proposed CFA model was introduced in the section 5.3.4.1 using diagrams where 

factors and items are named by the abbreviation of the variable. This selection presents 

the CFA model fit. There are some commonly reported fit statistic criteria that are listed in 

the Table 5-29. 

These criteria are based on the relationships between the observed variables and model-

implied variance-covariance matrices (Schumacker and Lomax, 2004). Reported in the 

Table 5-30, in the model analysis, the author chose the maximum likelihood chi-square 

estimation method which is also the default method in AMOS. As reported in Table 5-30, 

factor loadings, latent variable correlation and some selected fit indices are presented. In 

the CFA model, a χ2 of 998 with 273 degree of freedom is significant as χ2 is inflated due to 

large sample size, so this information was ignored since it was considered of with limited 

value. Therefore, RMSEA is used as the main measure of model fit (suggested by Blunch 

(2012)). GFI=0.94, this means 94% of items is predicted by the reproduced variance-

covariance matrices. The CFI = 0.95, SRMR = 0.072, RMSEA = 0.048, PCLOSE = 0.87 which is 

deemed an acceptably good fit.  
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Measure Name Description Cut-off for good fit 

χ2/df 
(CMIN/df) 

Model Chi-Square/Degree 
of freedom 

CMIN/df is a statistic directly testing the similarity 
between the sample covariance matrix and the 
estimated variance matrix (Li, Huang, and Feng, 
2020).  

the closer the value is to 1, 
the better the model fitting 
is; <3 good; < 5 sometimes 
permissible 

p value  p value for the model  > 0.05 
CFI Bentler Comparative Fit 

Index 
The Bentler CFI is an incremental fit index that is 
also a goodness-of- 
fit statistic (Bentler, 1990).  

CFI > 0.95 great;  
> 0.90 traditional;  
> 0.80 sometime 
permissible 

GFI Goodness-of-fit index GFI is the proportion of variance accounted for by 
the estimated population covariance. Analogous 
to R2. GFI favours parsimony.  

GFI ≥ 0.95 
AGFI ≥0.90 

RMSEA Root Mean Square Error of 
Approximation 

A parsimony-adjusted index. Values closer to 0 
represent a good fit. 

RMSEA < 0.05 good; 0.05-
0.1 moderate; >0.1 bad 

SRMR Standardized Root Mean 
Square Residual 

The square-root of the difference between the 
residuals of the sample covariance matrix and the 
hypothesized model. If items vary in range (i.e., 
some items are 1-5, others 1-7) then RMR is hard 
to interpret, better to use SRMR.  

SRMR < 0.08 

AVE Average Value Explained The average of the R2s for items within a factor. AVE > 0.5 

Table 5-29 CFA model fit criteria
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                                      Measurement error variances: Correlation of independent variables: 
PR_4 1.00 0.37 

 
PR, SE -0.086 

PR_3 1.10 0.42 
 

PR, IOU -0.277 
PR_2 0.99 0.59 

 
PR, ATU 0.074 

PR_1 0.82 0.94 
 

PR, PU -0.122 
SE_3 1.00 0.19 

 
PR, FC 0.1 

SE_4 0.96 0.30 
 

PR, PEOU 0.44 
SE_2 0.59 0.92 

 
SE, IOU 0.238 

SE_1 0.70 0.87 
 

SE, ATU 0.195 
IOU_3 1.00 0.69 

 
SE, PU 0.246 

IOU_2 1.06 0.36 
 

SE, FC -0.053 
IOU_4 0.87 0.98 

 
SE, PEOU -0.084 

IOU_1 1.05 0.42 
 

IOU, ATU 0.181 
ATU_3 1.00 0.50 

 
IOU, PU 0.251 

ATU_2 1.13 0.25 
 

IOU, FC -0.048 
ATU_4 0.79 0.87 

 
IOU, PEOU -0.154 

ATU_1 0.66 0.88 
 

ATU, PU 0.39 
PU_1 1.00 0.94 

 
ATU, FC 0.144 

PU_3 1.26 0.44 
 

ATU, PEOU 0.216 
PU_4 1.16 0.62 

 
PU, FC -0.013 

PU_2 1.12 0.70 
 

PU, PEOU -0.038 
FC_2 1.00 0.12 

 
FC, PEOU 0.087 

FC_3 0.99 0.16 
   

FC_1 0.56 0.43 
   

PEOU_1 1.00 1.21 
   

PEOU_3 1.16 0.67 
   

PEOU_2 1.07 1.13 
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Selected fit Indices: 
    

χ2 998 
    

df 273 
    

χ2/df 3.65 
    

p 0.00 
    

RMSEA 0.048 
    

CFI 0.95 
    

GFI 0.94 
    

SRMR 0.072 
    

PCLOSE 0.87 
    

Table 5-30 CFA, Standardised estimates and selected fit indices  
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5.3.4.3 CFA model validity and reliability 

For CFA models, precise tests of convergent validity and discriminant validity are required. 

Raykov (2004) and Hancock and Mueller (2013) had proved that coefficients H (maximal 

reliability H) is the indicator of the CFA reliability, and it is believed that the reflective 

measurements are generally better than Cronbach’s α. The construct validity and reliability 

can be measured using composite reliability (CR), average variance extracted (AVE), 

maximum shared squared variance (MSV) and average shared variance (ASV). Described in 

the Table 5-31 are empirical checks when exam CFA model construct validity. 

CR  > 0.6 

AVE  > 0.5 

MSV  < AVE 

MaxR(H) (maximum reliability) > CR 

Table 5-31 Convergent validity and discriminant validity cut-off 

Based on the results presented in Table 5-32, the 7-factor CFA model, the CR ranges from 

0.7 to 0.9 while the AVE ranges from 0.4 to 0.7. The diagonal values (in bold) ranges from 

0.61 to 0.78 which is higher than most AVE values. PEOU appears having a low AVE value, 

however, AVE of 0.4 is acceptable if the CR is higher than 0.6, as suggested by Fornell and 

Larcker (1981). These results show that the CFA model has adequate convergent validity 

and discriminant validity.  

 
PR SE IOU ATU PU FC PEOU 

CR 0.
9 

0.9 0.8 0.9 0.8 0.8 0.7 

AVE 0.
6 

0.7 0.6 0.6 0.6 0.6 0.4 

MSV 0.
5 

0.1 0.3 0.3 0.3 0 0.5 

MaxR
(H) 

0.
88 

0.9
4 

0.85 0.94 0.85 0.91 0.66 

PR 0.
78 

-
0.0
8* 

-
0.40*
** 

0.08* -
0.18*
** 

0.16*
** 

0.66*
** SE 

 
0.7
8 

0.28*
** 

0.16*
** 

0.29*
** 

-
0.07* 

-
0.10*
* 

IOU     0.7 0.24*
** 

0.47*
** 

-
0.10*
* 

-
0.30*
** 

ATU 
   

0.76 0.52*
** 

0.21*
** 

0.30*
** PU         0.71 -

0.027 
-
0.08† FC 

     
0.76 0.19*

** 
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PEOU             0.61 

Significance of Correlations: † p < 0.100, * p < 0.050, ** p < 0.010, *** p < 0.001 

Table 5-32 CFA, model validity measures 

5.3.4.4 CFA measurement invariance 

A measurement invariance test aims to make sure the consistency of the measurement 

across different groups. For example, does perceived risk imply the same thing to China’s 

residents and UK residents? Only if the measurement invariance is established, findings 

between Chinese residents and UK residents can be unambiguous and trustworthy.  

To achieve measurement invariance, there are three levels of measurements needed 

namely: (1) configural invariance; (2) metric invariance; and (3) scalar invariance. 

Vandenberg and Lance (2000) had reported that too many publications failed to evaluate 

all three aspects of measurement invariance which could introduce measurement bias. A 

constrained baseline approach was selected as it is easy to conduct using AMOS. 

The least restrictive level of measurement is configural invariance. It aims to test whether 

the CFA model still fits when the whole dataset splits into different groups. Metric 

invariance is also known as pattern invariance or weak invariance and it is tested in a similar 

way as configural invariance. Scalar invariance is also known as strong invariance or strict 

invariance that is the highest level of measurement invariance which assumes metric 

invariance. Instead of placing factor constrain on the variance, scalar invariance places 

invariance constraints on the measurement intercepts. If scalar invariance holds across for 

all the group, it means that there is controllable ambiguity in the explanation of group 

differences in means. 

5.3.4.4.1 CFA measurement invariance: China and UK group 

Firstly, the dataset was divided into hypothesized group, Chinese residents and UK 

residents. Then an initial CFA model ran again on each group. Finally, check to see if the 
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resultant model fit holds. Table 5-33 gives the sample correlations for the China and UK 

groups which indicate the correlations between the factor ATU and SE, PU and SE, FC and 

ATU tend to be higher among the China-based sample, whereas FC and IOU, PEOU and SE, 

PEOU and FC tend to be higher among the UK sample. Table 5-34 gives the model fit results; 

it shows that the model achieved has configural invariance. 

Correlations for the China resident (n = 656)  
PR SE IOU ATU PU FC PEOU 

PR 1.00 -0.02 -0.42 0.08 -0.17 0.12 0.69 
SE 

 
1.00 0.32 0.32 0.34 0.22 -0.02 

IOU 
  

1.00 0.25 0.49 -0.05 -0.29 
ATU 

   
1.00 0.53 0.20 0.29 

PU 
    

1.00 0.10 -0.04 
FC 

     
1.00 0.12 

PEOU 
      

1.00 
Correlations for the China resident (n = 506)  

PR SE IOU ATU PU FC PEOU 
PR 1.00 -0.10 -0.35 -0.01 -0.16 0.16 0.61 
SE 

 
1.00 0.20 0.00 0.19 -0.30 -0.21 

IOU 
  

1.00 0.27 0.44 -0.15 -0.33 
ATU 

   
1.00 0.60 0.09 0.30 

PU 
    

1.00 -0.10 -0.11 
FC 

     
1.00 0.32 

PEOU 
      

1.00 

Table 5-33 Descriptive statistics for the China and UK samples 

Measure CMIN df CMIN/df df SRMR RMSEA PClose 

Estimate 1420.48 546 2.602 0.94 0.056 0.037 1 

Threshold -- -- Between 1-3 >0.95 <0.08 <0.06 >0.05 

Interpretation -- -- Excellent Acceptable Excellent Excellent Excellent 

Table 5-34 CFA, model fit measures for the China-UK invariance group 

For the metric invariance test, the factor constraint of 1 was imposed on the first item of 

each factor. Then the χ2 difference test was compared between the unconstrained and 

constrained models. As shown in Table 5-35, the change in χ2 is non-significant (p = 0.401), 

thus, the model that specifies metric invariance is retained. 

 
 χ2 df  p-value 

Unconstrained model 1373.697 546   
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Fully constrained model 1389.412 561   
Number of groups   2   
Δ 15.715 15 0.401 

Table 5-35 CFA, metric invariance statistics for the China and UK samples 

Finally, the scalar invariance hypothesis was tested. The error variance was restrained for 

each of the indicators to 1.0 across the groups to access scalar invariance. As reported in 

Table 5-36, the hypothesis is rejected with p = 0.000. Failure on scalar invariance indicates 

of potential measurement bias, which make logical sense in our model given that the 

author spit the dataset by country and cultural norms. Further, developmental differences 

play a big role in survey participants’ understanding on the same survey question.  

Model χ2 CMIN P NFI IFI RFI TLI     
D1 D2 r1 r2 

Measureme
nt intercepts 

26 141.4
55 

0.0
00 

0.0
09 

0.0
1 

0.0
05 

0.0
06 

Table 5-36 CFA, model comparison assuming model unconstrained to be correct (China and UK 
samples) 

5.3.4.4.2 CFA measurement invariance: UK gender group  

The UK dataset was then split into two groups, male and female. This step aims to check 

measurement invariance in the UK gender group. A three step measurement invariance 

test was repeated and found that the UK gender group met configural and metric 

invariance, but rejected the scalar invariance (shown in Table 5-37, Table 5-38, Table 5-39, 

and Table 5-40).  

Correlations for the Male UK resident (n = 299) 
  PR SE IOU ATU PU FC PEOU 
PR 1 -0.059 -0.349 -0.009 -0.127 0.125 0.679 
SE   1 0.221 0 0.132 -0.271 -0.178 
IOU 

  
1 0.329 0.46 -0.056 -0.382 

ATU       1 0.584 0.084 0.273 
PU 

    
1 -0.057 -0.044 

FC           1 0.276 
PEOU 

      
1 

Correlations for the Female UK resident (n = 193)  
PR SE IOU ATU PU FC PEOU 
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PR 1 -0.122 -0.222 0.039 -0.118 0.119 0.471 
SE 

 
1 0.075 -0.046 0.203 -0.348 -0.303 

IOU     1 0.155 0.294 -0.125 0.021 
ATU 

   
1 0.626 0.087 0.386 

PU         1 -0.104 -0.094 
FC 

     
1 0.235 

PEOU             1 

Table 5-37 Descriptive statistics for the UK gender groups 

Measure CMIN df CMIN/df CFI SRMR RMSEA PClose 
Estimate 1006.1

3 
546 1.84 0.90 0.06 0.04 1 

Threshold -- -- Between 
1-3 

>0.95 <0.08 <0.06 >0.05 

Interpretatio
n 

-- -- Excellent Acceptabl
e 

Excellen
t 

Excellen
t 

Excellen
t 

Table 5-38 Model fit measures for the UK gender invariance group 

 
 χ2  df  p-value 

Unconstrained model 1006.12 546   
Fully constrained model 1039.45 572 

 

Number of groups   2   
Δ 33.315 26 0.153 

Table 5-39 CFA, metric invariance statistics for the UK gender group 

Model χ2 CMIN P 
Measurement intercepts 26 57.514 0.000 

Table 5-40 CFA, model comparison assuming model unconstrained to be correct (UK gender group) 

5.3.4.4.3 CFA measurement invariance: China’s gender group  

After testing the gender group measurement invariance, the same test was repeated on 

China’s gender group and found the same results as shown in Table 5-41, Table 5-42, Table 

5-43 and Table 5-44. 

Correlations for the Male China resident (n = 302) 
  PR SE IOU ATU PU FC PEOU 
PR 1 -0.047 -0.375 0.107 -0.16 0.054 0.636 
SE   1 0.377 0.345 0.365 0.259 -0.033 
IOU 

  
1 0.193 0.477 0.008 -0.159 

ATU       1 0.529 0.24 0.34 
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PU 
    

1 0.151 0.011 
FC           1 0.029 
PEOU 

      
1 

Correlations for the Female China resident (n = 347)  
PR SE IOU ATU PU FC PEOU 

PR 1 0.017 -0.442 0.08 -0.159 0.183 0.737 
SE 

 
1 0.251 0.295 0.292 0.188 -0.003 

IOU     1 0.289 0.463 -0.136 -0.38 
ATU 

   
1 0.509 0.135 0.27 

PU         1 0.037 -0.076 
FC 

     
1 0.226 

PEOU             1 

Table 5-41 Descriptive statistics for the China gender group 

Measure CMIN df CMIN/df CFI SRMR RMSEA PClose 
Estimate 1142.18 546 2.09 0.90 0.07 0.04 1 
Threshold -- -- Between 1-3 >0.95 <0.08 <0.06 >0.05 
Interpretation -- -- Excellent Acceptable Excellent Excellent Excellent 

Table 5-42 Model fit measures for the China gender invariance group 

 
 χ2 df   p-value 

Unconstrained model 1142.18 546   

Fully constrained model 1184.8 579  

Number of groups   2   

Δ 42.62 33 0.122 

Table 5-43 CFA, metric invariance statistics for the China gender group 

Model χ2 CMIN P 
Measurement intercepts 26 60.461 0 

Table 5-44 CFA, model comparison assuming model unconstrained to be correct (China gender group) 

5.3.4.4.4 CFA measurement invariance: age group  

Age group were also conducted. A strong measurement invariance was tested across 

two groups: Millennials and the Generation X group. It is widely believed that 

Millennials are the people who born from mid-1980s to early 2000s (Rauch, 2019). 

Generation X or Gen X are the people who born as early as 1960 to mid-1980s (or 

sometimes 1965 to 1980) (Bevan-Dye, 2017). Both two generations experienced web 
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1.0 and now live in the web 2.0 world. Generation X was not brought up with the 

internet and digital technologies but have learnt how to use them as grown-ups 

(Prensky, 2001). In contrast, millennials are “digital natives” as they have been raised 

in a digital world (Rauch, 2019).  

Millennials tend to have different technology behaviour in comparison to Generation 

X. For instance, motivations on technology acceptance (Calvo-Porral and Pesqueira-

Sanchez, 2019), engagement with the technology (Owens et al., 2015), and attitudes 

towards new technology (Chivu-Draghia and Antoce, 2016; Lee et al., 2017) vary from 

Gen X’s. 

Respondents who are not older than 35 years have been grouped together as 

millennials, and respondents age 36 or older have been grouped into Gen X. The author 

went through all three steps of measuring invariance test, and found that configural 

invariance (Table 5-46) and metric invariance (Table 5-47) can be established, thus 

scalar invariance (Table 5-48) got rejected. It is worth mentioning here that a clearly 

different factor correlation profile was seen between millennials and Generation X 

from Table 5-45. This will be discussed later in the Chapter 6.  

Correlations for the Millennials (n = 803) 
  PR SE IOU ATU PU FC PEOU 
PR 1 -0.108 -0.44 0.055 -0.162 0.163 0.624 
SE 

 
1 0.231 0.078 0.241 -0.074 -0.178 

IOU 
  

1 0.213 0.468 -0.117 -0.298 
ATU 

   
1 0.462 0.219 0.328 

PU 
    

1 -0.079 -0.056 
FC 

     
1 0.199 

PEOU 
      

1 
Correlations for the Gen X (n = 215)  

PR SE IOU ATU PU FC PEOU 
PR 1 -0.025 -0.327 0.173 -0.161 0.065 0.729 
SE 

 
1 0.469 0.366 0.458 -0.135 -0.054 

IOU 
  

1 0.359 0.554 -0.091 -0.251 
ATU 

   
1 0.628 0.093 0.233 

PU 
    

1 -0.014 -0.065 
FC 

     
1 0.136 

PEOU 
      

1 

Table 5-45 Descriptive statistics for the age groups 
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Measure CMIN df CMIN/df CFI SRMR RMSEA PClose 
Estimate 1230.88 546 2.25 0.94 0.05 0.04 1 
Threshold -- -- Between 1-3 >0.95 <0.08 <0.06 >0.05 
Interpretation -- -- Excellent Acceptable Excellent Excellent Excellent 

Table 5-46 Model fit measures for the age invariance group 

 
 χ2  df  p-value 

Unconstrained model 1230.879 546   
Fully constrained model 1316.765 672 

 

Number of groups   2   
Δ 85.886 126 0.998 

Table 5-47 CFA, metric invariance statistics for the age group 

Model  χ2 CMIN P 
Measurement intercepts 17 31.11 0.019 

Table 5-48 CFA, model comparison assuming model unconstrained to be correct (Age group) 

5.3.4.4.5 CFA Measurement Invariance: Δ CFI 

Based on the measurement invariance results just presented, tests were performed on the 

aforementioned types of invariance groups, that are, (1) China-based resident and UK-

based resident; (2) UK male and UK female (3) Chinese male and Chinese female; (4) 

Millennials and Generation X. All these groups have established configural invariance and 

metric invariance, but none of them fulfills the criteria of scalar invariance. The reason why 

measurement invariance is so important is that multi-group CFA is concerned with the 

measurement consistency; in other words, the author needed to make sure if the data 

across different groups reflected them understanding the same question in the same way, 

so that these could be measured concurrently. A constrained baseline approach was used 

as it is one of the most popular approaches in testing measurement invariance. However, 

it was found that Type I error normally gets inflated (Stark, Chernyshenko, and Drasgow, 

2006), and it is better to use Bonferroni-corrected LR, CFI or RMSEA test in large sample 

(e.g., ≤0.01 for Δ CFI and ≤.015 for Δ RMSEA) (Kline, 2015). Cheung and Rensvold (2002) 

found that CFI was relatively unaffected by the number of items per factor, so for large 

sample it seems a better indicator for measurement invariance. Thus, given the above-

mentioned reason that χ2 test is strongly influenced by sample size, the author revisited 
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the multi-groups, and checked their change in CFI and RMSEA for the previously rejected 

scalar invariance test. As Table 5-49 shows, Δ CFI and Δ RMSEA 17were all fitted within 

acceptable threshold. In summary, no violation of measurement invariance assumption 

was found in the model sample and as such the author can confidently propose a multi-

group model. 

China vs. UK CFI SRMEA 
Unconstrained  0.94 0.037 
Constrained 0.932 0.039 
Δ 0.008 0.002    

UK male vs. UK female CFI SRMEA 
Unconstrained  0.903 0.065 
Constrained 0.901 0.066 
Δ 0.002 0.001    

China male vs. China female CFI SRMEA 
Unconstrained  0.903 0.041 
Constrained 0.907 0.041 
Δ 0.004 0    

Millennials vs. GenX CFI SRMEA 
Unconstrained  0.943 0.035 
Constrained 0.938 0.036 
Δ 0.005 0.001 

Table 5-49 CFI and RMSEA for measurement invariance test 

5.3.5 Structural equation modelling (SEM) results 

After CFA specified and confirmed the model, the author compared the direct, indirect, 

mediation effects among the latent factors. SPSS AMOS 26 was adopted for SEM. A 

hypothesized structural model is shown in Figure 5-7. This study employs a macro-micro 

approach to test the hypothesis. In the first analytical step, the causal effect between latent 

factors was examined. In the second step, country, age, and gender level differences on 

 

17 Δ is the absolute differences of the fit indices between unconstrained and constrained model. 
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causal links between individual factors were examined, in order to explore how above-

mentioned dimensions’ influence attitude formation.    

 

Figure 5-7 Proposed structural model of public attitude towards CAVs and direct effects assumption 
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5.3.5.1 Influential outliers test 

A practice that was recommended by Aguinis, Gottfredson, and Joo (2013), presents the 

Cook’s D (gCD) plot as essential in the regard of influential outlier test. Therefore, the 

author ran cook's distance analysis to determine if any multivariate influential outliers 

existed. As shown in Figure 5-8, all respondents data were examined by their preassigned 

ID and got the plotting of cook’s distance. For the first test, IOU was used as dependent 

variable (DV), PR, ATU and PU as dependent variable. As a result, there was no case in 

which a cook's distance greater than 1 was observed. This means that there are no record 

responses has a big influence on the regression between IOU and PR, ATU PU. Similarly, a 

cook’s distance analysis was conducted on ATU as the dependent variable, PR, PU and 

PEOU as the independent variables. As shown in Figure 5-9, no influential outliers need to 

be cleared out. 

 

Figure 5-8 Cook’s distance analysis for multivariate influential outliers’ test: IOU as DV 



189 

 

 

Figure 5-9 Cook’s distance analysis for multivariate influential outliers’ test: ATU as DV 

5.3.5.2 Multicollinearity 

The next step is to examine the multicollinearity. Violation of multicollinearity variables 

could inflate type II error rate as suggest by Grewal, Cote, and Baumgartner (2004) because 

two independent variables might measure the same contract. AMOS offers options to 

check variance inflation factors (VIFs) and tolerance values for the multicollinearity test. 

The author examined variable inflation for both predictors on the dependent variables: IOU 

and ATU (as shown in Table 5-50) as well as the observed variables. It is evident that all 

VIFs value are less than 10, and the values of tolerance are all greater than 0.1. 

Coefficientsa 

  Tolerance VIF 

Model   

PR 0.35 2.859 

PU 0.597 1.674 

PEOU 0.223 4.487 

ATU 0.75 1.334 

SE 0.695 1.438 

FC 0.796 1.257 



190 

 

a. Dependent Variable: IOU 

Coefficientsb 

  Tolerance VIF 

Model   

PR 0.352 2.838 

PU 0.652 1.534 

PEOU 0.227 4.413 

SE 0.709 1.411 

FC 0.884 1.132 

b. Dependent Variable: ATU 

Table 5-50 SEM, multicollinearity test 

5.3.5.3 Causal model hypothesis: direct and indirect effect 

As in all social and behavioural sciences, the vague nature of the causal research that are 

studies by the nature of the context (e.g., intelligence, preference, social status, attitude, 

literacy), there are no generally acceptable measuring instruments that exist (Blunch, 

2012). Likewise, TAM was selected as the base model for describing public attitudes 

towards CAVs as it is a technology acceptance theory that has been mostly studied and 

examined. In order to adapt this general technology acceptance theory on CAV acceptance, 

the following hypothesis was proposed to verify the direct effects and the mediation effect 

within the model. In the end, a multi-group analysis was conducted. 

As mentioned in Section 5.2.2, eight direct effect hypotheses were proposed (see Table 5-

51). Figure 5-11 summarises the direct path coefficients and their significance levels. After 

the model construct (see Figure 5-10) was identified, three mediated effects were further 

proposed as presented in Table 5-52. 
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Figure 5-10 The structure model in AMOS 

 

Figure 5-11 Results of the structural equation model 

  

Hypothesis # Direct effects 

H1a Perceived risk has a negative effect on perceived usefulness; 

H1b Perceived usefulness has a positive effect on attitude toward using; 
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H1c Perceived risk has a negative effect on attitude toward using; 

H1d Perceived ease of use has a positive effect on attitude toward using; 

H1e Self-efficacy has a positive effect on perceived ease of use; 

H1f Facilitating condition has a positive effect on attitude toward using; 

H1g Facilitating condition has a positive effect on perceived ease of use; 

H1h Perceived risk has a negative effect on intention to use. 

Table 5-51 SEM, hypothesises on direct effects 

Hypothesis # Mediated effects 

H2a Perceived ease of use mediates the positive relationship between self-

efficacy and attitude toward using; 

H2b Attitude toward using mediates the negative relationship between 

perceived risk and intention to use; 

H2c Perceived usefulness mediates the negative relationship between 

perceived risk and attitude toward using; 

Table 5-52 SEM, hypothesises on mediated effects 

As can be shown in Table 5-53, all of the direct effects were supported, and two out of 

three mediated effects were supported.  

Hypothesis # Causal direct 

graphs 

Expression Path 

coefficient 

Results 

Direct effects 

H1a PR 
__
→  PU PR ꓕ18 PU β = -0.218 *** support 

H1b PU 
+
→  ATU PU ꓕ ATU β = 0.607 *** support 

H1c PR 
__
→  ATU PR ꓕ ATU β = -0.155 *** support 

H1d PEOU 
+
→  ATU PEOU ꓕ ATU β = 0.574 *** support 

H1e SE 
+
→  PEOU SE ꓕ PEOU β = 0.287 *** support 

H1f FC 
+
→  ATU FC ꓕ ATU β = 0.117 *** support 

H1g FC
+
→  PEOU FC ꓕ PEOU β = 0.084 ** support 

H1h PR 
__
→  IOU PR ꓕ IOU β = -0.251 *** support 

Mediated 

Effects 

H2a SE → PEOU

→ ATU 

SE ꓕ ATU β = -0.017  

P= 0.169 

reject 

 

18 ꓕ means statistically dependent. In this expression, it means PR and PU are dependent to each other. 
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PR ⊥ 19PU | PEOU 

H2b PR → ATU → IOU PR ꓕ IOU 

PR ⊥ IOU | ATU 

β = -0.011  

P = 0.026 * 

support 

H2c PR → PU → ATU PR ꓕ ATU 

PR ⊥ ATU | PU 

β = -0.132 

P = 0.001*** 

support 

Table 5-53 SEM, direct and mediated effect result summary 

Perceived risk was found to have a significant negative effect on perceived usefulness (β = 

-0. 218 ***) 20, attitude towards using (β = -0.155 ***) and intention to use (β = -0.251 ***). 

Self-efficacy was found to have a significant positive effect on perceived ease to use (β = 

0.287 ***). Furthermore, the author has also tested the conventional theory of TAM and 

perceived usefulness was found to have a significant positive effect on attitude toward 

using (β = 0.4 ***). Perceived ease of use has a significant positive effect on attitude toward 

using. These are consistent with the TAM model. In summary, the abovementioned 

findings yield strong evidence for confirming the direct hypotheses.    

In terms of mediation effect, the bootstrapping technique was applied to test the indirect 

effect. Bootstrapping is famous for dealing with non-normal data and additionally, it 

becomes very handy on testing the significance of indirect and total effect (Hancock and 

Liu, 2012). The author has multiplied the paths that constitute the effect and observed its 

significance to determine whether the effects hold. As a result, H2a hypothesis was 

rejected due to insignificant p-value and other two hypothesizes were supported. The 

results indicate that perceived usefulness mediates the negative relationship on perceived 

risk to attitude toward using. For a descriptive record of the detailed upper and lower 

bound on the 90% confidence interval, see Appendix E. 

 

19 ⊥ means statistically independent. In this expression, it means PR and PU are statistically independent. 
PEOU is the sole intervening variable between PR and PU, and deactivating PEOU blocks causal 
coordination between this pair of variables. 

20 β stands for beta weight. It represents the standardised partial regression coefficients. In path analysis, 
it is interpreted as standardised regression coefficients that control for correlated causes. Simply put, β 
means the causal paths between factors. 
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5.3.5.4 Causal model hypothesis: multigroup effect 

For the CFA measurement invariance, four types of multigroup analysis were proposed, 

namely, the Chinese and the UK resident group, the UK gender group, the Chinese gender 

group, millennials and the GenX group. A multigroup analysis was put in a different session 

because the author not only needed to analyse the measurement model, but also analyse 

the causal model. Firstly, the causal model shown in Figure 5-10 was derived. Then the 

author divided this model by different groups and examined each groups’ model 

measurement fit. In the end each model was tested with constrained regression weights 

which are assumed identical across two groups.  

The models still hold after these were split into groups. The full sets of measurement fit 

results of these four groups can be found in Appendix F. Therefore, ten hypotheses are 

proposed, as shown in Table 5-54.   

Hypothesis # Multigroup effects for China resident and UK resident 

H3a The negative relationship between perceived risk and attitude toward 

using is stronger for the China resident than the UK resident; 

H3b The negative relationship between perceived risk and intention to use 

is stronger for the China resident than the UK resident; 

Hypothesis # Multigroup effects for UK gender group 

H4a The positive relationship between perceived ease to use and attitude 

toward using is stronger for females than males in the UK sample; 

H4b The negative relationship between perceived risk and attitude toward 

using is stronger for females than males in the UK sample; 

Hypothesis # Multigroup effects for China gender group 

H5a The negative relationship between perceived risk and attitude toward 

using is stronger for females than males in China sample; 

H5b The positive relationship between attitude toward using and intention 

to use is stronger for females than males in China sample; 

Hypothesis # Multigroup effects for Millennials and GenX 

H6a The positive relationship between perceived ease to use and attitude 

toward using is stronger for the millennials than generation X; 

H6b The negative relationship between perceived risk and attitude toward 

using is stronger for the millennials than generation X; 
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H6c The positive relationship between self-efficacy and perceived ease to 

use is stronger for the millennials than generation X 

H6d The negative relationship between perceived risk and intention to use 

is stronger for the millennials than generation X 

Table 5-54 SEM, hypothesises on multigroup effects 

The hypothesis around China and the UK was inspired by Hofstede’s cultural model which 

was one of the most used theories in cross-cultural research. Table 5-55 (Hofstede, 2011) 

gives a summary on the Hofstede model. For H3a and H3b, the negative power of perceived 

risk on attitude toward using and intention to use is stronger on Chinese residents, as 

according to Hofstede’s uncertainty avoidance theory, China has a strong culture 

acceptance of conformity. In other words, Chinese respondents are less risk tolerant. 

Therefore, it was assumed that perceived risk would have a stronger negative effect for 

China residents than UK residents. 

Dimensions Defemination 

Power Distance related to the different solutions to the basic problem 

of human inequality. 

Uncertainty Avoidance related to the level of stress in a society in the face of an 

unknown future. 

Individualism vs. 

Collectivism 

related to the integration of individuals into primary 

groups. 

Masculinity vs. Femininity related to the division of emotional roles between 

women and men. 

Long Term vs. Short Term 

Orientation 

related to the choice of focus for people's efforts: the 

future or the present and past. 

Indulgence vs. Restraint related to the gratification versus control of basic 

human desires related to enjoying life. 

Table 5-55 Hofstede model 

In terms of country-based gender group hypothesis, H4b and H5a were motivated by the 

risk behaviour theory “men are more inclined to take risk than women” (Harris and Jenkins, 

2006). H4a and H5b were suggested by the literature that had examined the gender 

difference in TAM and it was found that perceived ease to use has a stronger effect on 
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intention to use and attitude toward using on females than males (Venkatesh and Morris, 

2000; Yuen and Ma, 2002). 

Millennials are believed to express a stronger relationship over the factors as opposed to 

the GenX. This is because millennials have been labelled as tech-savvy, thus it can be 

assumed that they are more sensitive to the relationships between self-efficacy, perceived 

risk on attitude and behaviour intention. 

To test the group difference, a plugin was used that was developed by Gaskin and Lim 

(2018). It has adopted the widely accepted χ2 difference approach to test the multigroup 

effects. The algorithm performs an array of χ2 significant testing across two groups first, 

then a statistically significant test on χ2 difference is applied in order to compute the 

significance of the p-value. The threshold for a negligible difference is the p-value of the Δ 

β is less than 0.05. As it shown in Table 5-56, seven out of ten hypotheses were supported. 

H3A and H4b did not test group difference and H6a was rejected as although the significant 

Δ β across groups was found but failed to predict the direction. It was assumed that the 

positive relationship between perceived ease to use and intention to use is stronger on 

millennials than on GenX, but the result found here indicates the opposite. 

In summary, for the proposed causal structural model, the direct effects, mediated effects, 

and multigroup effects were all examined. The model results indicate good model fit which 

led to meaningful findings. The next chapter will discuss findings in detail and interpret the 

results in an in-depth way.  
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Hypothesis # Causal direct graphs Expression β Δ β Results 
Multigroup Effects: China and the UK resident group (CN vs. UK) 
H3a PR 

__
→  ATU PR ꓕ ATU CN β = -0.167** 

UK β = -0.244*** 
0.077 no difference 

H3b PR 
__
→  IOU PR ꓕ IOU CN β = -0.148* 

UK β = -0.347*** 
0.199* Support 

Multigroup Effects: UK gender group (M vs. F) 
H4a PEOU 

+
→  ATU PEOU ꓕ ATU M β = 0.197** 

F β = 0.371** 
0.330* Support 

H4b PR 
__
→  ATU PR ꓕ ATU M β = -0.399** 

F β = - -0.343* 
0.055 no difference 

Multigroup Effects: China gender group (M vs. F) 
H5a PR 

__
→  ATU PR ꓕ ATU M β = -0.267** 

F β = -0.432*** 
0.165* Support 

H5b ATU 
+
→  IOU ATU ꓕ IOU M β = 0.167** 

F β = 0.310*** 
0.143* Support 

Multigroup Effects: millennials and GenX group (M vs. G) 
H6a PEOU 

+
→  IOU PEOU ꓕ IOU M β = 0.213*  

G β = 0.792***  
0.579* Reject 

H6b PR 
__
→  ATU PR ꓕ ATU M β = -0.170*** 

G β = 0.057 
0.227* Support 

H6c SE 
+
→  PEOU SE ꓕ PEOU M β = 0.283***  

G β = 0.141* 
0.142* Support 

H6d PR 
__
→  IOU PR ꓕ IOU M β = -0.385*** 

G β = -0.096 
0.481* Support 

Table 5-56 SEM, multigroup effects result summary  
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5.4 Quantitative survey discussion 

This subsection will further elaborate and explain the findings from the survey results that 

encounter the cyber security and privacy factors but go well beyond those. It aims to 

relate and connect the quantitative results obtained from the elites whose decision would 

affect CAV’s implementation. It is a discussion that seeks to develop a model that could 

potentially generalise CAV acceptance. All constructs in the quantitative model are the 

key predictors of CAV acceptance, which inspired and extended from the classic TAM 

model. 

5.4.1 Validation of extended TAM  

The exogenous variables perceived risks (PR), perceived usefulness (PU), perceived ease 

of use (PEOU) and facilitating conditions (FC) appeared to be significant direct 

determinants of the endogenous variables attitude toward using (ATU) and intention to 

use (IOU). In essence, the empirical results support the hypothesis of the original TAM 

model. Particularly, the perceived risks of CAVs, the perceived usefulness of CAVs, the 

perceived ease-of-use of the CAVs and the facilitating conditions of CAVs have been found 

to directly affect the end users’ acceptance of CAVs. 

The path coefficient of the factors influencing the public acceptance within the proposed 

graphical conceptual models are shown in Figure 5-11. The factor loadings indicate that 

all of the hypotheses were supported. Table 5-57 presented overall standardised 

regression weights (β weights) of the direct effect. 

   
β P 

PEOU <------ SE .287 *** 

PEOU <------ FC .084 ** 

PU <------ PEOU .096 .106 
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PU <------ PR -.218 *** 

ATU <------ PEOU .574 *** 

ATU <------ PU .607 *** 

ATU <------ PR -.155 *** 

ATU <------ FC .117 *** 

IOU <------ ATU .125 *** 

IOU <------ PR -.251 *** 

* p < 0.050, ** p < 0.010, *** p < 0.001 

Table 5-57 Standardized regression weights 

A standardised regression weight equals the correlation. The beta weight shows how 

much the dependent variable increases when the independent variable is increased by 

one standard deviation. In alignment with TAM, PU (β = 0.607 ***) and PEOU (β = 0.574 

***) were found to have a significant positive influence on attitude toward using CAVs 

(H1b, H1d). Facilitating conditions of CAVs were found to have a significant positive 

influence on attitude toward using CAVs (β = 0.117 ***) (H1f); however, the data fails to 

support the direct relationship assumption between FC and PEOU (β = 0.084 not 

significant). In other words, the hypothesis of facilitating conditions positively influencing 

perceived ease of use for the CAV context is not supported (H1g). Additionally, PR was 

found to have significant negative influence on perceived usefulness of CAVs (β = -0.218 

***), attitude toward using CAVs (β = -0.155 ***) and intention to use CAVs (β = -0.251 

***) (H1a, H1c and H1h). Moreover, SE (β = 0.287 ***) was found to have a significant 

positive influence on perceived ease of using CAVs (H1e). 

As for the mediating effects, the results revealed that the PU significantly mediated the 

negative relation between perceived risks (PR) and ATU (H2c). This implies that PR causes 

those who have low PU to have lower ATU. Similarly, an increase in PR will likely decrease 

the PU, which will in turn decrease the likelihood of IOU. Transferring this to the context 

of this study, if an individual’s perceived higher risks are associated with CAVs, it will 

reduce their perceived benefit of CAV uptake and usage which will in turn lead to a 

negative attitude toward CAVs (Horst, Kuttschreuter, and Gutteling, 2007). Similarly, H2b 

indicates that ATU mediates the effect PR has on IOU. Accordingly, CAV associated risks 
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perceived by the users affect their intention to use CAVs based on their attitudes towards 

CAVs. Therefore, cyber security and privacy concerns could negatively influence attitude 

toward CAVs. As such addressing cyber security and privacy risks in CAVs is essential for 

CAV acceptance.             

The proposed model achieved partial mediation among PR → PU → ATU (H2c) and PR → 

ATU → IOU (H2d). This is because PR → ATU and PR → IOU are also significant. Particularly, 

in H2c, PR explains some unique amount of variance for ATU that is not also explained by 

PU. However, regarding the overall effect, the PU explains a significant amount of variance 

that PR has on ATU. 

The mediating role of perceived ease of use (PEOU) between self-efficacy (SE) and attitude 

toward using (ATU) could not be verified (H2a), regardless, SE was found to positively 

influence PEOU (H1e). This means that higher CAV self-efficacy contributes to higher CAV 

PEOU, but PEOU does not mediate the positive relationship between SE and ATU (because 

there is no overall effect to mediate). 

5.4.2 Implications based on original TAM model 

The relationships within the original TAM were also tested in this study. For direct effects, 

the findings reveal that the direct causality between perceived usefulness (PU) and 

perceived ease of use (PEOU) could not be verified. Davis (1989) stated that “perceived 

ease of use is hypothesised to have a significant direct effect on perceived usefulness, 

since all things being equal, a system which is easier to use will result in increased job 

performance (i.e., greater usefulness) to the user.” But the results in this study did not 

follow Davis’ assumption. The not statistically significant results could imply that the 

respondents who acknowledged CAV’s ease of use not necessarily recognised the benefits 

and usefulness of CAVs.  

In line with Davis’ (1989) TAM model, both PEOU and PU are determinants of ATU. 

Additionally, results also revealed that the perceived usefulness has stronger effect on 

attitude toward using than the perceived ease of use. These findings are supported by 
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Davis (1989), Herrenkind, et al. (2019) and Adams et al. (1992). One possible reason could 

be the practical side of the CAV (usefulness) being perceived as a more important factor 

than the characteristic of CAVs (ease of use). Perhaps a CAV is a transportation tool to the 

user, with its operational barriers being considered easy enough by the user, therefore, 

the benefits of CAV in relation to traditional cars (i.e., safety) are more persuasive in the 

attitude forming process. 

The positive association between attitude toward using with the intention to use is 

confirmed in this study. This is the causal link of TAM that has been examined in numerous 

research (Ajzen and Fishbein, 1980; Davis, 1989; Panagiotopoulos and Dimitrakopoulos, 

2018; Venkatesh, Morris, Davis, and Davis, 2003). The result implies that public 

perceptions on CAVs affects the acceptance and the adoption of CAVs. Thus, to introduce 

CAV to the market or users, an effective intervention method in improving public attitude 

is necessary.  

5.4.3 Self-efficacy (SE) 

This research found a positive association between the self-efficacy (SE) of the end user 

and perceived ease of use (PEOU). Consistent with existing literature, this study affirms 

that the self-confidence on CAV related knowledge positively influences the perceived 

ease of use. The literature suggests that individuals who have higher SE are more likely to 

use a new technology (Compeau and Higgins, 1995). Similarly, individuals with low SE are 

less likely to use the technology (Igbaria and Iivari, 1995). However, this relationship has 

not been investigated in the CAV context with SEM. In other research contexts, SE was 

proved to have a strong influence on PEOU (Abdullah, Ward, and Ahmed, 2016; Jin, 2014). 

Chen et al. (2019) found a positive relationship between SE and PEOU in the context of 

cloud telehealth systems.  

SE in the context of this study focuses on whether individuals believe they can accomplish 

basic cyber security and privacy protection practice. As such, SE is a judgement of one’s 

level of CAV understanding and its associated risk management knowledge. It is important 

to note that this causal relationship between SE and PEOU does not imply that individuals 



202 

 

with high confidence on their ability would perform the desired behaviour in the real life. 

Rather, high SE does not necessarily guarantee high-performing CAV related capabilities. 

In this regard, Figure 5-12 shows four potential scenarios for self-reported scenarios and 

the real-world scenarios. For instance, for individuals with higher SE, their perceived ease 

of using CAVs tends to be higher. Whereas in the real-world scenario, their skills or 

knowledge might be low (low skill), and therefore, they might not be able to perform the 

tasks in a desired way (low performance), whereby their self-reported measures do not 

match the real-world behaviour. This study is not intended to explore whether user’s real-

world behaviour is consistent with the self-reported behaviour, instead, self-reported 

measures are particularly useful to understand what triggers user’s intention of using 

CAVs without any real-world CAV experience. 

 

Figure 5-12 Schematic representation of the self-reported SE-PEOU and real-world skill-
performance 

The results suggest that individual’s self-efficacy on CAV knowledge, and specifically 

knowledge regarding cyber security and privacy practices, indicate a higher user PEOU 

where higher PEOU, in the classic TAM model, signifies a more positive attitude toward 

using (ATU). As such, the intentions of the users to use the CAV would also be enhanced 

only if CAV’s benefits and its associated risks can be disseminated to the users effectively 

and objectively in order to improve self-efficacy of the user. 
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In accordance with the elite interview findings, CAV education on privacy and cyber 

security (and beyond) is at the core of improving people’s awareness and knowledge 

about CAVs. As mentioned in section 4.4.2, user awareness of CAVs and its related risks 

including cyber security risks and privacy risks is one of the essential outcomes that can 

be achieved via education.   

5.4.4 Perceived risks (PR) 

Cyber security risk encompasses the element of risk perception that may arise through 

system failure or hacker attacks in the new vehicle technology acceptance (Viereckl et al., 

2015). Privacy as a concept proceeds on the principle of distrust toward sharing data 

(Schmidt et al., 2016) and threat of identity theft (Jordan et al., 2013).  

Notably, perceived risks (PR) differ from the actual risk. In particular, perceived risk can 

be an exaggeration or underestimation of the actual risk. Perceived risks are a 

psychological reaction measured by human cognitive skills, unlike actual risks that is 

measured by probabilities and mathematics and perceived risks rarely represent the 

actual risks (Slovic, 2010). Bruce Schneier (2006) listed five general pathologies that define 

individual’s risk perception patterns:  

a. People exaggerate spectacular but rare risks and downplay common risks. 

b. People have trouble estimating risks for anything not exactly like their normal 

situation. 

c. Personified risks are perceived to be greater than anonymous risks. 

d. People underestimate risks they willingly take and overestimate risks in situations 

they cannot control. 

e. People overestimate risks that are being talked about and remain an object of 

public scrutiny. 

Since perceived risk are not equal to actual risk, the question which arises is whether 

perceived risk is something worth investigating. As such, it is essential to understand 

people’s risk perception in relation to CAV acceptance. Also, it is important to investigate 
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what influences the mismatch between risk perception and the actual risk. Further, how 

to reduce the gap between perceived risks and the actual risks as discussed below.    

Perceived risks are mainly formed by media and word-of-mouth (WOM) (Jalilvand, 2017; 

Mutz, 1989). In cognitive development theory (Fischer, 1980), the development of 

conceptual resources depends on the information provided by the product. Similarly, 

public risk perception on CAVs is principally influenced by the media (e.g., TV, newspaper, 

internet) in modern society. Risk perception of CAVs is determined by media input since 

because the majority of the people in the society are not conversant with the CAV 

concepts as of yet. The available information about CAV associated risks would influence 

the perception of the CAV itself.  

Thus, media would directly influence risk perception of the consumer. Negative media 

coverage will most likely give negative sensory input to public’s risk perception and vice 

versa. Due to lack of experience with CAVs, the public may not be able to acquire objective 

and holistic information about CAVs, which may therefore cause information asymmetry 

(IA).  

In economics risk management research, information asymmetry highly influences 

decision making. IA refers to a situation where the involved party have different types or 

different quantity of information which failed to understand accurately the information 

that is shared (Sceral, Erkoyuncu, and Shehab, 2018). This concept was originally 

developed in economics and can subsequently be applied in studies that involve exchange 

of information. In the context of this study, media plays a major role in causing mismatch 

of perceived risk and the actual risk and it may subsequently influence end user’s decision-

making process with asymmetric information.      

The media forms and shapes public’s views thereby informing the contextual environment 

for end users’ decisions on CAV acceptance. If the media releases incorrect, unreliable, or 

inaccurate information the public risk perception of CAV could be misevaluated. When 

the public’s past experience of using CAV is absent then the users would rely on new 

information to define their perception and understanding of CAVs. 
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Perceived risks in the CAV context are understudied; few empirical studies have examined 

the cyber security and privacy risks associated with CAV acceptance. In social science 

research, individuals connect high risks with negative consequences (Slovic and Peters, 

2006). This indicates that people would negatively respond to risks in the risk adaptation 

process. For example, it was found that perceived risk is one of the determinant factors 

on acceptance of IoT devices that is susceptible to cyber security and privacy threat (Horst 

et al., 2007). They are also affected by risk characteristics, which they are not necessarily 

aware of, but act as hidden drivers in favour of or against a specific technology (Alhakami 

and Slovic, 1994; Joffe, 2003).  

The study results reveal that the PR, specifically perceived cyber security and privacy risks 

of CAVs, negatively influence perceived usefulness of CAVs (H1a), as well as the attitude 

toward using CAVs (H1d). This is consistent with many studies that examine PR under 

different context (for instance, Groot, 2018; e.g., Chen et al., 2019).  

From the elite interviews, some experts state that “people do not care about cyber 

security and privacy; what people care about is only safety.” Empirical data shows that 

people care about cyber security and privacy risks, however, most of them do not 

understand what cyber security and privacy are and how hazardous they can be. Research 

has proved that disinformation can be weaponized (Raman et al., 2020). 

In accordance with the elite interview results, increasing public awareness about cyber 

security and privacy threats and the upskilling of the end users would eliminate the gap 

between perceived risk and the actual risk. Ultimately, prioritising cyber security, privacy 

and safety from the product-development process phase is the decisive step for reducing 

CAV associated risk, and consequently lead to positive attitudes towards CAVs.     

From another point of view, media is a crucial link in the propagation of information, and 

it should be countable and reliable. Fundamentally, established policy and legislation may 

be the keys in mitigating cyber security risks and privacy threat. This point will be 

discussed later in the facilitating condition (FC) section. 
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5.4.5 Facilitating conditions (FC) 

Facilitating conditions (FC) in the study refers to the perceived data protection supports 

in the external CAV environment. In the literature section, FC was found to have a 

significant positive association with attitude toward using (ATU) in the context of pre-

service teachers' technology acceptance and perceived ease of use (PEOU) in the context 

of Web Course Tools (WebCT) acceptance. The cause-effect between FC and ATU is 

confirmed in this study and the direct causality between FC and PEOU. Particularly, this 

result implies that respondents generally should have a positive attitude if the CAV related 

resources (i.e., data being protected by the trusted governing body) are perceived as 

adequate by the users and the increased facilitating resources are likely led to higher 

user’s PEOU. Karahanna and Straub (1999) found an insignificant relationship between FC 

and PEOU in the context of e-mail adoption where FC such as the availability of training 

and support for the use of IT had no impact on PEOU or PU of the e-mail adoption. One 

possible reason for this insignificant path could be the measurement of FC in this research 

context reflected only one aspect of FC (Thompson et al., 1991). 

As mentioned earlier, the relationship between FC and attitude toward using (ATU) is 

positive and significant. This finding suggests that the enhancement of the positive 

attitude toward CAVs can be accomplished by providing adequate cyber security and 

privacy protection. Backed by the inferences of the qualitative study, it remains a 

collective responsibility of the stakeholders such as the automotive manufacturers, 

mobility service providers and legal entities to protect users from cyber threat and privacy 

breaches.   

The proposed impact of FC on PEOU was also supported by the model. Particularly, FC in 

this study refers to facilitating resources in protecting users from cyber security and 

privacy threat. The inference indicates that individuals perceive CAV’s ease to use based 

on the facilitating conditions available to them. Suggestions on this manner is to utilise 

the power of trusted voices (e.g., public authorities). Research has found that people 

would change their attitudes in an uncritical manner under the influence of the prestige 

of authority and numbers (Sherif, 1936). 
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As for the implementation aspect of facilitating end user against cyber-attacks and privacy 

breaches Government, CAV manufactures and the third-party service providers should 

introduce security standards that would affirm the cyber safety and privacy of the end 

users. Additionally, the end users should be enlightened to enable them exercise caution 

to avoid errors that may expose them to cyber threats and privacy breaches. For instance, 

the enlightenment mechanisms can come through organised campaigns, workshops, test 

drives and highlighting the cyber and privacy protection features via marketing and 

advertising. Technically, there should be comprehensive remedial mechanisms meaning 

to mitigate risks once attacks or breaches occur. This requires that CAV manufacturers 

and service providers should be ready to implement strong cyber security and privacy 

features by design into the CAV systems.   

The author is convinced that providing facilitating conditions that are perceived to be 

important to the CAV user would help building institutional trust on CAVs. Leviathan trust 

(institutional trust) is the highest in the existing trust relationships architecture21, where 

the government or a centralised authority are counted for resolving any disputes 

(Werbach, 2018) and is proved to increase using intention by other studies (Fang et al., 

2014; Guo, Lin, and Li, 2020).   

5.4.6 Theoretical implications of the multi-group analysis 

It is assumed by this study that individual’s attitudes towards CAV adoption are shaped by 

social-political values and cultural identity or background. As previous sections discussed, 

public acceptance of CAVs is influenced by the individual’s perceived usefulness, ease of 

use, self-efficacy and facilitating conditions. The objective of the multi-group analysis is to 

explore whether or not one’s gender, age and cultural background enhances or weakens 

the relationship between perceived CAVs characteristics and attitudes. 

 

21 Werbach (2018) proposed a trust architecture in the network security context, consisting of four 
architectures, namely peer-to-peer trust, Leviathan trust, intermediary trust, and blockchain security 
system enabled trust. 
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According to Fishbein’s (1963) attitude theory and McGuire’s (1973) attitude change 

theory, one’s attitude is formed on their acquired knowledge and the evaluation of the 

characteristics of the object. This type of attitude formation is classified as a bottom-up 

approach. For instance, when the attitude object is CAV adoption, public attitude 

formation may start from learning about the benefits of CAVs, the risks of CAVs, their 

difference from non-autonomous vehicles, their cost to purchase or hire. The overall 

characteristics of CAVs help to formulate and shape the attitudes as perceived by the 

public. 

In contrary to the bottom-up approach, the top-down formation of attitude (Scholderer, 

Bredahl, and Frewer, 2000) refers to an individual’s attitude that is rooted from how a 

particular value system (general attitude) would guide the deriving attitude formation for 

a particular object (Katz, 1960).  

When discussing attitudes towards technology acceptance, it has been widely held that 

the bottom-up approach can be predicted by the top-down approach of the attitude 

formation (for example, Bredahl, 2001; Frewer, Shepherd, and Sparks, 1994). This means 

that individuals who carry a particular value system will impact one’s attitude toward the 

characteristic of the object. For instance, individuals born and raised in the same 

generation share similar experiences and tend to exhibit a set of shared value systems 

(Mannheim, 1970). When it comes to attitudes towards technology, millennials for 

example, the “digital native” generation tends to embrace technology (Au-Yong-Oliveira 

et al., 2018) (top-down). In this regard, millennials tend to perceive that technology is easy 

to use which results in positive attitudes towards technology (bottom-up). 

5.4.7 Cyber security and privacy risk perception differences 

between UK and China 

The proposed hypothesis was intended to examine two issues: 

Does the perceived risk negatively affect attitude differently between UK and 

China? (H3a); 
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Does the perceived risk negatively affect intention to use differently between UK 

and China? (H3b). 

Accordingly, the two results indicate that PR negatively influences ATU and IOU. PR does 

not have a different influence on attitude across the UK and China, but it has greater 

influence on behavioural intention in China’s dataset. The above findings underline the 

need to address issues in risk perception based on the theories of attitude formation in 

CAV acceptance.    

The negative influence of PR on ATU is not statistically significant across UK and China 

(H3a). This means that the relationship between perceived ease to use and attitude 

toward using is not significantly different for China and the UK. This finding from the 

Chinese sample departs from the principle of uncertainty avoidance outlined in the 

Hofstede’s theory. A plausible explanation could be that most of the respondents in the 

Chinese sample are millennials who are less risk averse. Illustratively, the Chinese 

millennials born after the 1980s experience less levels of stress in the society in the face 

of an unknown future, unlike Hofstede’s sample where most of the participants examined 

were born in the 1960s. This is due to China’s rapid economic growth in 1980s, as shown 

in Figure 5-13 (IMF, 2019). Many studies have evidenced that risk perception and wealth 

are closely correlated (Guiso and Paiella, 2008; Pratt and Zeckhauser, 1996). When the 

environment is difficult and individuals suffer from hardship such people would be less 

risk-averse and vice versa. Therefore, millennials born and raised in a stable and 

economically developing period in China; those who did not suffer from domestic wars or 

poverty, compared to Generation X, tend to have higher willingness to take risks. 

Essentially, the willingness to take risks is not necessarily equal to actual risk tolerance (or 

ability to take risk) which is discussed in detail in section 5.4.9. 
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Figure 5-13 U.S. and Chinese GDP (PPP Basis) as a Share of Global Total: 1980-2018 (%) 

Findings support the hypothesis H3b where the negative effect between the perceived 

risk and intention to use is stronger for Chinese residents than the UK residents. This is 

perhaps due to the uncertainty avoidance cultural dimension. According to Hofstede 

(1980), individuals with lower uncertainty avoidance cultural values, for example, UK 

residents, tend to have a greater risk tolerance and a stronger tendency to take risks. 

Similarly, as mentioned in Chapter 3, the Chinese culture is less risk tolerant as compared 

to Western cultures, therefore, these results echo Hofstede’s cultural value assumption 

regarding uncertainty avoidance.  

A similar association also appears in the TPB research (Dinev et al., 2009; Tarhini et al., 

2017) around the moderating effect of uncertainty avoidance in the relationship between 

the subjective norm and behaviour intention. The proposed effect is that the subjective 

norm has a stronger impact on behaviour intention for those with high uncertainty 

avoidance cultural value. Accordingly, individuals with high uncertainty avoidance like the 

Chinese are highly influenced by their perceived risks associated with CAVs (based on the 

information disseminated by the media) as they are more wary of using CAVs.   

Another reason might be the influence from China’s one-child policy (OCP) that was 

introduced in 1979. Cameron et al. (2013) found people born under the OCP are more risk 

averse in financial investment however, this finding was not statistically significant. 
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Nevertheless, according to Brown (2014)’s longitudinal research, an only child exhibits a 

lower risk tolerance. Hence, to approach individuals with lower risk tolerance. It is 

instructive to combine factors such the high uncertainty avoidance cultural value and 

policymakers should promote the use of CAVs via credible news sources. Moreover, the 

promotion of CAVs should highlight the confidence on CAV’s cyber security and privacy 

capacities as the end user would be more concerned and aware of the cyber risks and 

privacy issues in this digital era.   

Gaining and retaining trust from the end user would be the first step for the successful 

introduction of CAVs. Governments, automotive manufacturers, and third-party service 

providers are charged with the responsibility of ensuring end-user’s cyber safety and 

privacy. This involves the joint effort from the hardware vendors, software engineers, 

telecommunications providers, automotive vendors and the industry policy makers. 

5.4.8 Gender differences: case of UK and China 

5.4.8.1 UK gender differences 

The proposed hypothesis intended to examine two issues: 

Does the perceived ease of use positively affect attitude differently between male 

and female respondents in the UK group? (H4a); 

Does the perceived risk negatively affect attitude differently between male and 

female respondents in the UK group? (H4b). 

The results indicate that the positive relationship between perceived ease to use and 

attitude to use is stronger for females than males in the UK sample. Several studies 

examined the gender differences in the relative influence of the TAM constructs on PEOU-

IOU and PU-IOU relationships. For example, Venkatesh and Morris (2000) revealed that 

perceived ease of use influences behavioural intention to use a system more strongly for 

females than it has influenced males. This is because females were found to have higher 

computer anxiety than males (Morrow-Bradley and Elliott, 1986). Since computer anxiety 
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is a known determinant of perceived ease of use (Venkatesh and Morris, 2000), higher 

computer anxiety can be expected to lead to lower perceived ease of use and in turn 

weaken the relationship between PEOU and its associated constructs. 

Research established that gender influences perceptions and the usage of the technology 

(Goh and Sun, 2014). Liu and Guo (2017) confirmed that females are comparatively more 

satisfied with the increased ease of use of the information technologies and devices as 

opposed to males. In this study, it has been confirmed by the UK dataset that perceived 

ease of use is more prominent to females than males and plays a bigger role in forming 

their attitudes regarding the use of CAVs. Based on these results, one could argue that 

highlighting the practical characteristics of CAVs when advertising or promoting CAVs 

could potentially attract more female end users than male ones. Further, female users 

might react more positively to information that connotes ease of use of CAVs as opposed 

to their male counterparts.  

The negative relationship between perceived risk and attitude toward using is similar for 

females and males in the UK sample. Various studies have reported females to be more 

sensitive to risks and have a lower risk tolerance as compared to men (Gustafsod, 1998). 

Similarly, the inference established that white people perceived lower risks as opposed to 

the people of colour (Finucane et al., 2000). However, this study could not support such a 

finding from the UK dataset group. This finding contributes to the existing literature on 

gender differences reflecting cyber security and privacy risks in CAV acceptance research. 

Male and female respondents from the UK showed that perceived risks have in both cases 

a similar influence on the attitude toward using a CAV. This implies that cyber security and 

privacy concerns affect their attitude toward using CAVs equally. Regulation, legislation 

and policy in terms of data protection measures are needed to address cyber security and 

privacy issues associated with CAVs. As such, in the process of promoting CAVs, sufficient 

emphasis should be placed on cyber security and privacy of CAVs as this would help to 

inspire and develop positive attitudes among male and female populations in the UK 

towards embracing the new technology. 
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5.4.8.2 China gender differences 

The proposed hypothesis was intended to examine two issues: 

Do the perceived risks negatively affect attitude differently between male and 

female respondents in the China group? (H5a); 

Does attitude positively affect intention to use differently between male and 

female respondents in the China group? (H5b). 

Xu and Fan (2019) found a significant relationship between individual’s risk perception 

and gender risk perception in the autonomous vehicle’s context through a web-based 

survey in China. Risk perception in this specific study consists of perceptions of road 

safety, personal information safety (privacy) and car safety.  

The negative relationship between perceived risk and attitude toward using is 

stronger for females than males in the Chinese sample of the present work. This 

finding is consistent with the traditional literature that women have higher levels of 

risks and concerns than males (Finucane et al., 2000; Gustafsod, 1998; Hulse et al., 

2018). Therefore, decision makers should understand that promoting the option of 

having control over the user’s personal data and cyber safety could potentially 

convince more females to have a positive attitude toward CAVs as opposed to the 

males. 

The positive relationship between attitude toward using and intention to use is 

stronger in females than males in the Chinese sample. This finding implies that females 

with positive attitude toward CAVs are more likely to use CAVs in the future as 

compared to males. This finding is consistent with TPB and gender research in various 

research contexts (e.g., Bagheri and Pihie, 2014; Fakhrudin, Karyanto, and Ramli, 

2018). Combining the previous finding that females are more sensitive to cyber 

security and privacy risks of CAVs in the Chinese sample, the important role of PR in 

attitude formation is more critical, as the attitude will in turn directly influence 

female’s intention of using CAVs. Perceived cyber security and privacy risks can be 
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considered to be a strong predictor of female’s CAV acceptance as evidenced by the 

Chinese dataset. 

For a similar supposition of PR-ATU, UK male and female groups differ from the 

Chinese male and female groups. This could arise because of the differences in gender 

effects across UK and China. According to Hofstede (1980), UK tends to be a feminine 

society where social gender roles are less distinct, and the gender value of the society 

insists on gender equality. A feminine society refers to a community where gender 

roles overlap and both men and women are expected to display congruent traits of 

modesty, tenderness, compromise, consensus etc. China is considered a masculine-

leaning society, where it has bigger and clearer gender differences in terms of social 

gender roles. These two different society dimensions result in different upbringing 

between males and females. Evidenced by this study, smaller gender differences, like 

those evidenced in the UK society, make attitudes on CAVs more uniform. In contrast, 

due to relatively bigger gender differences, the Chinese group showed a heterogeneity 

on the attitude forming process consistent with the distinct gender roles observable 

in a masculinity society; females tend to have greater difficulties to accept CAVs than 

men when evaluating risks as high. 

Another plausible reason for the difference in results between the Chinese and the UK 

gender groups over PR-ATU relationships might be over-confidence and under-

confidence issues in a self-reporting survey process. The Chinese gender group results 

suggest female’s perceptions are more sensitive to cyber security, privacy risks, it is, 

however, unclear whether the function of overconfidence in the male or the under-

confidence in females interfered with the results. There is significant evidence in the 

body of knowledge that in a masculine-leaning society, females tend to have a 

relatively modest self-representation style as compared to males (Kosakowska-

Berezecka et al., 2017; Wells et al., 1977). Similarly, a substantial amount of literature 

evidence outlines that overconfidence issues are more revealing in masculine cultures 

(Sanchez-Franco, 2006). This explains why gender effects were different between UK 

and China.  
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5.4.9 Generation differences between millennials and GenX 

The proposed hypothesis was intended to examine four issues: 

Does the perceived ease of use’s positive effect on intention to use differ between 

millennials and the GenX? (H6a); 

Does the perceived risk’s negative effect on attitudes differ between millennials 

and the GenX? (H6b); 

Does the self-efficacy’s positive effect on perceived ease of use differ between 

millennials and the GenX? (H6c); 

Does the perceived risk’s negative effect on intention to use differ between 

millennials and the GenX? (H6d). 

Results from this study show the positive relationship between perceived ease of use and 

attitude toward using is stronger for the generation X than millennials. This was opposite 

to the postulated hypothesis on this relationship. One plausible explanation for this is that, 

in comparison to millennials, GenX focus on the practical factors over technologies (Calvo-

Porral & Pesqueira-Sanchez, 2019). Hence, the operational characteristics of CAVs could 

potentially trigger more GenX developing positive attitudes towards CAVs. As such, effort 

should be directed towards promoting ease of use to appeal to the GenX groups, thereby 

achieve greater CAV adoption. 

The negative relationship between perceived risk and attitude toward using is stronger 

for the millennials than GenX. Similarly, the negative relationship between perceived risk 

and intention to use is stronger for the millennials than GenX (H6b, H6d). This result 

highlighted the risk averse characteristics of millennials something that is consistent with 

most of the literature (Erlam, Smythe, and Wright-St Clair, 2018; Struckell, 2019). It was 

believed that some big events millennials experienced such as 9/11, terrorism, financial 

crisis contributed to the formation of their risk perception (Kessler, 2016).  These events 

were central to inform and guide the psyche of the millennials and the GenX. It is essential 
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to outline that the millennials are more educated as compared to their predecessors 

(Burkus, 2010; Desy, Reed, and Wolanskyj, 2017). According to DOI theory, early adopters 

tend to be younger in age and more educated (Rogers, E. M., 2010). Therefore, the early 

adopters of CAVs are highly likely to be many of the millennials. Given the above 

prediction, if the CAV stakeholders aim to target millennials as early adopters, they should 

not neglect the cyber security and privacy issue because these are the strong determiners 

of CAV acceptance that are deemed particularly critical for the millennials.     

On the other hand, considering millennials do not hold vast portions of wealth or financial 

resources at present, it would be unlikely that they would form the initial customer base 

for the CAVs when they first enter the market (Steverman and Tanzi, 2020). As such, the 

author suggests that the subscription-based and shared service-based market entry 

strategy should be adopted to enable millennials and GenZ22 prospective consumers to 

access CAVs more freely because they would be the early adopters.    

It is expected that self-efficacy has a stronger influence on perceived ease of use for the 

millennials group than the GenX group. Millennials are regarded as “technologically savvy” 

because they have lived all their lives in the midst of rapid technological developments 

that allow them to accustom better to new technologies including CAVs. GenX being 

relatively older than the Millennials would be more reserved to approach the new 

technology; they could possibly approach CAVs with more caution, confusion or 

trepidation.  

Combining the H6a result with the H6c result, implies that GenX values more the ease-of-

use factor of CAVs but have less confidence in their ability to operate CAVs when 

compared to Millennials. This arises because GenX is comparatively less tech savvy as 

opposed to the Millennials rendering it difficult for them to learn how to use new 

technologies such as the CAVs. In this case, it is of the utmost importance to develop novel 

 

22 Generally, GenZ refers to people born from 1995 to 2010. 
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human machine interface tools that would enable easy to operate models in complex 

human-machine interaction scenarios.           

Another plausible reason could be the element of overconfidence in the self-reported 

survey. The traditional view is that overconfidence is more pronounced in younger people 

(Palmer, 2014), however, a number of researchers have proved the opposite to be true 

(Prims and Moore, 2017; Rorty, 1982).   

5.5 Synthesising the key lessons of the two research 

stages 

From the coverage of the literature in chapter 2 and the qualitative research findings in 

chapter 4, a basic conceptual framework was established around cyber security and 

privacy themes that needed to be addressed prior to a full-scale launch of CAVs. Chapter 

5 presented the quantitative results that modelled the causal relationships of CAV 

acceptance and how these can be generalised on different target audience of CAV users. 

The key findings from the two-phased research that has endeavoured to address the 

research questions are listed as follows: 

1. Addressing cyber security issues and privacy issues in CAVs are ranked as 

significant by both the field experts and the general public. Millennials who would 

form the largest target audience of CAV users, showed a clearly high-risk sensitivity 

to cyber security and privacy risks of CAVs;   

2. Building trust could be done through creation of awareness through campaigns, 

workshops, advertisement and test drives and via education and training;   

3. Media is the major player in influencing public opinion since it informs the public 

to either build their confidence or disparage their trust and subsequent perception 

regarding CAVs; 



218 

 

4. TAM is validated by this research. Perceived usefulness, perceived ease of use, and 

attitude toward using CAVs have been proved to be key determinants of the 

intention to use CAVs; 

5. People with higher self-efficacy are more likely to use the CAV and self-efficacy can 

be improved by education;   

6. The extension that integrated to the TAM constructs, components such as self-

efficacy, facilitating conditions and perceived risks that were inspired by the 

themes of awareness and education, legislation and safety respectively, have 

proven to be reliable predictors of CAV acceptance; 

7. This study has proved that age-related and culture related factors are relevant 

aspects for the acceptance of CAVs; 

8. Hofstede’s cultural dimension model was not fully relevant to the sample in this 

study. The Chinese sample departs from the principle of uncertainty avoidance 

outlined in the Hofstede’s theory;  

9. From the organisational perspective, providing the end-users with adequate cyber 

security and privacy protection would enhance their positive attitude toward CAVs. 

This involves the joint effort from the stakeholders such as the automotive 

manufacturers, mobility service providers and legal entities. The stakeholder’s 

efforts would increase the prospects of protecting end users from cyber-attack 

and privacy breaches;  

10. From the elite interviews, field experts expressed an urge for the general public to 

hold cyber security and privacy risks in high regard as they believe the public lacks 

the requisite awareness on the matter. The quantitative results revealed 

moderate awareness to cyber security and privacy issues of CAVs. 

Figure 5-14 shows the final process model with the combined framework identified in the 

qualitative elite interview phase and the structural model proposed in quantitative survey 

research. As such, the final framework aims to frame the human factors and the 

organisational factors in the resultant model.  
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Figure 5-14 CAV acceptance framework 

As seen above, public’s risk perception has a direct influence on the attitude toward using 

CAVs and the intention to use CAVs. In this study, the cyber security and privacy concerns 

were examined on the risk perception basis. Users’ safety may be compromised as a result 

of cyber-attack or related data breaches. The results from both research phases indicate 

that ensuring CAV’s cyber security and privacy that is user friendly, requires joint efforts 

from the government, policy makers, CAV manufacturers and third-party service 

providers.    

The author suggests that government intervention remains the ultimate avenue to 

achieve the users’ ultimate cyber safety and privacy protection. From the technical aspect 

(left side of Figure 5-14), in terms of cyber and privacy protection, legislation, industry 

standards and liabilities need to be clearly specified. If CAV’s cyber security and privacy 

business model continues like in the current unregulated market system, where the users 

bear the consequences of cyber-attack and the privacy breach, CAVs may fail in the long 

run. Consequently, CAVs’ safety advantages over conventional cars will be negated. From 

the human factor aspect (right side of Figure 5-14), awareness and education are the keys 
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to improve public’s awareness and skillsets in preventing human factor related cyber 

security and privacy losses. Accordingly, trust is built through the relationships between 

users and the specific systems (Borsci et al., 2018). In the context of this study, trust 

(middle part of Figure 5-14) before using CAVs can be built through user’s knowledge of 

CAVs, perceived CAVs’ system characteristics and the facilitations available to the user. 

The author argues that the government has a fundamental role in the introduction, 

acceptance and long-term establishment of CAVs.     

As highlighted in one of the key findings, media currently plays a major role in shaping 

public attitudes towards CAVs and as such the knowledge about CAVs will concurrently 

be shaped by the media. However, from a security perspective, misinformation and fake 

news diffused via social media have made it possible to manipulate the public (Raman et 

al., 2020). Thus, it is imperative to contemplate social media regulation. Many 

governments around the world have started to introduce policies that regulate social 

media namely Germany's NetzDG law in 2018, Australia’s Sharing of Abhorrent Violent 

Material Act in 2019, China’s cyber-police act amongst others. UK government official 

media regulator Ofcom has planned to regulate social media companies with the 

anticipation of the Online Safety Bill expected to be ready by 2021 23. Additionally, Bruce 

Schneier, one of the world’s top technology theorists proposes the enforcement of 

existing antitrust laws on social media monopolies (i.e., Google and Facebook) as an 

effective way to decentralise their influential power (Schneier, 2021).  

As shown by this study, public’s risk perception strongly influences people’s intention to 

use CAVs. However, this does not imply that the public has adequate cyber security and 

privacy knowledge regarding the consequences of the cyber security and privacy breaches 

or the basic practice in protecting themselves from cyber-attacks and personal data leaks. 

This problem can be broken down into two issues. Firstly, if the end users raised their 

 

23  UK Home Office. (2020, December 15). UK leads the way in a ‘new age of accountability’ for social media [Press release]. 

https://www.gov.uk/government/news/uk-leads-the-way-in-a-new-age-of-accountability-for-social-media 
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awareness regarding cyber risks and privacy breaches that exist and improve their 

knowledge about the potential impact on their personal and proprietary security they 

would be best placed to mitigate and remedy those risks. Additionally, they will be more 

cautious and make safer choices. Secondly, a successful education requires the 

cooperation of the educator and the learner. In the context of CAVs, cyber security and 

privacy education can fail if the user is not properly trained according to high standards in 

a way that allows him or her to understand and take on their portion of responsibility. 

Therefore, awareness must be raised, which in turn would enable a successful education 

on the public’s responsible CAV behaviour when using CAVs.  

If education fails, two major possible scenarios are likely to happen on CAVs. The first 

scenario could arise where people may capitalise on CAVs defects, weaknesses in cyber 

security and privacy risks thereby diminishing prospects of CAVs acceptance. More 

specifically, end users are not only the bearers of the cost purchased products and services, 

but also bearers of its associated risks. However, should there be security and privacy 

breaches as suggested by the extended TAM model proposed in this research, end-users 

would form a negative attitude toward CAVs thereby adversely informing their prospects 

of CAV acceptance. The second possible scenario is that if CAV acceptance is compromised 

or fails, then its introduction and long-term viability will also fail because of the climate of 

fear that could force prospective end users to question the controllable consequences of 

cyber-attacks and privacy breaches. In essence, according to the proposed model, the 

perceived risks associated with CAVs will directly influence people’s attitude toward CAV 

and intention to use. The potential dangers caused by cyber security and privacy breaches 

are huge concerns among CAV stakeholders. Thus, it is imperative to set forth the 

regulation and legislation to CAV companies requiring them to produce and provide 

standard CAVs and services, that promote and raise public’s cyber security and privacy 

awareness and education.       

Finally, based on the final model the contributions, limitations of this research and future 

research recommendations are presented in the conclusion chapter.   
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Chapter 6. Conclusion 

6.1 Introduction 

The previous two chapters presented the qualitative elite interview, the quantitative 

survey, and developed the final CAV implementation framework that draws together the 

results and recommendations from the two studies. This chapter starts with a summary 

of the research’s objectives and findings. Then, it concludes this thesis by highlighting the 

contribution of the research to the body of knowledge, identifies the existing limitations 

and gives suggestions for future areas of research stemming from this study.     

6.2 Research overview   

The aim of this study was to develop a theoretical and empirical understanding of 

attitudes towards CAV acceptance with a particular focus on the elements of cyber 

security and privacy. Based on the literature reviewed and identification of research gas 

as presented in detail in Chapter 2, the aim, objectives and research questions were 

identified as follows: 

Aim: Developing a theoretical and empirical understanding of attitudes towards CAV 

acceptance with a particular focus on the agendas of cyber security and privacy. 

Research objectives and questions: 

• Identifying and contextualising the diverse dimensions of CAV related cyber 

security and privacy breaches for the end-users from the lens of CAV experts; 

1. What types of CAV associated risks may the user face in terms of cyber 

security and privacy?  
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2. What are the key expressions of cyber security and privacy issues? 

3. What can be done to mitigate these risks? 

• Modelling the factors influencing public attitudes towards CAV acceptance;  

4. What is the suitable technology acceptance model that can be used as the 

conceptual framework to examine CAV acceptance? 

5. What are the factors affecting CAV acceptance and in what way they do so? 

6. To what extent do the determining factors influencing CAV acceptance vary 

or concur in different cultural/gender/generational contexts? 

• Proposing policy recommendations for mitigating cyber security and privacy 

concerns and advancing public acceptance for CAVs. 

7. What can policy makers do to safeguard CAVs cyber security and privacy? 

8. What can end users do to safeguard their cyber security and privacy? 

9. What can stakeholders do to ensure the acceptance and better diffusion of 

CAVs?     

The methods used and the key findings answering the research questions are briefly 

summarised in Table 6-1. 
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Research Questions Summary of findings Methods 

RQ1: CAV user is prone to 

what types of risks associated 

with CAV? 

RQ2: What are the factors 

affecting CAV acceptance and in 

what way they do so? 

RQ3: What recommendations 

are available to mitigate these 

risks. 

CAVs are more prone to data exploitation and vulnerable to cyber-attacks 

than any of their predecessors increasing the risks of privacy breaches 

and cyber security violations for their users. 

Awareness, user and vendor education, safety, responsibility, legislation, 

and trust are all critical issues that need to be addressed prior to a full-

scale launch of CAVs. 

Addressing cyber security and privacy risks in CAVs requires inter-

institutional cooperation, awareness campaigns and trials for trust-

building purposes and mandatory educational training and licensing for 

manufacturers and end-users. 

Literature review 

Semi-structured elite 

interview with field 

experts from academia, 

industry, and 

policymaking 

RQ4: What is the suitable 

technology acceptance model 

that can be used as the 

Based on the review of the literature, most of the empirical research from 

different contexts of technology arrived at similar findings that proved 

TAM as being the most robust and reliable in predicting interrelationships 

between factors and behaviour intention. Derived from the TAM and the 

interview results, it is believed that the extended TAM that consists of 

Literature review 

Qualitative results 
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conceptual framework to 

examine CAV acceptance? 

  

RQ5: What factors influence 

public’s CAV acceptance and 

what is the relationships 

between them? 

  

RQ6: To what extent do the 

determining factors influencing 

CAV acceptance vary or concur 

in different 

cultural/gender/generational 

contexts? 

three extended constructs - perceived risks, self-efficacy, and facilitating 

conditions is the most suitable conceptual framework to examine CAV 

acceptance. 

Based on the quantitative findings, perceived usefulness, perceived ease 

of use, attitude toward using, perceived risks, self-efficacy, and facilitating 

conditions have been proved to be key determinants of the intention to 

use CAVs. The causal relationship of the proposed model has been 

validated through a survey of 1162 respondents from the UK and China. 

 

This study has proved that culture related factors, gender-related factors 

and generational related factors are relevant aspects for the acceptance 

of CAVs. However, Hofstede’s cultural dimension model was not fully 

relevant to the sample in this study.  

Online survey with 

general public 
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Table 6-1 Summary of research questions, methods used and key findings. 

RQ7: What can policy makers do 

to safeguard CAVs cyber security 

and privacy? 

  

RQ8: What can end users do to 

safeguard their cyber security 

and privacy when using CAVs? 

 

 

RQ9: What can stakeholders do 

to ensure the acceptance and 

better diffusion of CAVs? 

Addressing cyber security issues and privacy issues in CAVs, set forth the 

regulation and legislation to CAV companies, regulate the media, 

promote, invest and raise public’s cyber security and privacy awareness 

and education would help to accelerate the emergence and the 

widespread use of CAVs. 

End users need to be aware, educated and empowered with two-way 

HMI communication and engagement platforms that would allow them to 

understand and address better risks (and perhaps in-real time) associated 

cyber security and privacy threats. Cyber security and privacy skill 

shortage should be dealt with pro-actively and users need to be genuinely 

involved into these efforts. 

Balanced and fair responsibility-sharing, providing and facilitating the 

end-users with adequate cyber security and privacy protection. Increase 

the communication between CAV industry and the policymakers. The 

subscription-based and service-based market entry strategy should be 

adopted to enable more millennials and GenZ prospective consumers to 

become the early adopters of CAVs. 

Combine the results 

from qualitative and 

quantitative studies 
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This two-strand sequential mixed method research consists of a qualitative elite interview 

phase and a quantitative survey phase. The quantitative research development was 

largely informed by the elite interview result and the literature. Thematic analysis was 

employed in analysing interview results in order to gain a deeper understanding from the 

field experts on the emerging CAV technologies. Structural equation modelling was 

adopted in analysing the quantitative survey in order to establish a causal model that can 

be generalised for the CAV acceptance context. This study finally provides a well-justified 

CAV acceptance framework, which combines the results identified in the elite interview 

and the survey. The CAV acceptance framework is intended to include the types of 

anticipated issues that should be addressed before the introduction of CAV, in order to 

ensure the diffusion of CAVs in a way that will be truly acceptable by the general public 

and they will not create more problems than the ones capable of solving, especially when 

it comes to cyber security and privacy. Although this framework is derived for and address 

specifically the CAVs context, it is expected to be relevant to other new technologies 

acceptance that involve human participation; therefore, the present model can inform 

eventually other more generic studies that deal with a number of other cyber physical 

systems.   

6.3 Contribution of the research 

This section provides the theoretical, practical and methodological implications of this 

study. 

6.3.1 Theoretical implications 

The core contribution of this study is to develop a conceptual framework that allows for 

better understanding of attitudes towards CAV acceptance with a specific focus on the 

agendas of cyber security and privacy. The literature review on the innovation and 

technology acceptance theory contributes to the future technology acceptance research 
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design. Additionally, this study has taken into consideration the elements of gender 

related, age related and cultural related issues and their impact on CAV acceptance. 

The extensive literature review and research design in Chapter 2 and Chapter 3 discussed 

the emergent vulnerabilities of CAVs and the existing models relating to the broader area 

of technology acceptance. It was found that there was a significantly small or limited body 

of work relating to the nexus of acceptance and policy per se. The human factors research 

for CAVs are mainly focused on their development phases, implementation including 

policy and practice, challenges and user characteristics, user opinions on CAVs referring 

to law and liability, public acceptability, attitudes, awareness, willingness to use, 

willingness to pay, and their fit with other road users like pedestrian and cyclists. Research 

on CAVs' network security vulnerabilities and privacy, breaches or risks through the lens 

of human factors is limited to date.  

This study provides theoretical contributions of the existing literature on CAV acceptance 

in relation to the privacy and cyber security agendas. The main findings of this study, 

namely the thematic framework and the CAV acceptance model, act as complementary 

frameworks that make it more generalisable to a broader innovation acceptance research 

area. More specifically, the qualitative research focused on collecting interview data from 

the field experts in CAV industry, academia, policy making entities, cyber security firms, 

has been exploratory, contributing to the interdisciplinary research design of the CAV 

diffusion research field.  

The quantitative research contributes both to theory testing and theory development. 

This empirical research tested and confirmed the causal relationship of TAM in the context 

of CAV acceptance. A new model was also developed by adding three new latent factors 

to the TAM model and these factors were identified as determinants of CAV acceptance 

when considering cyber security and privacy issues.   

Additionally, this study offers cultural, gender and generational perspectives to explore 

relationships between perceived CAVs characteristics and attitudes. It emphasises the 

role of perceived cyber security and privacy risks in influencing CAV acceptance that were 
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particularly challenging for Millennials. The nature of the sample used in this study also 

contribute to the theory in a unique way as most studies that have adopted TAM focus on 

western cultures, and there is lack of developing countries representation in testing such 

models (Teo and Noyes, 2008). Findings from this study proved that a model like TAM is 

also valid for the Chinese culture context. 

The final contribution to theory made by this research is that this is an attempt to test the 

attitude toward an innovation that has not yet entered the market; that is to say that 

people who have been surveyed were those with no prior experience with CAVs. As most 

TAM studies typically have surveyed people who have a certain level of exposure to the 

particular technology, this research validated the model for an attitude object relatively 

unknown and certainly untested from the majority of the respondents.   

6.3.2 Practical implications 

The qualitative phase of this study provided a useful framework that consisted of six 

themes which should be addressed for the policy, planning, design and manufacturing of 

CAVs before their full-scale launch. Particularly, the six-theme conceptual framework adds 

to the dialogue about what the priorities should be on CAV cyber security and privacy 

policy development. This framework may be tested, improved and extended to a broader 

IOT application research.  

The empirical findings have strategic implications that are relevant for the CAV 

manufacturers and software developers to remain vigilant against the weak cyber security 

and privacy design that may compromise the overall product. As such, they need to 

prioritise CAV’s cyber security and privacy in the product design process. For policy makers, 

it highlights the urge when crafting the regulatory regime to foster the widespread use of 

CAVs, ensure working with a wide range of stakeholders to balance the cyber security and 

privacy concerns thereby advancing caution for the CAV industries and their innovation. 

For the public sector (i.e., Departments and Ministries of Transport), they must continue 

to be advocates of CAV introduction at the first instance in trials and living labs, to close 
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the existing gap in public’s lack of awareness regarding cyber security and privacy risks. 

The transport sector should actively retrain and upskill the public by offering workshops 

and campaigns. CAV vendors should work on providing information making these vehicles 

easy to operate, convenient, safe and useful for end users. The shared use subscription 

business model on CAV sales would help to propel its sales thereby boost CAV market 

competitiveness or position thereby endearing it to the users. For the potential 

consumers and end users, they should be aware of the cyber security and privacy risks in 

the digital era and as such actively attend training that are offered by the public sector or 

their organisations.    

Although technology acceptance is researched in various contexts, the final model tends 

to cover a wide range of problems, thereby limiting the use of those stakeholders 

attempting to implement their inventions into their decision-making process. The final 

integrated model proposed by this study presented in detail some specific factors that 

need to be considered in decision-making and further explored.         

In terms of the perceived characteristics of CAVs, for example PEOU and PU, the results 

show that perceived usefulness contributes the strongest to intention to use CAVs. The 

positive relationship between perceived ease to use and attitude to use is stronger for 

females in the UK and the GenX. In this context, to attract more CAV users, promoting the 

usefulness of CAV is key. The respondents in this study have acknowledged the useful 

features that CAV could provide, like freeing drivers hands, saving time on the road, 

improved traffic efficiency and less concern with parking lots. Furthermore, ‘the ease to 

use’ characteristic is particularly in favour of generation X, it is therefore important for the 

developers to design the system in a way that is user friendly and easy to operate.    

Self-efficacy has a positive effect on perceived ease of use which was also found to be less 

influential among GenX. Therefore, training and education should be provided to the 

users on all levels of CAV operation skills and CAV related cyber and privacy safeguarding 

skills. For the current situation on how people source for cyber security protection, there 

exists a gap on official authoritative sources where the public may get adequate cyber 

security training (Rader and Wash, 2015). Public sector should focus on the nationwide 
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public cyber security training; policymakers should work together with the CAV industries 

in user’s education on this matter. Training and education work effectively in boosting 

users’ self-confidence in the use of technology which in turn increases their possibility to 

use.    

Perceived cyber security and privacy risks, facilitating conditions have also been found to 

be an important determinant construct in the attitude shaping process referring to CAV. 

This finding suggests the CAV software developers, as well as third party service providers 

need to pay attention on the cyber security design and privacy design of the system. From 

the cyber security side, it has been acknowledged by the respondents that they are 

concerned of location correlation cyber-attack. From the privacy side, public’s concerns 

include fear of their location being tracked or their identity being accessed without their 

consent or authorisation. As such it is necessary for the developers to design the privacy 

features in a manner that would restrict an unauthorised access of users’ location or data 

that may be stolen.    

Trust bridges the gap between users’ perceived CAV characteristics and their attitude and 

intention to use. Trust would be developed once the positive characteristics of CAVs are 

established such as the security of CAVs (both physical security and cyber security) and 

the available facilitating conditions of CAVs have been affirmed by the users. Backed up 

with the quantitative study results it is apparent that public acceptance depends on trust. 

Media is an instrumental player in influencing public opinion by espousing and scrutinizing 

new technologies and whose results may either break or build public trust towards those 

technologies. Similarly, disinformation and fake news diffused via social media has made 

it possible to manipulate the public. Thus, the public sector must put a closer look on 

making sure that the social media provide more accurate information. This would possibly 

help ensuring that the news about the early implementation phase of CAVs are not 

inaccurate, manipulative or misleading.          
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6.3.3 Methodological implications 

This study contributes to the research methodology by utilising thematic analysis in 

analysing field experts’ attitudes and by subsequently developing a thematic framework. 

Further, this study contributes to the technology acceptance area of research by using a 

three-step structural equation modelling approach. More specifically, exploratory factor 

analysis was applied to integrate qualitative results with the theory-based model. The 

proposed model was then confirmed using confirmative factor analysis. Lastly, a structural 

equation modelling technique was adopted to analyse the causal effect between the 

factors.     

When researchers study future technology acceptance research, a small qualitative 

sample might not generalise the result to other types of technology acceptance. Whereas 

when researchers using quantitative methods examine a large population sample, the in-

depth understanding of one important finding might be diminished. Hence, the 

combination of interview and survey data would give a more comprehensive 

understanding of the research questions than the single method. This study has approved 

the use of such a combination by accommodating both elites and the public’s voices. Not 

only the research method is generalisable to future research, the findings have provided 

a transport technology acceptance model that can also be adapt and tested in other 

transport scenarios. 

The existing literature on CAVs is primarily focused on technical, computer and 

engineering issues. There is a significantly smaller body of work referring to the nexus of 

acceptance and policy per se; there is no study that has researched or analysed qualitative 

data by reflecting on the views of CAV experts about CAVs' cyber security vulnerabilities 

and privacy breach risks. This work utilised elite interview thereby contributing to the 

existing field of CAVs’ literature uniquely. The in-depth interviews with members of the 

scientific, political, economic, or social elites provide valuable insights that could be 

critical to the exploration of a research topic may not be obvious to the general public. 

Moreover, the use of elite interviews is beneficial for the policy and planning of CAVs as 
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the emphasis of the research was on privacy and cyber security issues that may be 

unfamiliar for the average future end-user. The general public is still not adequately 

exposed to the privacy and cyber security specifics of CAVs, despite some media coverage, 

and might not have adequate knowledge, answers or sufficient understanding on the 

subject.     

As discussed in Chapter 3, a big proportion of AV acceptance studies were found to have 

an unclear theoretical framework which subsequently introduced bias in the research 

process. In other words, a fair number of the AV acceptance studies have methodological 

quality concerns. Drawing from the above reasons, this study has combined expert 

insights and a theory based conceptual framework to develop a CAV acceptance model. 

The nature of the sample used in this study contributes to the methodological implications. 

The sample comprises of voices from both field experts and general public the latter from 

two very different cultures.    

There is a limited literature that demonstrated the use of multi-group analysis (MGA) in 

SEM. This research is among a few studies that utilised the multi-group analysis technique 

in analysing the moderation effects of the structural model. The result indicates that this 

technique is useful in understanding the model constructs in depth. Moreover, this study 

has successfully demonstrated that MGA can be used in examining the effects of different 

cultures, gender, and age groups on CAV acceptance.    

Finally, a sequential mixed method approach (Creswell, 2008; Creswell and Plano Clark, 

2007; Creswell and Tashakkori, 2007) was used for data analysis. The qualitative research 

phase employed a thematic analysis approach looking in-depth at the factors that reflect 

and affect CAV acceptance related to privacy and cyber security agendas. The quantitative 

phase adopted a quantitative modelling approach to examine the extended TAM 

framework that aims to investigate factors leading to users’ adoption of CAVs. Few past 

studies have utilised both qualitative and quantitative research together (Tashakkori and 

Teddlie, 1998). Though a number of prior TAM studies utilised a quantitative data analysis 

approach, a search of the literature did not reveal TAM studies using a mixed-method 
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approach. Therefore, by utilising a sequential mixed method approach for data analysis, 

this dissertation added value to the literature by linking theory building to empirical 

evidence. Furthermore, as mixed method research is a systematic approach that considers 

the diverse agenda of a broad subject, hence, this is a rare but successful attempt using 

the mixed method in understanding CAV acceptance related research. 

6.4 Reflections and limitations  

While the first phase of study is a rigorous qualitative work, that followed a systematic 

data collection and analysis approach in line with best practice in qualitative research the 

author acknowledges that there are limitations in the author’s study. Braun and Clarke 

(2006) argue that a strong thematic analysis does not necessarily focus on following 

procedures “correctly, accurately, or reliably” or achieving a perfect consensus between 

coders. Rather, it focuses on the researcher’s reflective and thoughtful engagement with 

both the data and the analytic process. In general, the researcher agrees with Braun and 

Clarke that there is no single way of analysing the data, because it is impossible for any 

researcher to avoid ontological, epistemological and paradigmatic assumptions. Coding 

will always reflect the researcher’s philosophical standpoint and research values, while 

reliability measures only confirm that the analyst, coded the data in a meticulous way that 

was confirmed and validated by her supervisors overseeing efforts and approved by a 

prestigious journal that published the qualitative study (Liu, Nikitas, and Parkinson, 2020).  

The author has adopted the Braun and Clarke’s six-step thematic analysis approach which 

seeks to develop a fluid and recursive frame which is different from the rigid and 

structured frame that the traditional codebook approach typically uses. But at the same 

time, the use of a consistent interview guide and reliability measures to improve the 

coherence and validity of the study provide an extra layer of validity to the research. This 

was a systematic, intensive and insightful interpretative approach that reduced to a 

considerable degree inconsistencies and potential individual researcher biases. As a whole 

the work actively combined two schools of qualitative thought following the line of 
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conduct of previous well-established and regarded qualitative work (Nikitas et al., 2018, 

Nikitas et al., 2019).    

It should not be ignored that elite interviews do not necessarily represent the acceptance 

of users per se; distinctive differences of opinions are bound to exist between the two 

groups. What the elite interviewees think does not make it the case so the reader should 

be aware of the difference between our data set and the phenomena studied. The author 

also acknowledges that the elite voices reported from industry, academia and policy speak 

their own truth and are not privileged to report the unbiased universal reality. It should 

be recognised that most of the respondents being employed in senior positions in jobs 

heavily involved in one way or another with CAV-related agendas could make some of 

their opinions more prone to bias favouring CAVs. Furthermore, it should be 

acknowledged that the interview guide might not have been able to capture, despite the 

researcher’s best efforts, all the diverse dimensions of these multi-faceted phenomena 

examined meaning that some areas could still be relatively unexplored. 

The small participation of female respondents although representative of the male-

dominated field of CAVs may also generate some bias. Moreover, this study focused 

primarily on elites from the UK. The sample size (i.e., the small number of participants) 

and the qualitative nature of the study per se might restrict the generalisability of the 

qualitative findings to a much broader context. 

As for the quantitative research, there might be a range of other demographical factors 

that have not been considered by this research which may potentially influence the 

relationship differently between the constructs. For instance, a respondent’s education 

level was found to influence self-efficacy (Schunk, 1995); this was not recorded in the 

present study. 

This research has adopted a self-reported survey method in the data collection process. 

The self-reported measurement might not be able to fully reflect user’s real-life 

experience or behaviour. Like most data collection methods, self-reported assessment 

tends to be subject to response bias. For instance, respondents might over or under 
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evaluate their self-efficacy in this study due to their personal characteristics or cultural 

dynamics. Future research could mitigate or eliminate this issue by collecting longitudinal 

data on the same sample over time or use survey techniques in combination with 

experimentation or observation to validate the behavioural consistency of the 

respondents. However, it is rather natural and common to find behaviour inconsistency 

in humans, so it is therefore important for the researcher to clearly understand one’s 

research aim, and carefully choose an appropriate research method. 

Although this study incorporated three extra diverse factors in addition to the original 

TAM model, there is still abundant room for investigating other factors that may have 

strong influence on the CAV acceptance such as the price evaluation (Herrenkind et al., 

2019) or the willingness to pay (Hohenberger et al., 2017) in the context of autonomous 

vehicles. The reason as to why this research neglected price considerations is because, for 

all service-based technologies, price is always a strong factor that influences peoples’ 

decision to use. However, the author argues that the key issue is not to investigate how 

much the user is willing to pay but rather the type of billing models that are likely to be 

accepted by the users. For example, personal contract purchase (PCP) (McElvaney, Lunn, 

and McGowan, 2018), mortgage (Taltavull et al., 2011) helps to increase affordability. 

Future research can focus on developing a billing model that is suitable for a CAV 

widespread diffusion, whether or not it can be subscription-based billing model, one off 

payment model, or a bundle payment model.  

6.5 Future research 

To the best knowledge of the author, this is the first study to focus on cyber security and 

privacy concerns over CAV acceptance, and compared the attitudes towards CAVs in the 

UK and China. There are several numbers of future research ideas that could be inspired 

by this study as detailed below. 

Firstly, future research should consider gauging responses from a more balanced 

international sample. In this regard, the study should test and compare the context of 
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different countries, geographic regions and evaluate the country-specific characteristics 

of the issues associated with CAVs. The present focus on user acceptance makes it 

necessary to extend the research focus, beyond elites and their perceptions of privacy and 

cyber security and explore public opinions. Despite their limited engagement with CAVs 

the average future user may have different notions to report on this topic.        

Furthermore, the quantitative research looked to explore through the means of a 

quantitative survey, based on the themes discussed and contextualised herein, the 

general public attitudes towards CAV acceptance with a special focus on the privacy and 

cyber security issues. Future research could potentially focus on other risky aspects of CAV 

and investigate public attitudes towards them. Additionally, effort can be made to qualify 

the quantitative results themes in order to examine public attitude association.    

Moreover, it is recommended that future research employs a longitudinal design to 

investigate how public attitudes could influence behaviour intention in the actual life. 

Discussion can also open up around the self-reported behaviour and the real-life 

behaviour differences, as well as the factors that do influence such differences.  

Future research could also consider utilising other available theories in understanding CAV 

acceptance. By applying different models and theories on CAV acceptance research can 

help understand this issue at higher levels and assist the transition to a fairer, safer and 

more sustainable CAV-centric mobility paradigm.      

Finally, further research could focus on using a different research design method in 

reasoning users’ acceptance with real life experience. For instance, using experiment 

design to survey participants who have real life experience on using and operating CAVs 

and using simulation and observation to understand users’ incident response under cyber 

attach and privacy breaches scenarios.  

  



238 

 

References 

Abdullah, F., Ward, R., & Ahmed, E. (2016). Investigating the influence of the most 
commonly used external variables of TAM on students’ perceived ease of use (PEOU) 
and perceived usefulness (PU) of e-portfolios. Computers in Human Behavior, 63, 75-
90. 

Abraham, H., Lee, C., Brady, S., Fitzgerald, C., Mehler, B., Reimer, B., & Coughlin, J. F. 
(2017). Autonomous vehicles and alternatives to driving: Trust, preferences, and 
effects of age. Paper presented at the Proceedings of the Transportation Research 
Board 96th Annual Meeting (TRB'17), 

Aceto, G., Persico, V., & Pescape, A. (2019). A survey on information and communication 
technologies for industry 4.0: State-of-the-art, taxonomies, perspectives, and 
challenges. IEEE Communications Surveys & Tutorials, 21(4), 3467-3501. 

Acquisti, A. (2004). Privacy and security of personal information. Economics of information 
security (pp. 179-186) Springer. 

Adamoli, S., Di Nicola, A., Savona, E. U., & Zoffi, P. (1998). Organised crime around the 
world Heuni Helsinki. 

Adams, D. A., Nelson, R. R., & Todd, P. A. (1992). Perceived usefulness, ease of use, and 
usage of information technology: A replication. MIS Quarterly, 227-247. 

Adegoke, E. I., Zidane, J., Kampert, E., Ford, C. R., Birrell, S. A., & Higgins, M. D. (2019). 
Infrastructure Wi-Fi for connected autonomous vehicle positioning: A review of the 
state-of-the-art. Vehicular Communications, 20, 100185. 

Agag, G., & El-Masry, A. A. (2016). Understanding consumer intention to participate in 
online travel community and effects on consumer intention to purchase travel online 
and WOM: An integration of innovation diffusion theory and TAM with 
trust. Computers in Human Behavior, 60, 97-111. 

Agarwal, R., & Karahanna, E. (2000). Time flies when you're having fun: Cognitive 
absorption and beliefs about information technology usage. MIS Quarterly, 665-694. 

Agarwal, R., & Prasad, J. (1998). A conceptual and operational definition of personal 
innovativeness in the domain of information technology. Information Systems 
Research, 9(2), 204-215. 

Aguinis, H., Gottfredson, R. K., & Joo, H. (2013). Best-practice recommendations for 
defining, identifying, and handling outliers. Organizational Research Methods, 16(2), 
270-301. 

Ajzen, I. (1991). The theory of planned behavior. Organizational Behavior and Human 
Decision Processes, 50(2), 179-211. 



239 

 

Ajzen, I., & Fishbein, M. (2000). Attitudes and the attitude-behavior relation: Reasoned 
and automatic processes. European Review of Social Psychology, 11(1), 1-33. 

Alam, S. S., & Sayuti, N. M. (2011). Applying the theory of planned behavior (TPB) in halal 
food purchasing. International Journal of Commerce and Management, 

Albarracin, D., Johnson, B. T., Fishbein, M., & Muellerleile, P. A. (2001). Theories of 
reasoned action and planned behavior as models of condom use: A meta-
analysis. Psychological Bulletin, 127(1), 142. 

Aldás‐Manzano, J., Lassala‐Navarré, C., Ruiz‐Mafé, C., & Sanz‐Blas, S. (2009). The role of 
consumer innovativeness and perceived risk in online banking usage. International 
Journal of Bank Marketing, 

Alhakami, A. S., & Slovic, P. (1994). A psychological study of the inverse relationship 
between perceived risk and perceived benefit. Risk Analysis, 14(6), 1085-1096. 

Alyavina, E., Nikitas, A., & Njoya, E. T. (2020). Mobility as a service and sustainable travel 
behaviour: A thematic analysis study. Transportation Research Part F: Traffic 
Psychology and Behaviour, 73, 362-381. 

Anderson, J. M., Nidhi, K., Stanley, K. D., Sorensen, P., Samaras, C., & Oluwatola, O. A. 
(2014). Autonomous vehicle technology: A guide for policymakers Rand Corporation. 

Au, A. K., & Enderwick, P. (2000). A cognitive model on attitude towards technology 
adoption. Journal of Managerial Psychology, 

Au-Yong-Oliveira, M., Gonçalves, R., Martins, J., & Branco, F. (2018). The social impact of 
technology on millennials and consequences for higher education and 
leadership. Telematics and Informatics, 35(4), 954-963. 
doi:https://doi.org/10.1016/j.tele.2017.10.007 

Awa, H. O., Ojiabo, O. U., & Emecheta, B. C. (2015). Integrating TAM, TPB and TOE 
frameworks and expanding their characteristic constructs for e-commerce adoption 
by SMEs. Journal of Science & Technology Policy Management, 

Bada, M., Sasse, A. M., & Nurse, J. R. (2019). Cyber security awareness campaigns: Why 
do they fail to change behaviour? arXiv Preprint arXiv:1901.02672, 

Bagheri, A., & Pihie, Z. A. L. (2014). The moderating role of gender in shaping 
entrepreneurial intentions: Implications for vocational guidance. International 
Journal for Educational and Vocational Guidance, 14(3), 255-273. 

Bagloee, S. A., Tavana, M., Asadi, M., & Oliver, T. (2016). Autonomous vehicles: 
Challenges, opportunities, and future implications for transportation policies. Journal 
of Modern Transportation, 24(4), 284-303. 

Baker, S. E., & Edwards, R. (2012). How many qualitative interviews is enough. 

Bandura, A. (1986). Social foundations of thought and action. Englewood Cliffs, NJ, 1986, 
23-28. 

https://doi.org/10.1016/j.tele.2017.10.007


240 

 

Bandura, A. (2002). Social cognitive theory in cultural context. Applied Psychology, 51(2), 
269-290. 

Bandura, A. (2010). Self‐efficacy. The Corsini Encyclopedia of Psychology, 1-3. 

Bansal, P., Kockelman, K. M., & Singh, A. (2016). Assessing public opinions of and interest 
in new vehicle technologies: An austin perspective. Transportation Research Part C: 
Emerging Technologies, 67, 1-14. 

Bass, F. M. (1969). A new product growth for model consumer durables. Management 
Science, 15(5), 215-227. 

Bauer, G. S., Greenblatt, J. B., & Gerke, B. F. (2018). Cost, energy, and environmental 
impact of automated electric taxi fleets in manhattan. Environmental Science & 
Technology, 52(8), 4920-4928. 

Bauer, R. A. (1960). Consumer behavior as risk taking. Chicago, IL, 384-398. 

Benbasat, I. (2010). HCI research: Future challenges and directions. AIS Transactions on 
Human-Computer Interaction, 2(2), 1. 

Bentler, P. M. (1990). Comparative fit indexes in structural models. Psychological 
Bulletin, 107(2), 238. 

Benton, T., Cleaver, E., Featherstone, G., Kerr, D., Lopes, J., & Whitby, K. (2008). 
Citizenship education longitudinal study (CELS): Sixth annual report. Young People’s 
Civic Participation in and Beyond School: Attitudes, Intentions and Influences, 

Bevan-Dye, A. L. (2017). Addressing the ambiguity surrounding contemporary 
generational measurement parameters. Readings Book, 47. 

Biddle, C., & Schafft, K. A. (2015). Axiology and anomaly in the practice of mixed methods 
work: Pragmatism, valuation, and the transformative paradigm. Journal of Mixed 
Methods Research, 9(4), 320-334. 

Blunch, N. J. (2012). Introduction to structural equation modeling using IBM SPSS statistics 
and amos. London, England: SAGE Publications. Retrieved 
from https://international.scholarvox.com/book/88874906 

Boeglin, J. (2015). The costs of self-driving cars: Reconciling freedom and privacy with tort 
liability in autonomous vehicle regulation. Yale JL & Tech., 17, 171. 

Bollen, K. A., & Pearl, J. (2013). Eight myths about causality and structural equation 
models. Handbook of causal analysis for social research (pp. 301-328) Springer. 

Bonnefon, J., Shariff, A., & Rahwan, I. (2016). The social dilemma of autonomous 
vehicles. Science, 352(6293), 1573-1576. 

Borenstein, J., Herkert, J., & Miller, K. (2017). Self-driving cars: Ethical responsibilities of 
design engineers. IEEE Technology and Society Magazine, 36(2), 67-75. 

https://international.scholarvox.com/book/88874906


241 

 

Borsci, S., Buckle, P., Walne, S., & Salanitri, D. (2018). Trust and human factors in the 
design of healthcare technology. Paper presented at the Congress of the 
International Ergonomics Association, 207-215. 

Bou-Harb, E., Lucia, W., Forti, N., Weerakkody, S., Ghani, N., & Sinopoli, B. (2017). Cyber 
meets control: A novel federated approach for resilient cps leveraging real cyber 
threat intelligence. IEEE Communications Magazine, 55(5), 198-204. 

Braun, V., & Clarke, V. (2006). Using thematic analysis in psychology. Qualitative Research 
in Psychology, 3(2), 77-101. 

Bredahl, L. (2001). Determinants of consumer attitudes and purchase intentions with 
regard to genetically modified food–results of a cross-national survey. Journal of 
Consumer Policy, 24(1), 23-61. 

Brell, T., Philipsen, R., & Ziefle, M. (2019). sCARy! risk perceptions in autonomous driving: 
The influence of experience on perceived benefits and barriers. Risk Analysis, 39(2), 
342-357. 

Brown, J. M. (2014). Sibling position and risk attitudes: Is being an only child associated 
with a person’s risk tolerance? Journal of Financial Therapy Volume, 5(2) 

Bruin, W. B., Parker, A. M., & Fischhoff, B.Explaining adult age differences in decision-
making competence. Journal of Behavioral Decision Making, 25(4), 1-14. 

Burkus, D. (2010). Developing the next generation of leaders: How to engage millennials 
in the workplace. Leadership Advance Online, 19, 1-6. 

Burt, J. W., Muir, A. A., Piovia-Scott, J., Veblen, K. E., Chang, A. L., Grossman, J. D., & 
Weiskel, H. W. (2007). Preventing horticultural introductions of invasive plants: 
Potential efficacy of voluntary initiatives. Biological Invasions, 9(8), 909-923. 

Byrne, B. M. (2013). Structural equation modeling with mplus: Basic concepts, 
applications, and programming routledge. 

Cabinet Office. (2017). Cabinet office annual report and accounts 2016 to 2017. Retrieved 
from https://www.gov.uk/government/publications/cabinet-office-annual-report-
and-accounts-2016-to-2017 

Calvo-Porral, C., & Pesqueira-Sanchez, R. (2019). Generational differences in technology 
behaviour: Comparing millennials and generation X. Kybernetes, 

Cameron, L., Erkal, N., Gangadharan, L., & Meng, X. (2013). Little emperors: Behavioral 
impacts of china's one-child policy. Science, 339(6122), 953-957. 

Campbell, D. T., & Fiske, D. W. (1959). Convergent and discriminant validation by the 
multitrait-multimethod matrix. Psychological Bulletin, 56(2), 81. 

Cavoli, C., Phillips, B., Cohen, T., & Jones, P. (2017). Social and behavioural questions 
associated with automated vehicles A literature review. UCL Transport Institute 
January, 

https://www.gov.uk/government/publications/cabinet-office-annual-report-and-accounts-2016-to-2017
https://www.gov.uk/government/publications/cabinet-office-annual-report-and-accounts-2016-to-2017


242 

 

Chang, A. L., Grossman, J. D., Spezio, T. S., Weiskel, H. W., Blum, J. C., Burt, J. W., Grosholz, 
E. D. (2009). Tackling aquatic invasions: Risks and opportunities for the aquarium fish 
industry. Biological Invasions, 11(4), 773-785. 

Chau, P. Y., Cole, M., Massey, A. P., Montoya-Weiss, M., & O'Keefe, R. M. (2002). Cultural 
differences in the online behavior of consumers. Communications of the 
ACM, 45(10), 138-143. 

Chehri, A., & Mouftah, H. T. (2019). Autonomous vehicles in the sustainable cities, the 
beginning of a green adventure. Sustainable Cities and Society, 51, 101751. 

Chen, H., & Yan, D. (2019). Interrelationships between influential factors and behavioral 
intention with regard to autonomous vehicles. International Journal of Sustainable 
Transportation, 13(7), 511-527. 

Chen, P., Chang, C., Su, C., Chao, C., & Ko, C. (2019). Factors influencing the adoption of 
cloud telehealth systems based on the TAM and perceived risk. JApSc, 19(7), 629-
636. 

Cheung, G. W., & Rensvold, R. B. (2002). Evaluating goodness-of-fit indexes for testing 
measurement invariance. Structural Equation Modeling, 9(2), 233-255. 

Chikaraishi, M., Khan, D., Yasuda, B., & Fujiwara, A. (2020). Risk perception and social 
acceptability of autonomous vehicles: A case study in hiroshima, japan. Transport 
Policy, 

Chivu-Draghia, C., & Antoce, A. O. (2016). Consumer preferences regarding sources of 
information and use of technology for wine selection-a survey of millennials and 
generation X sample in romania. Scientific Papers: Management, Economic 
Engineering in Agriculture & Rural Development, 16(2) 

Chris Hutching. (2018, June 21,). Driverless shuttle company signs $20m deal with 
chinese. Stuff Retrieved 
from https://www.stuff.co.nz/business/104824042/driverless-shuttle-company-
signs-20m-production-deal-with-chinese 

Christiansen, B., & Piekarz, A. (2018). Global cyber security labor shortage and 
international business risk IGI Global. 

Clark, B., Parkhurst, G., & Ricci, M. (2016a). Introducing driverless cars to UK roads. 

Clark, B., Parkhurst, G., & Ricci, M. (2016b). Understanding the socioeconomic adoption 
scenarios for autonomous vehicles: A literature review. 

Clements, L. M., & Kockelman, K. M. (2017). Economic effects of automated 
vehicles. Transportation Research Record, 2606(1), 106-114. 

Cohen, S. A., & Hopkins, D. (2019). Autonomous vehicles and the future of urban 
tourism. Annals of Tourism Research, 74, 33-42. 

Collingwood, L. (2017). Privacy implications and liability issues of autonomous 
vehicles. Information & Communications Technology Law, 26(1), 32-45. 

https://www.stuff.co.nz/business/104824042/driverless-shuttle-company-signs-20m-production-deal-with-chinese
https://www.stuff.co.nz/business/104824042/driverless-shuttle-company-signs-20m-production-deal-with-chinese


243 

 

Compeau, D. R., & Higgins, C. A. (1995). Computer self-efficacy: Development of a 
measure and initial test. MIS Quarterly, 189-211. 

Costello, A. B., & Osborne, J. (2005). Best practices in exploratory factor analysis: Four 
recommendations for getting the most from your analysis. Practical Assessment, 
Research, and Evaluation, 10(1), 7. 

Crawford, J. D., & Stankov, L. (1996). Age differences in the realism of confidence 
judgements: A calibration study using tests of fluid and crystallized 
intelligence. Learning and Individual Differences, 8(2), 83-103. 

Crayton, T. J., & Meier, B. M. (2017). Autonomous vehicles: Developing a public health 
research agenda to frame the future of transportation policy. Journal of Transport & 
Health, 6, 245-252. 

Creswell, J. W., & Clark, V. L. P. (2017). Designing and conducting mixed methods 
research Sage publications. 

Creswell, J. W., Klassen, A. C., Plano Clark, V. L., & Smith, K. C. (2011). Best practices for 
mixed methods research in the health sciences. Bethesda (Maryland): National 
Institutes of Health, 2013, 541-545. 

Cronbach, L. J. (1951). Coefficient alpha and the internal structure of 
tests. Psychometrika, 16(3), 297-334. 

Crow, G., & Wiles, R. (2008). Managing anonymity and confidentiality in social research: 
The case of visual data in community research. 

Crowley, S. L., & Fan, X. (1997). Structural equation modeling: Basic concepts and 
applications in personality assessment research. Journal of Personality 
Assessment, 68(3), 508-531. 

Cunningham, M. S. (1967). The major dimensions of perceived risk. Risk Taking and 
Information Handling in Consumer Behavior, 

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of 
information technology. MIS Quarterly, 319-340. 

Davis, F. D., Bagozzi, R. P., & Warshaw, P. R. (1989). User acceptance of computer 
technology: A comparison of two theoretical models. Management Science, 35(8), 
982-1003. Retrieved from http://www.jstor.org/stable/2632151 

Daziano, R. A., Sarrias, M., & Leard, B. (2017). Are consumers willing to pay to let cars drive 
for them? analyzing response to autonomous vehicles. Transportation Research Part 
C: Emerging Technologies, 78, 150-164. 

Deb, S., Rahman, M. M., Strawderman, L. J., & Garrison, T. M. (2018). Pedestrians’ 
receptivity toward fully automated vehicles: Research review and roadmap for future 
research. IEEE Transactions on Human-Machine Systems, 48(3), 279-290. 

Deb, S., Strawderman, L., Carruth, D. W., DuBien, J., Smith, B., & Garrison, T. M. (2017). 
Development and validation of a questionnaire to assess pedestrian receptivity 

http://www.jstor.org/stable/2632151


244 

 

toward fully autonomous vehicles. Transportation Research Part C: Emerging 
Technologies, 84, 178-195. 

Department for Digital, Culture, Media & Sport. (2018, July 23,). Details of the 
government’s approach to ensure that the UK is at the forefront of 
5G. Gov.Uk Retrieved from https://www.gov.uk/government/collections/5g-
testbeds-and-trials-programme 

Department for Transport. (2017, August 6,). Principles of cyber security for connected 
and automated vehicles. Gov.Uk Retrieved 
from https://www.gov.uk/government/publications/principles-of-cyber-security-
for-connected-and-automated-vehicles 

Desy, J. R., Reed, D. A., & Wolanskyj, A. P. (2017). Milestones and millennials: A perfect 
pairing—competency-based medical education and the learning preferences of 
generation Y. Paper presented at the Mayo Clinic Proceedings, 92(2) 243-250. 

Dhar, V. (2016). Equity, safety, and privacy in the autonomous vehicle 
era. Computer, 49(11), 80-83. 

Dhillon, B. S. (2007). Human reliability and error in transportation systems Springer 
Science & Business Media. 

Di Pietro, L., Mugion, R. G., Mattia, G., Renzi, M. F., & Toni, M. (2015). The integrated 
model on mobile payment acceptance (IMMPA): An empirical application to public 
transport. Transportation Research Part C: Emerging Technologies, 56, 463-479. 

Dinev, T., Goo, J., Hu, Q., & Nam, K. (2009). User behaviour towards protective information 
technologies: The role of national cultural differences. Information Systems 
Journal, 19(4), 391-412. 

Dominic, D., Chhawri, S., Eustice, R. M., Ma, D., & Weimerskirch, A. (2016). Risk 
assessment for cooperative automated driving. Paper presented at the Proceedings 
of the 2nd ACM Workshop on Cyber-Physical Systems Security and Privacy, 47-58. 

Douglas, M. (2003). Risk acceptability according to the social sciences Psychology Press. 

Downs Jr, G. W., & Mohr, L. B. (1976). Conceptual issues in the study of 
innovation. Administrative Science Quarterly, 700-714. 

Drechsler, L., & Benito Sánchez, J. C. (2018). The price is (not) right: Data protection and 
discrimination in the age of pricing algorithms. European Journal of Law and 
Technology, 9(3) 

Drew, H. (2014). Overcoming barriers: Qualitative interviews with german 
elites. Electronic Journal of Business Research Methods, 12(2) 

Du, N., Haspiel, J., Zhang, Q., Tilbury, D., Pradhan, A. K., Yang, X. J., & Robert Jr, L. P. (2019). 
Look who’s talking now: Implications of AV’s explanations on driver’s trust, AV 
preference, anxiety and mental workload. Transportation Research Part C: Emerging 
Technologies, 104, 428-442. 

https://www.gov.uk/government/collections/5g-testbeds-and-trials-programme
https://www.gov.uk/government/collections/5g-testbeds-and-trials-programme
https://www.gov.uk/government/publications/principles-of-cyber-security-for-connected-and-automated-vehicles
https://www.gov.uk/government/publications/principles-of-cyber-security-for-connected-and-automated-vehicles


245 

 

Dwivedi, Y. K., Rana, N. P., Chen, H., & Williams, M. D. (2011). A meta-analysis of the 
unified theory of acceptance and use of technology (UTAUT). Paper presented at 
the IFIP International Working Conference on Governance and Sustainability in 
Information Systems-Managing the Transfer and Diffusion of It, 155-170. 

Edwards, J. K., Cole, S. R., & Westreich, D. (2015). All your data are always missing: 
Incorporating bias due to measurement error into the potential outcomes 
framework. International Journal of Epidemiology, 44(4), 1452-1459. 

Ekman, F., Johansson, M., Bligård, L., Karlsson, M., & Strömberg, H. (2019). Exploring 
automated vehicle driving styles as a source of trust information. Transportation 
Research Part F: Traffic Psychology and Behaviour, 65, 268-279. 

Eling, M., & Lehmann, M. (2018). The impact of digitalization on the insurance value chain 
and the insurability of risks. The Geneva Papers on Risk and Insurance-Issues and 
Practice, 43(3), 359-396. 

Enders, C. K. (2003). Using the expectation maximization algorithm to estimate coefficient 
alpha for scales with item-level missing data. Psychological Methods, 8(3), 322. 

Engel, J. F., Blackwell, R. D., & Miniard, P. W. (1995). Consumer behavior (8th ed.). London; 
Fort Worth: Dryden. 

Engel, J. F., Kollat, D. T., & Roger, D. (1973). Blackwell, consumer behavior. New York, 

Erlam, G., Smythe, L., & Wright-St Clair, V. (2018). Action research and millennials: 
Improving pedagogical approaches to encourage critical thinking. Nurse Education 
Today, 61, 140-145. 

Ernst, C. H., & Reinelt, P. (2017). Autonomous car acceptance: Safety vs. personal driving 
enjoyment. 

Concerning measures for a high common level of security of network and information 
systems 
across the union, (2016). Retrieved from https://eur-lex.europa.eu/legal-
content/EN/TXT/PDF/?uri=CELEX:32016L1148&rid=1 

Faber, J., & Fonseca, L. M. (2014). How sample size influences research outcomes. Dental 
Press Journal of Orthodontics, 19(4), 27-29. 

Facer, K. (2011). Learning futures: Education, technology and social change Taylor & 
Francis. 

Fagnant, D. J., & Kockelman, K. (2015). Preparing a nation for autonomous vehicles: 
Opportunities, barriers and policy recommendations. Transportation Research Part 
A: Policy and Practice, 77, 167-181. 

Fagnant, D. J., & Kockelman, K. M. (2014). The travel and environmental implications of 
shared autonomous vehicles, using agent-based model scenarios. Transportation 
Research Part C: Emerging Technologies, 40, 1-13. 

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L1148&rid=1
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L1148&rid=1


246 

 

Faisal, A., Kamruzzaman, M., Yigitcanlar, T., & Currie, G. (2019). Understanding 
autonomous vehicles. Journal of Transport and Land Use, 12(1), 45-72. 

Fakhrudin, I. A., Karyanto, P., & Ramli, M. (2018). Behavioral intention and its relationship 
with gender: A study of green school students in surakarta, indonesia. Paper 
presented at the Journal of Physics: Conference Series, 1022(1) 012043. 

Fang, Y., Qureshi, I., Sun, H., McCole, P., Ramsey, E., & Lim, K. H. (2014). Trust, satisfaction, 
and online repurchase intention. Mis Quarterly, 38(2), 407-A9. 

Fesmire, S. (2003). John dewey and moral imagination: Pragmatism in ethics Indiana 
University Press. 

Finucane, M. L., Slovic, P., Mertz, C. K., Flynn, J., & Satterfield, T. A. (2000). Gender, race, 
and perceived risk: The'white male'effect. Health, Risk & Society, 2(2), 159-172. 

Fischer, K. W. (1980). A theory of cognitive development: The control and construction of 
hierarchies of skills. Psychological Review, 87(6), 477. 

Fishbein, M. (1963). An investigation of the relationships between beliefs about an object 
and the attitude toward that object. Human Relations, 16(3), 233-239. 

Fishbein, M., & Ajzen, I. (1975). Intention and behavior: An introduction to theory and 
research. 

Fishbein, M., Jaccard, J., Davidson, A. R., Ajzen, I., & Loken, B. (1980). Predicting and 
understanding family planning behaviors. Understanding attitudes and predicting 
social behavior Prentice Hall. 

Forbes. (2010). Women and the automotive industry. Retrieved 
from https://www.forbes.com/2010/05/18/women-auto-industry-influence-forbes-
woman-leadership-car-dealers.html?sh=7c9f408c2e7d 

Fornell, C., & Larcker, D. F. (1981). No title. Structural Equation Models with Unobservable 
Variables and Measurement Error: Algebra and Statistics, 

Forrest, D. (2007). Culture is not static. Mail & Guardian, January, 26, 11. 

Forstmeier, W., Wagenmakers, E., & Parker, T. H. (2017). Detecting and avoiding likely 
false‐positive findings–a practical guide. Biological Reviews, 92(4), 1941-1968. 

Fraedrich, E., & Lenz, B. (2016). Societal and individual acceptance of autonomous 
driving. Autonomous driving (pp. 621-640) Springer. 

Fraiji, Y., Azzouz, L. B., Trojet, W., & Saidane, L. A. (2018). Cyber security issues of internet 
of electric vehicles. Paper presented at the 2018 IEEE Wireless Communications and 
Networking Conference (WCNC), 1-6. 

Frewer, L. J., Howard, C., & Shepherd, R. (1998). Understanding public attitudes to 
technology. Journal of Risk Research, 1(3), 221-235. 

https://www.forbes.com/2010/05/18/women-auto-industry-influence-forbes-woman-leadership-car-dealers.html?sh=7c9f408c2e7d
https://www.forbes.com/2010/05/18/women-auto-industry-influence-forbes-woman-leadership-car-dealers.html?sh=7c9f408c2e7d


247 

 

Frewer, L. J., Shepherd, R., & Sparks, P. (1994). Biotechnology and food production. British 
Food Journal, 

Frisch, R., & Waugh, F. V. (1933). Partial time regressions as compared with individual 
trends. Econometrica: Journal of the Econometric Society, 387-401. 

Gambs, S., Killijian, M., Roy, M., & Traoré, M. (2014). PROPS: A privacy-preserving location 
proof system. Paper presented at the 2014 IEEE 33rd International Symposium on 
Reliable Distributed Systems, 1-10. 

García-Llorente, M., Martín-López, B., González, J. A., Alcorlo, P., & Montes, C. (2008). 
Social perceptions of the impacts and benefits of invasive alien species: Implications 
for management. Biological Conservation, 141(12), 2969-2983. 

Gay, B., & Weaver, S. (2011). Theory building and paradigms: A primer on the nuances of 
theory construction. American International Journal of Contemporary Research, 1(2), 
24-32. 

Gazette, H.Terminology and etymology. 

Gefen, D., & Straub, D. W. (1997). Gender differences in the perception and use of e-mail: 
An extension to the technology acceptance model. MIS Quarterly, 389-400. 

George, D., & Mallery, P. (2010). SPSS for windows step by step. A simple study guide and 
reference (10. baskı). GEN, Boston, MA: Pearson Education, Inc, 

Geroliminis, N. (2015). Cruising-for-parking in congested cities with an MFD 
representation. Economics of Transportation, 4(3), 156-165. 

Ghazizadeh, M., Peng, Y., Lee, J. D., & Boyle, L. N. (2012). Augmenting the technology 
acceptance model with trust: Commercial drivers’ attitudes towards monitoring and 
feedback. Paper presented at the Proceedings of the Human Factors and Ergonomics 
Society Annual Meeting, 56(1) 2286-2290. 

Gillespie, M. (2016). Shifting automotive landscapes: Privacy and the right to travel in the 
era of autonomous motor vehicles. Wash.UJL & Pol'Y, 50, 147. 

Giraldo, J., Sarkar, E., Cardenas, A. A., Maniatakos, M., & Kantarcioglu, M. (2017). Security 
and privacy in cyber-physical systems: A survey of surveys. IEEE Design & Test, 34(4), 
7-17. 

Glancy, D. J. (2012). Privacy in autonomous vehicles. Santa Clara L.Rev., 52, 1171. 

Goggin, G. (2019). Disability, connected cars, and communication. International Journal of 
Communication (19328036), 13 

Goh, T., & Sun, S. (2014). Exploring gender differences in islamic mobile banking 
acceptance. Electronic Commerce Research, 14(4), 435-458. 

Gössling, S., Cohen, S. A., & Hares, A. (2016). Inside the black box: EU policy officers' 
perspectives on transport and climate change mitigation. Journal of Transport 
Geography, 57, 83-93. 



248 

 

Greene, J. C., Caracelli, V. J., & Graham, W. F. (1989). Toward a conceptual framework for 
mixed-method evaluation designs. Educational Evaluation and Policy Analysis, 11(3), 
255-274. 

Greene, J. C., & Hall, J. N. (2010). Dialectics and pragmatism: Being of 
consequence. Handbook of Mixed Methods in Social and Behavioral Research, 119-
144. 

Gregan-Paxton, J., & John, D. R. (1997). Consumer learning by analogy: A model of internal 
knowledge transfer. Journal of Consumer Research, 24(3), 266-284. 

Grewal, R., Cote, J. A., & Baumgartner, H. (2004). Multicollinearity and measurement error 
in structural equation models: Implications for theory testing. Marketing 
Science, 23(4), 519-529. 

Grimm, P. (2010). Social desirability bias. Wiley International Encyclopedia of Marketing, 

Groot, S. (2018). Effect of perceived risks, naturalness, usefulness and ease of use on the 
consumer acceptance of 3D food printing. 

Guiso, L., & Paiella, M. (2008). Risk aversion, wealth, and background risk. Journal of the 
European Economic Association, 6(6), 1109-1150. 

Guo, J., Lin, J., & Li, L. (2020). Building users’ intention to participate in a sharing economy 
with institutional and calculative mechanisms: An empirical investigation of DiDi in 
china. Information Technology for Development, 1-25. 

Gürhan-Canli, Z., & Batra, R. (2004). When corporate image affects product evaluations: 
The moderating role of perceived risk. Journal of Marketing Research, 41(2), 197-
205. 

Gustafsod, P. E. (1998). Gender differences in risk perception: Theoretical and 
methodological erspectives. Risk Analysis, 18(6), 805-811. 

Hafner, R. J., Walker, I., & Verplanken, B. (2017). Image, not environmentalism: A 
qualitative exploration of factors influencing vehicle purchasing 
decisions. Transportation Research Part A: Policy and Practice, 97, 89-105. 

Hair, J. F., Black, W. C., Babin, B. J., Anderson, R. E., & Tatham, R. L. (1998). Multivariate 
data analysis Prentice hall Upper Saddle River, NJ. 

Hair, J. F.,Jr, Black, W. C., Babin, B. J., & Anderson, R. E. (2018). Multivariate data 
analysis (Eighth ed.). Andover; Australia: Cengage Learning. 

Hancock, G. R., & Liu, M. (2012). Bootstrapping standard errors and data-model fit 
statistics in structural equation modeling. 

Hancock, G. R., & Mueller, R. O. (2013). Structural equation modeling: A second course Iap. 

Harris, C. R., & Jenkins, M. (2006). Gender differences in risk assessment: Why do women 
take fewer risks than men? 



249 

 

Hassani, I. B., Chroqui, R., Chafik, O., Talea, M., & Ouiddad, A. Adoption of information 
systems throught innovation diffusion theory and technology acceptance model: 
Systematic literature review. Strategy Management Logistics, 1(2) 

Heard, B. R., Taiebat, M., Xu, M., & Miller, S. A. (2018). Sustainability implications of 
connected and autonomous vehicles for the food supply chain. Resources, 
Conservation and Recycling, 128, 22-24. 

Herrenkind, B., Brendel, A. B., Nastjuk, I., Greve, M., & Kolbe, L. M. (2019). Investigating 
end-user acceptance of autonomous electric buses to accelerate 
diffusion. Transportation Research Part D: Transport and Environment, 74, 255-276. 

Herrenkind, B., Nastjuk, I., Brendel, A. B., Trang, S., & Kolbe, L. M. (2019). Young people’s 
travel behavior – using the life-oriented approach to understand the acceptance of 
autonomous driving. Transportation Research Part D: Transport and 
Environment, 74, 214-233. doi:https://doi-
org.libaccess.hud.ac.uk/10.1016/j.trd.2019.07.023 

Hess, D. J. (2020). Incumbent-led transitions and civil society: Autonomous vehicle policy 
and consumer organizations in the United States. Technological Forecasting and 
Social Change, 151, 119825. 

Hevelke, A., & Nida-Rümelin, J. (2015). Responsibility for crashes of autonomous vehicles: 
An ethical analysis. Science and Engineering Ethics, 21(3), 619-630. 

Hillier, P., Wright, B., & Damen, P. (2015). Readiness for self-driving vehicles in australia. 
Paper presented at the Workshop Report, February, ARRB Group Ltd. Retrieved from 
Http://Advi. Org. Au/Wp-Content/Uploads/2016/04/Workshop-Report-Readiness-
for-Self-Driving-Vehicles-in-Australia. Pdf, 

Hofstede, G. (1980). Culture and organizations. International Studies of Management & 
Organization, 10(4), 15-41. 

Hofstede, G. (1991). Empirical models of cultural differences. 

Hofstede, G. (2011). Dimensionalizing cultures: The hofstede model in context. Online 
Readings in Psychology and Culture, 2(1), 2307-0919.1014. 

Hofstede, G., & Minkov, M. (2010). Long-versus short-term orientation: New 
perspectives. Asia Pacific Business Review, 16(4), 493-504. 

Hohenberger, C., Spörrle, M., & Welpe, I. M. (2016). How and why do men and women 
differ in their willingness to use automated cars? the influence of emotions across 
different age groups. Transportation Research Part A: Policy and Practice, 94, 374-
385. 

Hohenberger, C., Spörrle, M., & Welpe, I. M. (2017). Not fearless, but self-enhanced: The 
effects of anxiety on the willingness to use autonomous cars depend on individual 
levels of self-enhancement. Technological Forecasting and Social Change, 116, 40-52. 

https://doi-org.libaccess.hud.ac.uk/10.1016/j.trd.2019.07.023
https://doi-org.libaccess.hud.ac.uk/10.1016/j.trd.2019.07.023


250 

 

Hörl, S., Ciari, F., & Axhausen, K. W. (2016). Recent perspectives on the impact of 
autonomous vehicles. Arbeitsberichte Verkehrs-Und Raumplanung, 1216 

Horst, M., Kuttschreuter, M., & Gutteling, J. M. (2007). Perceived usefulness, personal 
experiences, risk perception and trust as determinants of adoption of e-government 
services in the netherlands. Computers in Human Behavior, 23(4), 1838-1852. 

House, W. (2010). Executive office of the president. (2010). National Security Strategy, 

Howard, D., & Dai, D. (2014). Public perceptions of self-driving cars: The case of berkeley, 
california. Paper presented at the Transportation Research Board 93rd Annual 
Meeting, 14(4502) 1-16. 

Hoyle, R. H. (2012). Handbook of structural equation modeling Guilford press. 

Hsu, C., Lee, M., & Su, C. (2013). The role of privacy protection in healthcare information 
systems adoption. Journal of Medical Systems, 37(5), 9966. 

Hulse, L. M., Xie, H., & Galea, E. R. (2018). Perceptions of autonomous vehicles: 
Relationships with road users, risk, gender and age. Safety Science, 102, 1-13. 

Igbaria, M., & Iivari, J. (1995). The effects of self-efficacy on computer 
usage. Omega, 23(6), 587-605. 

Igbaria, M., Zinatelli, N., Cragg, P., & Cavaye, A. L. (1997). Personal computing acceptance 
factors in small firms: A structural equation model. MIS Quarterly, 279-305. 

IMF. (2019). World economic outlook, april 2019: Growth slowdown, precarious recovery. 

Islam, A. N., Azad, N., Mäntymäki, M., & Islam, S. S. (2014). TAM and E-learning adoption: 
A philosophical scrutiny of TAM, its limitations, and prescriptions for E-learning 
adoption research. Paper presented at the Conference on E-Business, E-Services and 
E-Society, 164-175. 

Jackson, D. L. (2003). Revisiting sample size and number of parameter estimates: Some 
support for the N: Q hypothesis. Structural Equation Modeling, 10(1), 128-141. 

Jalilvand, M. R. (2017). Word-of-mouth vs. mass media: Their contributions to destination 
image formation. Anatolia, 28(2), 151-162. 

Sillars, J. (2021, March 18,). COVID-19: Ocado eyes tech growth as online grocery sales 
boom during pandemic. Sky News Retrieved from https://news.sky.com/story/covid-
19-ocado-eyes-tech-growth-as-online-grocery-sales-boom-during-pandemic-
12249627 

Jansson, J. (2011). Consumer eco‐innovation adoption: Assessing attitudinal factors and 
perceived product characteristics. Business Strategy and the Environment, 20(3), 
192-210. 

Jaremba, U., & Mak, E. (2014). Interviewing judges in the transnational context. Law and 
Method, 2014(2) 

https://news.sky.com/story/covid-19-ocado-eyes-tech-growth-as-online-grocery-sales-boom-during-pandemic-12249627
https://news.sky.com/story/covid-19-ocado-eyes-tech-growth-as-online-grocery-sales-boom-during-pandemic-12249627
https://news.sky.com/story/covid-19-ocado-eyes-tech-growth-as-online-grocery-sales-boom-during-pandemic-12249627


251 

 

Jin, C. (2014). Adoption of e-book among college students: The perspective of an 
integrated TAM. Computers in Human Behavior, 41, 471-477. 

Jing, P., Xu, G., Chen, Y., Shi, Y., & Zhan, F. (2020). The determinants behind the acceptance 
of autonomous vehicles: A systematic review. Sustainability, 12(5), 1719. 

Joffe, H. (2003). Risk: From perception to social representation. British Journal of Social 
Psychology, 42(1), 55-73. 

Johnson, R. B., Onwuegbuzie, A. J., & Turner, L. A. (2007). Toward a definition of mixed 
methods research. Journal of Mixed Methods Research, 1(2), 112-133. 

Jordan, G., Leskovar, R., & Marič, M. (2018). Impact of fear of identity theft and perceived 
risk on online purchase intention. Organizacija, 51(2), 146-155. 

Jöreskog, K. G. (1969). A general approach to confirmatory maximum likelihood factor 
analysis. Psychometrika, 34(2), 183-202. 

Jöreskog, K. G., & Sörbom, D. (1989). LISREL 7: A guide to the program and 
applications Spss. 

Junglas, I. A., Johnson, N. A., & Spitzmüller, C. (2008). Personality traits and concern for 
privacy: An empirical study in the context of location-based services. European 
Journal of Information Systems, 17(4), 387-402. 

Kaiser, H. F. (1970). A second generation little jiffy. Psychometrika, 35(4), 401-415. 

Kane, M., & Whitehead, J. (2017). How to ride transport disruption–a sustainable 
framework for future urban mobility. Australian Planner, 54(3), 177-185. 

Kaplan, D. (2008). Structural equation modeling: Foundations and extensions Sage 
Publications. 

Kapser, S., & Abdelrahman, M. (2020). Acceptance of autonomous delivery vehicles for 
last-mile delivery in germany – extending UTAUT2 with risk 
perceptions. Transportation Research Part C: Emerging Technologies, 111, 210-225. 
doi:https://doi.org/10.1016/j.trc.2019.12.016 

Karahanna, E., & Straub, D. W. (1999). The psychological origins of perceived usefulness 
and ease-of-use. Information & Management, 35(4), 237-250. 

Karnouskos, S., & Kerschbaum, F. (2017). Privacy and integrity considerations in 
hyperconnected autonomous vehicles. Proceedings of the IEEE, 106(1), 160-170. 

Kashevnik, A., Ponomarev, A., & Krasov, A. (2020). Human-computer threats classification 
in intelligent transportation systems. Paper presented at the 2020 26th Conference 
of Open Innovations Association (FRUCT), 151-157. 

Katz, D. (1960). The functional approach to the study of attitudes. Public Opinion 
Quarterly, 24(2), 163-204. 

https://doi.org/10.1016/j.trc.2019.12.016


252 

 

Kaur, K., & Rampersad, G. (2018). Trust in driverless cars: Investigating key factors 
influencing the adoption of driverless cars. Journal of Engineering and Technology 
Management, 48, 87-96. 

Kavanagh, C. (2019). New tech, new threats, and new governance challenges: An 
opportunity to craft smarter responses? Carnegie Endowment for International 
Peace. 

Kelarestaghi, K. B., Foruhandeh, M., Heaslip, K., & Gerdes, R. (2018). Vehicle security: Risk 
assessment in transportation. arXiv Preprint arXiv:1804.07381, 

Kervick, A. A., Hogan, M. J., O’Hora, D., & Sarma, K. M. (2015). Testing a structural model 
of young driver willingness to uptake smartphone driver support systems. Accident 
Analysis & Prevention, 83, 171-181. doi:https://doi.org/10.1016/j.aap.2015.07.023 

Keselman, H. J., Huberty, C. J., Lix, L. M., Olejnik, S., Cribbie, R. A., Donahue, B., Keselman, 
J. C. (1998). Statistical practices of educational researchers: An analysis of their 
ANOVA, MANOVA, and ANCOVA analyses. Review of Educational Research, 68(3), 
350-386. 

Kessler, A. N. (2016). Retaining the nonretainable: A correlational exploration of work 
centrality and turnover among the millennial workforce. Retaining the 
Nonretainable: A Correlational Exploration of Work Centrality and Turnover among 
the Millennial Workforce, 

Khatoun, R., & Zeadally, S. (2017). Cybersecurity and privacy solutions in smart cities. IEEE 
Communications Magazine, 55(3), 51-59. 

Klaus Schwab. (2019). The global competitiveness report 2019. Retrieved 
from http://www3.weforum.org/docs/WEF_TheGlobalCompetitivenessReport2019.
pdf 

Kleinberg, J., Ludwig, J., Mullainathan, S., & Sunstein, C. R. (2018). Discrimination in the 
age of algorithms. Journal of Legal Analysis, 10 

Kline, R. B. (2011). Convergence of structural equation modeling and multilevel 
modeling na. 

Kline, R. B. (2015). Principles and practice of structural equation modeling Guilford 
publications. 

Kokolakis, S. (2017). Privacy attitudes and privacy behaviour: A review of current research 
on the privacy paradox phenomenon. Computers & Security, 64, 122-134. 

Koopman, P., & Wagner, M. (2017). Autonomous vehicle safety: An interdisciplinary 
challenge. IEEE Intelligent Transportation Systems Magazine, 9(1), 90-96. 

Korzaan, M. L., & Boswell, K. T. (2008). The influence of personality traits and information 
privacy concerns on behavioral intentions. Journal of Computer Information 
Systems, 48(4), 15-24. 

https://doi.org/10.1016/j.aap.2015.07.023
http://www3.weforum.org/docs/WEF_TheGlobalCompetitivenessReport2019.pdf
http://www3.weforum.org/docs/WEF_TheGlobalCompetitivenessReport2019.pdf


253 

 

Kosakowska-Berezecka, N., Jurek, P., Besta, T., & Badowska, S. (2017). Self-presentation 
strategies, fear of success and anticipation of future success among university and 
high school students. Frontiers in Psychology, 8, 1884. 

KPMG. (2020). 2020 autonomous vehicles readiness index. Retrieved 
from https://home.kpmg/xx/en/home/insights/2020/06/autonomous-vehicles-
readiness-index.html 

Kraijak, S., & Tuwanut, P. (2015). A survey on IoT architectures, protocols, applications, 
security, privacy, real-world implementation and future trends. 

Kroeber, A. L., & Kluckhohn, C. (1952). Culture: A critical review of concepts and 
definitions. Papers.Peabody Museum of Archaeology & Ethnology, Harvard 
University, 

Kyriakidis, M., Happee, R., & de Winter, J. C. (2015). Public opinion on automated driving: 
Results of an international questionnaire among 5000 respondents. Transportation 
Research Part F: Traffic Psychology and Behaviour, 32, 127-140. 

Lai, P. C. (2017). The literature review of technology adoption models and theories for the 
novelty technology. JISTEM-Journal of Information Systems and Technology 
Management, 14(1), 21-38. 

Lakatos, I. (1970). Replies to critics. Paper presented at the PSA: Proceedings of the 
Biennial Meeting of the Philosophy of Science Association, 1970 174-182. 

Landini, S. (2020). Ethical issues, cybersecurity and automated vehicles. InsurTech: A legal 
and regulatory view (pp. 291-312) Springer. 

Lang, N., Mei-Pochtler, A., Rüßmann, M., & Mohr, J. (2015). Revolution versus regulation: 
The make-or-break questions about autonomous vehicles. Boston Consulting Group 
[Online] Available from 
Https://Www.Bcgperspectives.Com/Content/Articles/Automotive-Revolution-
Versus-Regulation-make-Breakquestions-Autonomous-Vehicles, 

Law Commission. (2020, December 18,). Comprehensive regulatory framework for self-
driving vehicles proposed to government. Gov.Uk Retrieved 
from https://www.lawcom.gov.uk/comprehensive-regulatory-framework-for-self-
driving-vehicles-proposed-to-government/ 

Law Commission. (2021). Automated vehicles. Gov.Uk Retrieved 
from https://www.lawcom.gov.uk/project/automated-vehicles/ 

Leblanc, R., & Schwartz, M. S. (2007). The black box of board process: Gaining access to a 
difficult subject. Corporate Governance: An International Review, 15(5), 843-851. 

Lee, C., Ward, C., Raue, M., D’Ambrosio, L., & Coughlin, J. F. (2017). Age differences in 
acceptance of self-driving cars: A survey of perceptions and attitudes. Paper 
presented at the International Conference on Human Aspects of IT for the Aged 
Population, 3-13. 

https://home.kpmg/xx/en/home/insights/2020/06/autonomous-vehicles-readiness-index.html
https://home.kpmg/xx/en/home/insights/2020/06/autonomous-vehicles-readiness-index.html
https://www.lawcom.gov.uk/comprehensive-regulatory-framework-for-self-driving-vehicles-proposed-to-government/
https://www.lawcom.gov.uk/comprehensive-regulatory-framework-for-self-driving-vehicles-proposed-to-government/
https://www.lawcom.gov.uk/project/automated-vehicles/


254 

 

Lee, J. D., & See, K. A. (2004). Trust in automation: Designing for appropriate 
reliance. Human Factors, 46(1), 50-80. 

Lee, Y., Kozar, K. A., & Larsen, K. R. (2003). The technology acceptance model: Past, 
present, and future. Communications of the Association for Information 
Systems, 12(1), 50. 

Leicht, T., Chtourou, A., & Ben Youssef, K. (2018). Consumer innovativeness and 
intentioned autonomous car adoption. The Journal of High Technology Management 
Research, 29(1), 1-11. doi:https://doi.org/10.1016/j.hitech.2018.04.001 

Lewis-Beck, M. (1995). Data analysis: An introduction Sage. 

Li, N., Huang, J., & Feng, Y. (2020). Construction and confirmatory factor analysis of the 
core cognitive ability index system of ship C2 system operators. PloS One, 15(8), 
e0237339. 

Liang, F., Das, V., Kostyuk, N., & Hussain, M. M. (2018). Constructing a data‐driven society: 
China's social credit system as a state surveillance infrastructure. Policy & 
Internet, 10(4), 415-453. 

Liljamo, T., Liimatainen, H., & Pöllänen, M. (2018). Attitudes and concerns on automated 
vehicles. Transportation Research Part F: Traffic Psychology and Behaviour, 59, 24-
44. 

Lim, H. S. M., & Taeihagh, A. (2018). Autonomous vehicles for smart and sustainable cities: 
An in-depth exploration of privacy and cybersecurity implications. Energies, 11(5), 
1062. 

Linkov, V., Zámečník, P., Havlíčková, D., & Pai, C. (2019). Human factors in the 
cybersecurity of autonomous vehicles: Trends in current research. Frontiers in 
Psychology, 10, 995. 

Liu, D., & Guo, X. (2017). Exploring gender differences in acceptance of mobile computing 
devices among college students. Information Systems and E-Business 
Management, 15(1), 197-223. 

Liu, N., Nikitas, A., & Parkinson, S. (2020). Exploring expert perceptions about the cyber 
security and privacy of connected and autonomous vehicles: A thematic analysis 
approach. Transportation Research Part F: Traffic Psychology and Behaviour, 75, 66-
86. 

López-Nicolás, C., Molina-Castillo, F. J., & Bouwman, H. (2008). An assessment of 
advanced mobile services acceptance: Contributions from TAM and diffusion theory 
models. Information & Management, 45(6), 359-364. 

Lund, A., & Lund, M. (2010). No title. Testing for Normality using SPSS Statistics, 

Mamouei, M., Kaparias, I., & Halikias, G. (2018). A framework for user-and system-
oriented optimisation of fuel efficiency and traffic flow in adaptive cruise 
control. Transportation Research Part C: Emerging Technologies, 92, 27-41. 

https://doi.org/10.1016/j.hitech.2018.04.001


255 

 

Mannheim, K. (1970). The problem of generations. Psychoanalytic Review, 57(3), 378-
404. 

Masons, P. (2016). No title. Connected and Autonomous Vehicles: The Emerging Legal 
Challenges, 

Mathieson, K. (1991). Predicting user intentions: Comparing the technology acceptance 
model with the theory of planned behavior. Information Systems Research, 2(3), 173-
191. 

McCoy, S. (2003). Integrating national culture into individual IS adoption research: The 
need for individual level measures. AMCIS 2003 Proceedings, 124. 

McElvaney, T. J., Lunn, P. D., & McGowan, F. P. (2018). Do consumers understand PCP car 
finance? an experimental investigation. Journal of Consumer Policy, 41(3), 229-255. 

McGuire, W. J. (1973). The yin and yang of progress in social psychology: Seven 
koan. Journal of Personality and Social Psychology, 26(3), 446. 

Mersky, A. C., & Samaras, C. (2016). Fuel economy testing of autonomous 
vehicles. Transportation Research Part C: Emerging Technologies, 65, 31-48. 

Mertens, D. M. (2003). Mixed methods and the politics of human research: The 
transformative-emancipatory perspective. Handbook of Mixed Methods in Social and 
Behavioral Research, 135-164. 

Metz, D. (2018). Developing policy for urban autonomous vehicles: Impact on 
congestion. Urban Science, 2(2), 33. 

Meyer, J., Becker, H., Bösch, P. M., & Axhausen, K. W. (2017). Autonomous vehicles: The 
next jump in accessibilities? Research in Transportation Economics, 62, 80-91. 

Micceri, T. (1989). The unicorn, the normal curve, and other improbable 
creatures. Psychological Bulletin, 105(1), 156. 

Milakis, D., Van Arem, B., & Van Wee, B. (2017). Policy and society related implications of 
automated driving: A review of literature and directions for future research. Journal 
of Intelligent Transportation Systems, 21(4), 324-348. 

Minkov, M. (2007). What makes us different and similar: A new interpretation of the world 
values survey and other cross-cultural data Klasika i Stil Publishing House Sofia, 
Bulgaria. 

Moore, G. C., & Benbasat, I. (1991). Development of an instrument to measure the 
perceptions of adopting an information technology innovation. Information Systems 
Research, 2(3), 192-222. 

Morando, M. M., Tian, Q., Truong, L. T., & Vu, H. L. (2018). Studying the safety impact of 
autonomous vehicles using simulation-based surrogate safety measures. Journal of 
Advanced Transportation, 2018 



256 

 

Morgan, D. L. (2007). Paradigms lost and pragmatism regained: Methodological 
implications of combining qualitative and quantitative methods. Journal of Mixed 
Methods Research, 1(1), 48-76. 

Moriano, J. A., Gorgievski, M., Laguna, M., Stephan, U., & Zarafshani, K. (2012). A cross-
cultural approach to understanding entrepreneurial intention. Journal of Career 
Development, 39(2), 162-185. 

Morrow-Bradley, C., & Elliott, R. (1986). Utilization of psychotherapy research by 
practicing psychotherapists. American Psychologist, 41(2), 188. 

Morse, J. M. (1991). Approaches to qualitative-quantitative methodological 
triangulation. Nursing Research, 40(2), 120-123. 

Moulettes, A. (2007). The absence of women's voices in hofstede's cultural consequences: 
A postcolonial reading. Women in Management Review, 22(6), 443-455. 

Multon, K. D., Brown, S. D., & Lent, R. W. (1991). Relation of self-efficacy beliefs to 
academic outcomes: A meta-analytic investigation. Journal of Counseling 
Psychology, 38(1), 30. 

Mun, Y. Y., Jackson, J. D., Park, J. S., & Probst, J. C. (2006). Understanding information 
technology acceptance by individual professionals: Toward an integrative 
view. Information & Management, 43(3), 350-363. 

Munce, S. E., Webster, F., Fehlings, M. G., Straus, S. E., Jang, E., & Jaglal, S. B. (2014). 
Perceived facilitators and barriers to self-management in individuals with traumatic 
spinal cord injury: A qualitative descriptive study. BMC Neurology, 14(1), 48. 

Muñoz-Silva, A., Sánchez-García, M., Nunes, C., & Martins, A. (2007). Gender differences 
in condom use prediction with theory of reasoned action and planned behaviour: The 
role of self-efficacy and control. AIDS Care, 19(9), 1177-1181. 

Mutz, D. C. (1989). The influence of perceptions of media influence: Third person effects 
and the public expression of opinions. International Journal of Public Opinion 
Research, 1(1), 3-23. 

Narayanan, A., & Shmatikov, V. (2008). Robust de-anonymization of large sparse datasets. 
Paper presented at the 2008 IEEE Symposium on Security and Privacy (Sp 2008), 111-
125. 

Narayanan, S., Chaniotakis, E., & Antoniou, C. (2020). Shared autonomous vehicle 
services: A comprehensive review. Transportation Research Part C: Emerging 
Technologies, 111, 255-293. 

Nasri, W., & Charfeddine, L. (2012). Factors affecting the adoption of internet banking in 
tunisia: An integration theory of acceptance model and theory of planned 
behavior. The Journal of High Technology Management Research, 23(1), 1-14. 

Newman, P., Beatley, T., & Boyer, H. (2017). Create sustainable mobility systems. Resilient 
cities (pp. 53-87) Springer. 



257 

 

Newsom, J. T. (2015). Longitudinal structural equation modeling: A comprehensive 
introduction Routledge. 

Ngai, E. W., Poon, J., & Chan, Y. H. (2007). Empirical examination of the adoption of WebCT 
using TAM. Computers & Education, 48(2), 250-267. 

Federal automated vehicles policy, (2016). Retrieved 
from https://www.hsdl.org/?view&did=795644 

S.680 - SPY car act of 2017, (2017). Retrieved from https://www.congress.gov/bill/115th-
congress/senate-bill/680 

Nikitas, A., Avineri, E., & Parkhurst, G. (2018). Understanding the public acceptability of 
road pricing and the roles of older age, social norms, pro-social values and trust for 
urban policy-making: The case of bristol. Cities, 79, 78-91. 

Nikitas, A., Kougias, I., Alyavina, E., & Njoya Tchouamou, E. (2017). How can autonomous 
and connected vehicles, electromobility, BRT, hyperloop, shared use mobility and 
mobility-as-a-service shape transport futures for the context of smart cities? Urban 
Science, 1(4), 36. 

Nikitas, A., Michalakopoulou, K., Njoya, E. T., & Karampatzakis, D. (2020). Artificial 
intelligence, transport and the smart city: Definitions and dimensions of a new 
mobility era. Sustainability, 12(7), 2789. 

Nikitas, A., Njoya, E. T., & Dani, S. (2019). Examining the myths of connected and 
autonomous vehicles: Analysing the pathway to a driverless mobility 
paradigm. International Journal of Automotive Technology and Management, 19(1-
2), 10-30. 

Nikitas, A., Wang, J. Y., & Knamiller, C. (2019). Exploring parental perceptions about school 
travel and walking school buses: A thematic analysis approach. Transportation 
Research Part A: Policy and Practice, 124, 468-487. 

NIST special publication (SP) 800-30, revision 1, guide for conducting risk assessments, 
(2020). Retrieved from https://www.nist.gov/privacy-framework/nist-sp-800-30 

Nistor, N., Lerche, T., Weinberger, A., Ceobanu, C., & Heymann, O. (2014). Towards the 
integration of culture into the unified theory of acceptance and use of 
technology. British Journal of Educational Technology, 45(1), 36-55. 

Nowell, L. S., Norris, J. M., White, D. E., & Moules, N. J. (2017). Thematic analysis: Striving 
to meet the trustworthiness criteria. International Journal of Qualitative 
Methods, 16(1), 1609406917733847. 

Nunes, A., Reimer, B., & Coughlin, J. F. (2018). No title. People must Retain Control of 
Autonomous Vehicles, 

Nunkoo, R., & Ramkissoon, H. (2012). Structural equation modelling and regression 
analysis in tourism research. Current Issues in Tourism, 15(8), 777-802. 

Nunnally, J. C. (1994). Psychometric theory 3E Tata McGraw-hill education. 

https://www.hsdl.org/?view&did=795644
https://www.congress.gov/bill/115th-congress/senate-bill/680
https://www.congress.gov/bill/115th-congress/senate-bill/680
https://www.nist.gov/privacy-framework/nist-sp-800-30


258 

 

Obar, J. A., & Oeldorf-Hirsch, A. (2020). The biggest lie on the internet: Ignoring the privacy 
policies and terms of service policies of social networking services. Information, 
Communication & Society, 23(1), 128-147. 

Ogden, J. (2003). Some problems with social cognition models: A pragmatic and 
conceptual analysis. Health Psychology, 22(4), 424. 

Olmstead, K., & Smith, A. (2017). Americans and cybersecurity. Pew Research Center, 26, 
311-327. 

Oltramari, A., & Kott, A. (2018). Towards a reconceptualisation of cyber risk: An empirical 
and ontological study. Journal of Information Warfare, 17(1), 49-73. 

Olufowobi, H., & Bloom, G. (2019). Connected cars: Automotive cybersecurity and privacy 
for smart cities. Smart cities cybersecurity and privacy (pp. 227-240) Elsevier. 

Open Science Collaboration. (2015). Estimating the reproducibility of psychological 
science. Science, 349(6251) 

Oppenheim, C. (1997). Managers' use and handling of information. International Journal 
of Information Management, 17(4), 239-248. 

Orr, M. G., Thrush, R., & Plaut, D. C. (2013). The theory of reasoned action as parallel 
constraint satisfaction: Towards a dynamic computational model of health 
behavior. PloS One, 8(5), e62490. 

Osswald, S., Wurhofer, D., Trösterer, S., Beck, E., & Tscheligi, M. (2012). Predicting 
information technology usage in the car: Towards a car technology acceptance 
model. Paper presented at the Proceedings of the 4th International Conference on 
Automotive User Interfaces and Interactive Vehicular Applications, 51-58. 

Ostlund, L. E. (1974). Perceived innovation attributes as predictors of 
innovativeness. Journal of Consumer Research, 1(2), 23-29. 

Owens, J. M., Antin, J. F., Doerzaph, Z., & Willis, S. (2015). Cross-generational acceptance 
of and interest in advanced vehicle technologies: A nationwide 
survey. Transportation Research Part F: Traffic Psychology and Behaviour, 35, 139-
151. 

Oyibo, K., & Vassileva, J. (2020). HOMEX: Persuasive technology acceptance model and 
the moderating effect of culture. Frontiers in Computer Science, 2(10) 

Page, E. S. (1954). Continuous inspection schemes. Biometrika, 41(1/2), 100-115. 

Palmeiro, A. R., van der Kint, S., Vissers, L., Farah, H., de Winter, J. C., & Hagenzieker, M. 
(2018). Interaction between pedestrians and automated vehicles: A wizard of oz 
experiment. Transportation Research Part F: Traffic Psychology and Behaviour, 58, 
1005-1020. 

Palmer, J. S. (2014). The millennials are coming: Improving self-efficacy in law students 
through universal design in learning. Clev.St.L.Rev., 63, 675. 



259 

 

Panagiotopoulos, I., & Dimitrakopoulos, G. (2018). An empirical investigation on 
consumers’ intentions towards autonomous driving. Transportation Research Part C: 
Emerging Technologies, 95, 773-784. doi:https://doi-
org.libaccess.hud.ac.uk/10.1016/j.trc.2018.08.013 

Pangbourne, K., Stead, D., Mladenović, M., & Milakis, D. (2018). The case of mobility as a 
service: A critical reflection on challenges for urban transport and mobility 
governance. Governance of the smart mobility transition. Emerald Publishing 
Limited. 

Papadoulis, A., Quddus, M., & Imprialou, M. (2019). Evaluating the safety impact of 
connected and autonomous vehicles on motorways. Accident Analysis & 
Prevention, 124, 12-22. 

Papoutsi, C., Reed, J. E., Marston, C., Lewis, R., Majeed, A., & Bell, D. (2015). Patient and 
public views about the security and privacy of electronic health records (EHRs) in the 
UK: Results from a mixed methods study. BMC Medical Informatics and Decision 
Making, 15(1), 1-15. 

Parkin, J., Clark, B., Clayton, W., Ricci, M., & Parkhurst, G. (2016). Understanding 
interactions between autonomous vehicles and other road users: A literature review. 

Parkinson, S., Ward, P., Wilson, K., & Miller, J. (2017). Cyber threats facing autonomous 
and connected vehicles: Future challenges. IEEE Transactions on Intelligent 
Transportation Systems, 18(11), 2898-2915. 

Parsons, K., McCormac, A., Pattinson, M., Butavicius, M., & Jerram, C. (2014). A study of 
information security awareness in australian government organisations. Information 
Management & Computer Security, 

Petit, J., & Shladover, S. E. (2014). Potential cyberattacks on automated vehicles. IEEE 
Transactions on Intelligent Transportation Systems, 16(2), 546-556. 

Petschnig, M., Heidenreich, S., & Spieth, P. (2014). Innovative alternatives take action–
Investigating determinants of alternative fuel vehicle adoption. Transportation 
Research Part A: Policy and Practice, 61, 68-83. 

Pettersson, I., & Karlsson, I. M. (2015). Setting the stage for autonomous cars: A pilot study 
of future autonomous driving experiences. IET Intelligent Transport Systems, 9(7), 
694-701. 

Pettigrew, S. (2017). Why public health should embrace the autonomous car. Australian 
and New Zealand Journal of Public Health, 41, 1-3. 

Pillath, S. (2016). Briefing: Automated vehicles in the EU. European Parliamentary 
Research Service (EPRS), (January), 12 

Pinsonneault, A., & Kraemer, K. (1993). Survey research methodology in management 
information systems: An assessment. Journal of Management Information 
Systems, 10(2), 75-105. 

https://doi-org.libaccess.hud.ac.uk/10.1016/j.trc.2018.08.013
https://doi-org.libaccess.hud.ac.uk/10.1016/j.trc.2018.08.013


260 

 

Popper, K. R. (1972). Objective knowledge Oxford University Press Oxford. 

Pratt, J. W., & Zeckhauser, R. J. (1996). Willingness to pay and the distribution of risk and 
wealth. Journal of Political Economy, 104(4), 747-763. 

Prensky, M. (2001). Digital natives, digital immigrants. On the Horizon, 9(5) 

Prims, J. P., & Moore, D. A. (2017). Overconfidence over the lifespan. Judgment and 
Decision Making, 12(1), 29. 

Rader, E., & Wash, R. (2015). Identifying patterns in informal sources of security 
information. Journal of Cybersecurity, 1(1), 121-144. 

Rahman, M. M., Lesch, M. F., Horrey, W. J., & Strawderman, L. (2017). Assessing the utility 
of TAM, TPB, and UTAUT for advanced driver assistance systems. Accident Analysis & 
Prevention, 108, 361-373. doi:https://doi.org/10.1016/j.aap.2017.09.011 

Rahman, M. S., Abdel-Aty, M., Lee, J., & Rahman, M. H. (2019). No title. Understanding 
the Safety Benefits of Connected and Automated Vehicles on Arterials’ Intersections 
and Segments, 

Raji, I. D., Smart, A., White, R. N., Mitchell, M., Gebru, T., Hutchinson, B., Barnes, P. (2020). 
Closing the AI accountability gap: Defining an end-to-end framework for internal 
algorithmic auditing. Paper presented at the Proceedings of the 2020 Conference on 
Fairness, Accountability, and Transparency, 33-44. 

Raman, G., AlShebli, B., Waniek, M., Rahwan, T., & Peng, J. C. (2020). How weaponizing 
disinformation can bring down a city’s power grid. PloS One, 15(8), e0236517. 

Rauch, J. (2019). Generation next, millennials will outnumber baby-boomers in 2019. The 
Economist, 

Raykov, T. (2004). Estimation of maximal reliability: A note on a covariance structure 
modelling approach. British Journal of Mathematical and Statistical 
Psychology, 57(1), 21-27. 

Regan, M., Cunningham, M., Dixit, V., Horberry, T., Bender, A., Weeratunga, K., & Hassan, 
A. (2017). Preliminary findings from the first australian national survey of public 
opinion about automated and driverless vehicles. Transportation, 

Reinecke, J., Schmidt, P., & Ajzen, I. (1996). Application of the theory of planned behavior 
to adolescents’ condom use: A panel study 1. Journal of Applied Social 
Psychology, 26(9), 749-772. 

Reyns, B. W. (2013). Online routines and identity theft victimization: Further expanding 
routine activity theory beyond direct-contact offenses. Journal of Research in Crime 
and Delinquency, 50(2), 216-238. 

Rezgui, Y., & Marks, A. (2008). Information security awareness in higher education: An 
exploratory study. Computers & Security, 27(7-8), 241-253. 

https://doi.org/10.1016/j.aap.2017.09.011


261 

 

Ricci, J., Breitinger, F., & Baggili, I. (2019). Survey results on adults and cybersecurity 
education. Education and Information Technologies, 24(1), 231-249. 

Richter, M. K. (1966). Revealed preference theory. Econometrica: Journal of the 
Econometric Society, 635-645. 

Rios-Torres, J., & Malikopoulos, A. A. (2016). A survey on the coordination of connected 
and automated vehicles at intersections and merging at highway on-ramps. IEEE 
Transactions on Intelligent Transportation Systems, 18(5), 1066-1077. 

Rogers, C. R. (1962). The interpersonal relationship. Harvard Educational Review, 32(4), 
416-429. 

Rogers, E. M. (2010). Diffusion of innovations Simon and Schuster. 

Romanou, A. (2018). The necessity of the implementation of privacy by design in sectors 
where data protection concerns arise. Computer Law & Security Review, 34(1), 99-
110. 

Rorty, R. (1982). Consequences of pragmatism: Essays, 1972-1980 U of Minnesota Press. 

Rose, G., & Straub, D. (1998). Predicting general IT use: Applying TAM to the arabic 
world. Journal of Global Information Management (JGIM), 6(3), 39-46. 

Rosner, G., & Kenneally, E. (2018). Clearly opaque: Privacy risks of the internet of things. 
Paper presented at the Rosner, Gilad and Kenneally, Erin, Clearly Opaque: Privacy 
Risks of the Internet of Things (May 1, 2018). IoT Privacy Forum, 

Rubin, D. B. (1976). Inference and missing data. Biometrika, 63(3), 581-592. 

Ruggeri, K., Kácha, O., Menezes, I. G., Kos, M., Franklin, M., Parma, L., Miles, J. (2018). In 
with the new? generational differences shape population technology adoption 
patterns in the age of self-driving vehicles. Journal of Engineering and Technology 
Management, 50, 39-44. 

Sadeghi, A., Wachsmann, C., & Waidner, M. (2015). Security and privacy challenges in 
industrial internet of things. Paper presented at the 2015 52nd ACM/EDAC/IEEE 
Design Automation Conference (DAC), 1-6. 

Sanchez-Franco, M. J. (2006). Exploring the influence of gender on the web usage via 
partial least squares. Behaviour & Information Technology, 25(1), 19-36. 

Saunders, M. N., & Townsend, K. (2016). Reporting and justifying the number of interview 
participants in organization and workplace research. British Journal of 
Management, 27(4), 836-852. 

Saunders, M., Lewis, P., & Thornhill, A. (2009). Research methods for business 
students Pearson education. 

Sceral, M., Erkoyuncu, J. A., & Shehab, E. (2018). Identifying information asymmetry 
challenges in the defence sector. Procedia Manufacturing, 19, 127-134. 
doi:https://doi.org/10.1016/j.promfg.2018.01.018 

https://doi.org/10.1016/j.promfg.2018.01.018


262 

 

Schafer, J. L. (1999). Multiple imputation: A primer. Statistical Methods in Medical 
Research, 8(1), 3-15. 

Schlossberg, T. (2016). Stuck in traffic, polluting the inside of our cars. New York Times, 19 

Schmidt, T., Philipsen, R., Themann, P., & Ziefle, M. (2016). Public perception of V2x-
technology-evaluation of general advantages, disadvantages and reasons for data 
sharing with connected vehicles. Paper presented at the 2016 IEEE Intelligent 
Vehicles Symposium (IV), 1344-1349. 

Schneier, B. (2006). Beyond fear: Thinking sensibly about security in an uncertain 
world Springer Science & Business Media. 

Schneier, B. (2018). Click here to kill everybody: Security and survival in a hyper-connected 
world WW Norton & Company. 

Schoettle, B., & Sivak, M. (2014). Public opinion about self-driving vehicles in china, india, 
japan, the US, the UK, and australia. Public Opinion about Self-Driving Vehicles in 
China, India, Japan, the US, the UK, and Australia, 

Schoettle, B., & Sivak, M. (2014). A survey of public opinion about autonomous and self-
driving vehicles in the US, the UK, and australia. A Survey of Public Opinion about 
Autonomous and Self-Driving Vehicles in the US, the UK, and Australia, 

Scholderer, J., Bredahl, L., & Frewer, L. (2000). Ill-founded models of consumer choice in 
communication about food biotechnology. Paper presented at the Proceedings of the 
5th International Conference on Corporate and Marketing Communications, s. 129-
152. 

Schoonmaker, J. (2016). Proactive privacy for a driverless age. Information & 
Communications Technology Law, 25(2), 96-128. 

Schumacker, R. E., & Lomax, R. G. (2004). A beginner's guide to structural equation 
modeling psychology press. 

Schunk, D. H. (1995). Self-efficacy and education and instruction. Self-efficacy, 
adaptation, and adjustment (pp. 281-303) Springer. 

Schwartz, S. H. (1999). A theory of cultural values and some implications for work. Applied 
Psychology: An International Review, 48(1), 23-47. 

Sedenberg, E. M., & Dempsey, J. X. (2018). Cybersecurity information sharing governance 
structures: An ecosystem of diversity, trust, and tradeoffs. arXiv Preprint 
arXiv:1805.12266, 

Shabanpour, R., Shamshiripour, A., & Mohammadian, A. (2018). Modeling adoption 
timing of autonomous vehicles: Innovation diffusion 
approach. Transportation, 45(6), 1607-1621. 

Sheehan, B., Murphy, F., Mullins, M., & Ryan, C. (2019). Connected and autonomous 
vehicles: A cyber-risk classification framework. Transportation Research Part A: Policy 
and Practice, 124, 523-536. 



263 

 

Sherif, M. (1936). The psychology of social norms. 

Shoup, D. C. (2006). Cruising for parking. Transport Policy, 13(6), 479-486. 

Siegrist, M., & Cvetkovich, G. (2000). Perception of hazards: The role of social trust and 
knowledge. Risk Analysis, 20(5), 713-720. 

Simsekoglu, Ö, & Klöckner, C. A. (2019). The role of psychological and socio-
demographical factors for electric bike use in norway. International Journal of 
Sustainable Transportation, 13(5), 315-323. 

Slovic, P. (2010). The feeling of risk: New perspectives on risk perception Routledge. 

Slovic, P., & Peters, E. (2006). Risk perception and affect. Current Directions in 
Psychological Science, 15(6), 322-325. 

Sochor, J., & Nikitas, A. (2016). Vulnerable users' perceptions of transport 
technologies. Proceedings of the Institution of Civil Engineers-Urban Design and 
Planning, 169(3), 154-162. 

Song, H., Fink, G., & Jeschke, S. (2017). Security and privacy in cyber-physical 
systems Wiley Online Library. 

Spiegelhalter, D. J. (1980). An omnibus test for normality for small 
samples. Biometrika, 67(2), 493-496. 

Srikanthan, T. (2017a). Commentary: Cybersecurity is the next economic 
battleground. Commentary: Cybersecurity is the Next Economic Battleground, 

Srikanthan, T. (2017b). No title. Commentary: Cybersecurity is the Next Economic 
Battleground, 

Srite, M. (2006). Culture as an explanation of technology acceptance differences: An 
empirical investigation of chinese and US users. Australasian Journal of Information 
Systems, 14(1) 

Stanley, A. J., & Clipsham, P. S. (1997). Information overload-myth or reality? 

Stark, S., Chernyshenko, O. S., & Drasgow, F. (2006). Detecting differential item 
functioning with confirmatory factor analysis and item response theory: Toward a 
unified strategy. Journal of Applied Psychology, 91(6), 1292. 

Stein, C. M., Morris, N. J., & Nock, N. L. (2012). Structural equation modeling. Statistical 
human genetics (pp. 495-512) Springer. 

Steinfeld, N. (2016). “I agree to the terms and conditions” :(How) do users read privacy 
policies online? an eye-tracking experiment. Computers in Human Behavior, 55, 992-
1000. 

Stevens, J. P. (2012). Applied multivariate statistics for the social sciences Routledge. 



264 

 

Strand, N., Nilsson, J., Karlsson, I. M., & Nilsson, L. (2014). Semi-automated versus highly 
automated driving in critical situations caused by automation failures. Transportation 
Research Part F: Traffic Psychology and Behaviour, 27, 218-228. 

Straub, D., Keil, M., & Brenner, W. (1997). Testing the technology acceptance model 
across cultures: A three country study. Information & Management, 33(1), 1-11. 

Strauss, A. L. (1987). Qualitative analysis for social scientists Cambridge university press. 

Streiner, D. L. (2003). Starting at the beginning: An introduction to coefficient alpha and 
internal consistency. Journal of Personality Assessment, 80(1), 99-103. 

Struckell, E. M. (2019). Millennials: A generation of un-entrepreneurs. Journal of Business 
Diversity, 19(2) 

Suhr, D. D. (2006). Exploratory or confirmatory factor analysis? 

Sun, Y., Olaru, D., Smith, B., Greaves, S., & Collins, A. (2017). Road to autonomous vehicles 
in australia: An exploratory literature review. Road & Transport Research: A Journal 
of Australian and New Zealand Research and Practice, 26(1), 34. 

Sutton, S. (2001). Health behavior: Psychosocial theories. International Encyclopedia of 
the Social and Behavioral Sciences, 6499-6506. 

Taeihagh, A., & Lim, H. S. M. (2019). Governing autonomous vehicles: Emerging responses 
for safety, liability, privacy, cybersecurity, and industry risks. Transport 
Reviews, 39(1), 103-128. 

Taiebat, M., Stolper, S., & Xu, M. (2019). Forecasting the impact of connected and 
automated vehicles on energy use: A microeconomic study of induced travel and 
energy rebound. Applied Energy, 247, 297-308. 

Talebian, A., & Mishra, S. (2018). Predicting the adoption of connected autonomous 
vehicles: A new approach based on the theory of diffusion of 
innovations. Transportation Research Part C: Emerging Technologies, 95, 363-380. 

Talebpour, A., & Mahmassani, H. S. (2016). Influence of connected and autonomous 
vehicles on traffic flow stability and throughput. Transportation Research Part C: 
Emerging Technologies, 71, 143-163. 

Taltavull, P., McCord, M., McGreal, S., Berry, J., Haran, M., & Davis, P. (2011). The 
implications of mortgage finance on housing market affordability. International 
Journal of Housing Markets and Analysis, 

Tanczer, L., Brass, I., Elsden, M., Carr, M., & Blackstock, J. J. (2019). The united kingdom's 
emerging internet of things (IoT) policy landscape. Tanczer, LM, Brass, I., Elsden, M., 
Carr, M., & Blackstock, J. (2019).the United Kingdom’s Emerging Internet of Things 
(IoT) Policy Landscape.in R.Ellis & V.Mohan (Eds.), Rewired: Cybersecurity 
Governance, 37-56. 



265 

 

Tao, H., Bhuiyan, M. Z. A., Rahman, M. A., Wang, G., Wang, T., Ahmed, M. M., & Li, J. 
(2019). Economic perspective analysis of protecting big data security and 
privacy. Future Generation Computer Systems, 98, 660-671. 

Tarhini, A., Hone, K., Liu, X., & Tarhini, T. (2017). Examining the moderating effect of 
individual-level cultural values on users’ acceptance of E-learning in developing 
countries: A structural equation modeling of an extended technology acceptance 
model. Interactive Learning Environments, 25(3), 306-328. 

Tashakkori, A., Johnson, R. B., & Teddlie, C. (2020). Foundations of mixed methods 
research: Integrating quantitative and qualitative approaches in the social and 
behavioral sciences Sage publications. 

Tashakkori, A., & Teddlie, C. (2009). Integrating qualitative and quantitative approaches 
to research. The SAGE Handbook of Applied Social Research Methods, 2, 283-317. 

Tashakkori, A., & Teddlie, C. (2010). Sage handbook of mixed methods in social & 
behavioral research sage. 

Taylor, S., & Todd, P. A. (1995). Understanding information technology usage: A test of 
competing models. Information Systems Research, 6(2), 144-176. 

Tennant, C., Stares, S., & Howard, S. (2019). Public discomfort at the prospect of 
autonomous vehicles: Building on previous surveys to measure attitudes in 11 
countries. Transportation Research Part F: Traffic Psychology and Behaviour, 64, 98-
118. 

Teo, T. (2010). Examining the influence of subjective norm and facilitating conditions on 
the intention to use technology among pre-service teachers: A structural equation 
modeling of an extended technology acceptance model. Asia Pacific Education 
Review, 11(2), 253-262. 

Teo, T., & Noyes, J. (2008). Development and validation of a computer attitude measure 
for young students (CAMYS). Computers in Human Behavior, 24(6), 2659-2667. 

Terzis, V., & Economides, A. A. (2011). The acceptance and use of computer based 
assessment. Computers & Education, 56(4), 1032-1044. 

Thomopoulos, N., & Nikitas, A. (2019). Smart urban mobility futures: Editorial for special 
issue. International Journal of Automotive Technology and Management, 19(1-2), 1-
9. 

Thompson, C. W., & Moore, M. C. (1991). Throat colour reliably signals status in male tree 
lizards, urosaurus ornatus. Animal Behaviour, 42(5), 745-753. 

Thompson, R. L., Higgins, C. A., & Howell, J. M. (1991). Personal computing: Toward a 
conceptual model of utilization. MIS Quarterly, 125-143. 

Ticoll, D. (2015). Driving changes: Automated vehicles in toronto Munk School of Global 
Affairs, University of Toronto. 



266 

 

Transport Systems Catapult. (2015). Intelligent mobility: The smarter, greener and more 
efficient movement of people and goods around the world. Retrieved 
from https://ts.catapult.org.uk/wp-content/uploads/2016/04/Traveller-Needs-
Study.pdf 

Tryon, W. (2014). Cognitive neuroscience and psychotherapy: Network principles for a 
unified theory Academic Press. 

Tsai, J. Y., Egelman, S., Cranor, L., & Acquisti, A. (2011). The effect of online privacy 
information on purchasing behavior: An experimental study. Information Systems 
Research, 22(2), 254-268. 

Committee on commerce, science, and transportation: Committee on commerce, science, 
and transportation: Committee on commerce, science, and transportation: (2016). 

UK Parliament. (2018, July,). Automated and electric vehicles act 2018. Retrieved 
from https://www.legislation.gov.uk/ukpga/2018/18/contents/enacted 

Vahidi, A., & Sciarretta, A. (2018). Energy saving potentials of connected and automated 
vehicles. Transportation Research Part C: Emerging Technologies, 95, 822-843. 

Van Brummelen, J., O’Brien, M., Gruyer, D., & Najjaran, H. (2018). Autonomous vehicle 
perception: The technology of today and tomorrow. Transportation research part C: 
emerging technologies, 89, 384-406. 

Van Schalkwyk, M., & Mindell, J. S. (2018). Current issues in the impacts of transport on 
health. British Medical Bulletin, 125(1), 67-77. 

Vandenberg, R. J., & Lance, C. E. (2000). A review and synthesis of the measurement 
invariance literature: Suggestions, practices, and recommendations for 
organizational research. Organizational Research Methods, 3(1), 4-70. 

Venkatesh, V., & Morris, M. G. (2000). Why don't men ever stop to ask for directions? 
gender, social influence, and their role in technology acceptance and usage 
behavior. MIS Quarterly, 115-139. 

Venkatesh, V., Morris, M. G., Davis, G. B., & Davis, F. D. (2003). User acceptance of 
information technology: Toward a unified view. MIS Quarterly, 425-478. 

Viereckl, R., Ahlemann, D., Koster, A., & Jursch, S. (2015). Racing ahead with autonomous 
cars and digital innovation. Auto Tech Review, 4(12), 18-23. 

Wadud, Z., MacKenzie, D., & Leiby, P. (2016). Help or hindrance? the travel, energy and 
carbon impacts of highly automated vehicles. Transportation Research Part A: Policy 
and Practice, 86, 1-18. 

Wang, M., Liao, C., Yang, S., Zhao, W., Liu, M., & Shi, P. (2012). Are people willing to buy 
natural disaster insurance in china? risk awareness, insurance acceptance, and 
willingness to pay. Risk Analysis: An International Journal, 32(10), 1717-1740. 

Waymo. (2020). Waymo driver. Retrieved from https://waymo.com/waymo-driver/ 

https://ts.catapult.org.uk/wp-content/uploads/2016/04/Traveller-Needs-Study.pdf
https://ts.catapult.org.uk/wp-content/uploads/2016/04/Traveller-Needs-Study.pdf
https://www.legislation.gov.uk/ukpga/2018/18/contents/enacted
https://waymo.com/waymo-driver/


267 

 

Waytz, A., Heafner, J., & Epley, N. (2014). The mind in the machine: Anthropomorphism 
increases trust in an autonomous vehicle. Journal of Experimental Social 
Psychology, 52, 113-117. 

Weindelt, B. (2016). Digital transformation of industries: Automotive industry. Paper 
presented at the World Economic Forum in Collaboration with Accenture, 4 

Welford, C., Murphy, K., & Casey, D. (2011). Demystifying nursing research terminology. 
part 1. Nurse Researcher, 18(4) 

Wells, G. L., Petty, R. E., Harkins, S. G., Kagehiro, D., & Harvey, J. H. (1977). Anticipated 
discussion of interpretation eliminates actor-observer differences in the attribution 
of causality. Sociometry, 247-253. 

Werbach, K. (2018). The blockchain and the new architecture of trust Mit Press. 

West, D. M. (2016). Moving forward: Self-driving vehicles in china, europe, japan, korea, 
and the united states. Center for Technology Innovation at Brookings: Washington, 
DC, USA, 

Wilcox, R. R., & Keselman, H. J. (2012). Modern regression methods that can substantially 
increase power and provide a more accurate understanding of 
associations. European Journal of Personality, 26(3), 165-174. 

Williams, M., Rana, N., Dwivedi, Y., & Lal, B. (2011). Is UTAUT really used or just cited for 
the sake of it? A systematic review of citations of UTAUT’s originating article. 

Williams, R. (2003). Television: Technology and cultural form Psychology Press. 

Wilson, M., & Hash, J. (2003). Building an information technology security awareness and 
training program. NIST Special Publication, 800(50), 1-39. 

Wilson, M., & Sapsford, R. (2006). Comparison of methods. Data Collection and 
Analysis, 93 

World Health Organization. (2015). Global status report on road safety 2015 World Health 
Organization. 

Wu, J., Liao, H., & Wang, J. (2020). Analysis of consumer attitudes towards autonomous, 
connected, and electric vehicles: A survey in china. Research in Transportation 
Economics, 80, 100828.Wu, Y., Zhang, S., Hao, J., Liu, H., Wu, X., Hu, J., Stevanovic, S. 
(2017). On-road vehicle emissions and their control in china: A review and 
outlook. Science of the Total Environment, 574, 332-349. 

Xu, X., & Fan, C. (2019). Autonomous vehicles, risk perceptions and insurance demand: An 
individual survey in china. Transportation Research Part A: Policy and Practice, 124, 
549-556. 

Xu, Z., Wang, M., Zhang, F., Jin, S., Zhang, J., & Zhao, X. (2017). PaTAVTT: A hardware-in-
the-loop scaled platform for testing autonomous vehicle trajectory tracking. Journal 
of Advanced Transportation, 2017 



268 

 

Yao, Z., Hu, R., Jiang, Y., & Xu, T. (2020). Stability and safety evaluation of mixed traffic 
flow with connected automated vehicles on expressways. Journal of safety 
research, 75, 262-274. 

Ye, L., & Yamamoto, T. (2019). Evaluating the impact of connected and autonomous 
vehicles on traffic safety. Physica A: Statistical Mechanics and its Applications, 526, 
121009. 

Yue, L., Abdel-Aty, M., Wu, Y., & Wang, L. (2018). Assessment of the safety benefits of 
vehicles’ advanced driver assistance, connectivity and low-level automation 
systems. Accident Analysis & Prevention, 117, 55-64. 

Yuen, A. H., & Ma, W. W. (2002). Gender differences in teacher computer 
acceptance. Journal of Technology and Teacher Education, 10(3), 365-382. 

Yuen, K. F., Cai, L., Qi, G., & Wang, X. (2020). Factors influencing autonomous vehicle 
adoption: An application of the technology acceptance model and innovation 
diffusion theory. Technology Analysis & Strategic Management,1-15. 

Yuen, K. F., Huyen, D. T. K., Wang, X., & Qi, G. (2020). Factors influencing the adoption of 
shared autonomous vehicles. International Journal of Environmental Research and 
Public Health, 17(13), 4868. doi:10.3390/ijerph17134868 

Zalta, E. N., Nodelman, U., Allen, C., & Anderson, R. L. (2005). Stanford encyclopedia of 
philosophy. Palo Alto CA: Stanford University, 

Zhang, T., Tao, D., Qu, X., Zhang, X., Zeng, J., Zhu, H., & Zhu, H. (2020). Automated vehicle 
acceptance in china: Social influence and initial trust are key 
determinants. Transportation Research Part C: Emerging Technologies, 112, 220-233. 

Zhang, Y., Guo, K., LeBlanc, R. E., Loh, D., Schwartz, G. J., & Yu, Y. (2007). Increasing dietary 
leucine intake reduces diet-induced obesity and improves glucose and cholesterol 
metabolism in mice via multimechanisms. Diabetes, 56(6), 1647-1654. 

Zhou, T., Lu, Y., & Wang, B. (2010). Integrating TTF and UTAUT to explain mobile banking 
user adoption. Computers in Human Behavior, 26(4), 760-767. 



269 

 

Appendix A. Interview Guide 

Hi___, Thanks for coming to talk to me today, I hope this interview will be pleasant and 

interesting for both of us. As you know, this interview is about the experts ‘insights of 

cybersecurity and privacy in connected and autonomous vehicles. 

I need to check out a few things with you before we get started. This interview will be 

anonymised and be confidential. It will be used for the purposes of this research study only. 

You can withdraw at any point during the interview. This work will be audio recorded and 

transcribed for precision purposes. Is that okay with you? 

1 What information will CAVs collect from the user? 

2 Will CAVs provide a sufficient level of privacy? 

3 What classifies as a breach of privacy for the CAV environment? 

4 What can CAV manufacturers do to ensure personal space and privacy? 

5 How important is privacy for CAV users and CAV manufacturers? 

6 What are the measures that could help the user achieve a ‘more private’ CAV 

environment? 

7 How can the user help with the task of safeguarding one’s privacy when using a 

CAV? 

8 How do you define cyber security? 

9 What does cyber security mean to ordinary people? 

10 What an attacker can do to a car if he/she was able to communicate on CAV’s 

internal network maliciously? 

11 What is the current state of cyber security and what are the trends for the future 

regarding cyber security in CAVs? 

12 Does the industry and other stakeholders understand how cyber threats evolve and 

how to anticipate them? What do you (or suggest to) do to avoid them? 

13 What should be done before we introduce CAVs into the market? 

14 Will engineers/technology providers/regulators be able to solve most modern cyber 

security problems in AVs? 
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15 Who exactly is responsible for these problems? 

16 How can the user help with the task of safeguarding one’s cyber security when 

using a CAV? 

17 How CAV acceptance could be undermined by cyber security and privacy flaws? 

18 How can we maintain or inspire trust? 

19 What are the common cyber security and privacy mistakes users make? 

20 What skills should the user of CAVs have from a cyber security and privacy point of 

view? 

21 What type of education should be provided to CAVs users? 

22 What is the role/responsibilities of end-user for CAVs? 

23 Who should provide user education for CAVs and how? 

24 What is the advice we give to end-users? To what extent do you think they can 

understand it? 

25 How can we promote user responsibility? 
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Appendix B. Online Survey 

Factors that might affect end-users adopting CAVs 

Introduction: 

Life in the future: How Do You Want the Future Driverless Car to Be?  

Connected and Autonomous Vehicle (CAV), also known as a driverless car, self-driving car, 

driverless car, robo-car, or robotic car, is a vehicle that is capable of sensing its environment 

and moving safely with little or no human input.       

We are conducting a study looking into public attitudes towards connected and autonomous 

vehicles (CAVs). This will help us to identify problems and opportunities and propose solutions 

that could make future CAVs design more user centred.    

Frequently asked questions 

Who is conducting the research? 

This research is being carried out by Na Liu, as part of her research project at the University 

of Huddersfield. The study is under the supervision of Dr Alexandros Nikitas. 

How long will the survey be open for? 

The survey will be open for responses until 5 pm GMT on 25th April 2020. 

How long will it take? 

It is anticipated that you would be able to reply with your opinion in 10 minutes or less.  

Will my answers be confidential? 

Your responses will be fully anonymous. Neither will you be contacted by anyone who does 

not work at the University of Huddersfield, and you will only be contacted if you provide 

permission. 

Who can I contact if I have any questions? 

If you require any further information, please contact na.liu@hud.ac.uk 

  

https://www.linkedin.com/in/paloma-liu-6bb985155/
https://www.hud.ac.uk/
https://www.hud.ac.uk/
https://pure.hud.ac.uk/en/persons/alexandros-nikitas
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I. Demographic Questions 

Q1.1 What is your age? 

 18-25 

 26-34 

 35-44 

 45-54 

 55-64 

 65+ 

 Prefer not to say

Q1.2 What is your nationality? 

 

Q1.3 Do you hold a driving license? 

 Yes 

 No 

Q1.4 To which gender identity do you most identify? 

 Male 

 Female 

 Prefer not to say  

 Other 

Q1.5 What is the highest degree or level of education you have completed? 

 Less than high school 

 High school or equivalent (e.g., 
GED) 

 Professional 
Qualification/Certification 

 College 

 Bachelor’s degree (e.g., BA, BS) 

 Master’s degree (e.g., MA, MS, 
MEd) 

 Doctorate (e.g., PhD, EdD) 

Q1.6 What is your current employment status? 

 Employed full time  

 Employed part-time  

 Unemployed and currently looking 
for work 

 Unemployed and currently not 
looking for work 

 Self-employed 

 Student 

 Retired 

 Unable to work 
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Q1.7 What is your occupation/profession? 

 Student  

 Public sector 

 Private sector 

 Agriculture, forestry & fishing, 
mining, energy and water supply 

 Manufacturing 

 Construction 

 Wholesale, retail & repair of motor 
vehicles 

 Transport & logistics 

 Accommodation & food services 

 Information & communication, 
financial & insurance activities 

 Real estate activities professional, 
scientific & technical activities 

 Administrative & support services 

 Public admin & defense; social 
security 

 Education 

 Human health & social work 
activities 

 Other  

Q1.8 What is your most usual means of travelling to school/work/most frequent destination? 

 Walking 

  Cycling 

 Car/Van (driving) 

 Car/Van (as a passenger) 

 Taxi/Uber 

 Bus 

 Train 

 Motorbike 

 Underground/Metro 

 Other 
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II. CAVs benefits and its associated risks 

Q2.1 An important reason for me to use a CAV/driverless car is that it can… 

 Strongly 

disagree 

Somewhat 

disagree 

Neither 

agree nor 

disagree 

Somewhat 

agree 

Strongly 

agree   

I find the use of CAVs 

would be advantageous to 

safety. 

          

The use of CAVs is a good 

idea on minimize my 

transportation cost. 

          

I find the use of CAVs 

would be meaningful to the 

environment. 

          

I think CAVs can be easy to 

access and use. 
          

The use CAVs is easy for me 
because it does not require 
a licence. 

          

Controlling CAVs is simple 
and not require much 
effort. 

          

The use of CAVs reduces 

the hassle for parking. 
          

The use of CAVs increase 

the effectiveness and 

reduce the time when 

traveling. 

          

The use of CAVs allows me 

free my hand so that I can 

do other activities in 

transit. 

          

The use of CAVs reduce 

traffic congestion. 
          

 

Q2.2 An important reason for me to use a CAV/driverless car is that… 
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 Strongly 

disagree 

Somewhat 

disagree 

Neither 

agree nor 

disagree 

Somewhat 

agree 

Strongly 

agree   

I do not trust this 

technology. 
          

I am concerned about 

privacy issues of CAVs. 
          

I am concerned about 

legislation issues around 

CAVs’ cyber security and 

privacy. 

          

I need to get a training 

certificate specifically for 

driverless cars. 

          

I enjoy driving. 
          

I am concerned about the 

interior cameras and usage 

logs will track when and 

where I have gone. 

          

I do not know what to do if 

the car lost control. 
          

I am concerned about cyber 

security issues of CAVs. * 
          

*Cyber security is how individuals and organisations reduce the risk of hacking. 

Q2.3 I am concerned about problems that relate to the... 

 Strongly 

disagree 

Somewhat 

disagree 

Neither 

agree nor 

disagree 

Somewhat 

agree 

Strongly 

agree   

Privacy issues of driverless 

cars. 
          

Cyber security issues of 

driverless cars. 
          

Legislation of driverless 

cars. 
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III. Facilitating Conditions  

Q3.1 Who do you expect to have significant control of your personal data? (E.g., travel data) 

 Yes Maybe No 

Government is providing help on protecting my 

personal data when I am using CAVs. 
      

Mobility service providers are providing help on 

protecting my personal data when I am using CAVs. 
      

Car manufacturers are providing help on protecting 

my personal data when I am using CAVs. 
      

IV. Self-efficacy 

Q4.1 To what extent are you confident with your existing knowledge about: 

 Not 

confident 

at all 

Not 

confident 

Somewhat 

confident 

Slightly 

confident 

Very 

confident 

Advantages of driverless 

cars 
          

Driverless cars related basic 

data protection practice 
          

Driverless cars related basic 

cyber security practice 
          

Q4.2 How important is for you to have adequate knowledge when it comes to CAVs/driverless 

cars? 

 Not important at all  

 Slightly important 

 Moderately important 

 Very important 

 Extremely important 

V. Attitude and intention 

Q5.1 CAVs/driverless cars should substitute conventional cars soon. 
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 Strongly disagree  

 Somewhat disagree  

 Neither agree nor disagree  

 Somewhat agree  

 Strongly agree   

Q5.2 I am willing to... 

 Strongly 

disagree 

Somewhat 

disagree 

Neither 

agree nor 

disagree 

Somewhat 

agree 

Strongly 

agree   

I am willing to use CAVs 

and learn how to protect 

my personal and travel 

data. 

          

I am willing to use CAVs 

and be responsible for my 

behaviour when using the 

CAV. 

          

I intend to use CAVs even I 

need to get a training 

certificate 

          

I am willing to participate in 
CAV trials, related 
awareness campaigns, and 
workshops. 

          

VI. And finally, is there anything you would like to add? (please write any additional 

comments below)  
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Appendix C. Curve Estimation 

Model Summary and Parameter Estimates 
     

Dependent Variable: PEOU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.155 213.455 1 1160 0 -0.748 0.199 
  

Inverse 0.002 2.133 1 1160 0.144 -0.472 0.001 
  

Quadratic 0.157 107.914 2 1159 0 -0.733 0.152 0.017 
 

Cubic 0.157 71.916 3 1158 0 -0.73 0.161 0.006 0.003 
The independent variable is SE. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: PEOU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.074 92.147 1 1160 0 -0.119 -0.222 
  

Inverse 0.089 113.189 1 1160 0 -0.909 0.609 
  

Quadratic 0.089 56.47 2 1159 0 0.421 -0.909 0.191 
 

Cubic 0.089 56.47 2 1159 0 0.421 -0.909 0.191 0 
The independent variable is FC. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: ATU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.128 170.344 1 1160 0 0.457 0.457 
  

Inverse 0.138 185.336 1 1160 0 2.034 -1.185 
  

Quadratic 0.13 86.653 2 1159 0 0.148 0.85 -0.109 
 

Cubic 0.13 86.653 2 1159 0 0.148 0.85 -0.109 0 
The independent variable is FC. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: PU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df 2 Sig. Constant β1 β2 β3 

Linear 0.254 395.628 1 1160 0 1.658 0.481 
  

Inverse 0.001 0.708 1 1160 0.4 1.432 9.97E-
05 

  

Quadratic 0.254 197.701 2 1159 0 1.657 0.468 -0.01 
 

Cubic 0.263 137.998 3 1158 0 1.642 0.625 0.372 0.166 
The independent variable is PEOU. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: ATU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df 2 Sig. Constant β1 β2 β3 

Linear 0.013 15.121 1 1160 0 1.098 0.177 
  

Inverse 0 0.107 1 1160 0.743 1.181 6.36E-
05 

  

Quadratic 0.032 19.247 2 1159 0 1.053 0.575 -0.306 
 

Cubic 0.038 15.401 3 1158 0 1.033 0.36 0.215 -0.226 
The independent variable is PEOU. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: ATU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.064 79.389 1 1160 0 0.587 0.415 
  

Inverse 0.003 4.019 1 1160 0.045 1.191 -0.011 
  

Quadratic 0.065 40.303 2 1159 0 0.501 0.589 -0.072 
 

Cubic 0.065 26.895 3 1158 0 0.491 0.682 -0.183 0.034 
The independent variable is PU. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: PU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.127 169.463 1 1160 0 1.722 -0.181 
  

Inverse 0.129 171.774 1 1160 0 1.159 0.305 
  

Quadratic 0.131 87.353 2 1159 0 1.801 -0.287 0.027 
 

Cubic 0.137 61.117 3 1158 0 1.993 -0.696 0.25 -0.034 
The independent variable is PR. 
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Model Summary and Parameter Estimates 
     

Dependent Variable: IOU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.278 445.742 1 1160 0 2.808 -0.337 
  

Inverse 0.223 332.756 1 1160 0 1.816 0.506 
  

Quadratic 0.278 222.758 2 1159 0 2.794 -0.317 -0.005 
 

Cubic 0.29 157.777 3 1158 0 3.152 -1.081 0.413 -0.064 
The independent variable is PR. 
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Model Summary and Parameter Estimates 
   

  
 

Dependent Variable: IOU  
       

Equation Model Summary 
   

Parameter Estimates 
 

 
R2 F df1 df2 Sig. Constant β1 β2 β3 

Linear 0.002 2.111 1 1160 0.147 2.23 0.033 
  

Inverse 0.002 2.21 1 1160 0.137 2.268 0.001 
  

Quadratic 0.002 1.395 2 1159 0.248 2.244 -0.013 0.02 
 

Cubic 0.003 1.085 3 1158 0.355 2.241 -0.052 0.074 -0.016 
The independent variable is ATU. 
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Appendix D. Homoscedasticity 
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Appendix E. Bias Corrected Percentile Method on 

Examine Mediated Effects 

H2a Estimate Lower Upper P 
A x B -0.017  -0.044 0.008 0.169 
     
H2b Estimate Lower Upper P 
A x B -0.011 -0.035 -0.001 0.026 
     
H2c Estimate Lower Upper P 
A x B -0.132 -0.202 -0.068 0.001 
     
H2d Estimate Lower Upper P 
A x B -0.052 -0.096 -0.025 0.001 
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Appendix F. Model Fit Measures for Multigroup 

Effects 

 
Measure China and UK 

residents 
UK gender 
group 

China gender 
group 

Millennials 
and GenX 

Threshold 

CMIN 7.79 7.79 7.17 5.91 -- 
DF 2 2 2 2 -- 
CMIN/DF 3.89 3.89 3.59 2.96 Excellent: 1-3 

Acceptable: 3-
5 

CFI 1 1 1 1 >0.95 
SRMR  0.006 0.006 0.008 0.001 <0.08 
RMSEA 0 0 0 0 <0.06 
PClose  0.882 0.882 0.922 0.972 >0.05 

 

 

 


