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Abstract 

 

Ion irradiation modification of silicon nanowires has been explored in-situ using the 

Microscope and Ion Accelerator for Materials Investigations (MIAMI) facility at the 

University of Huddersfield. Ion irradiation experiments were designed using the 

Stopping and Range of Ions in Matter (SRIM) Monte Carlo computer code. A 

multislice SRIM method was developed to estimate the damage and ion implantation 

in a nanowires geometry and a code was developed to incorporate SRIM into 

MatLab. 

In-situ Transmission Electron Microscopy (TEM) has been used to explore the ion-

beam-induced bending of silicon nanowires under different irradiation conditions and 

the underlying mechanisms which drive nanowire bending have been identified. 

Furthermore, a tipping point for direction reversal of bending under different 

irradiation conditions has been identified. Recrystallisation of silicon nanowires was 

also investigated using thermal annealing. 

The effects of 7 keV Xe+ ions on silicon nanowires have been investigated under 

industrial processing conditions. Structural and morphological changes of silicon 

nanowires have been observed. These include nanowire bending, amorphisation, 

bubble formation and sputtering. The depth of damage has also been measured 

experimentally and was compared with the predictive damage using SRIM. 

In order to calculate the temperature along a nanowire during an in-situ TEM heating 

experiment, the relevant parameters have been found from the literature which will 

be used to set up a finite element model. Atomic Force Microscopy (AFM) was used 

to measure the surface roughness of silicon nanowires and molybdenum grids. Other 

parameters of interest include the Hamaker’s constant for the Van der Waals forces 

as well as the Young’s modulus, thermal conductivity and specific heat capacity of 

silicon nanowires and the ultra-thin oxide layer on their surface. 

  

iii 

 



 

 

List of Figures 

 

Figure 1.1: The first transistor invented and assembled in 1947 at Bell Labs, USA. 

Reproduced from [3]. ................................................................................................... 2 

Figure 1.2: The graph is showing the progress of semiconductor technology and the 

adherence to Moore’s Law. Reproduced from [8]. ...................................................... 2 

Figure 1.3: Schematic showing a four terminal field effect transistor illustrating the 

source, drain, gate and substrate. Reproduced from [13]. ............................................ 3 

Figure 2.1: Translation vectors a, b and c with the angles α, β and γ between them.

 .................................................................................................................................... 11 

Figure 2.2: The seven crystal systems. reproduced from [86]. ................................. 12 

Figure 2.3: A representation of a conventional unit cell of FCC with lattice constant, 

a, made with Balls and Sticks software [88]. ............................................................. 14 

Figure 2.4: Vector diagram to illustrate the derivation of dhkl. ................................. 16 

Figure 2.5: (a) Schematic view of a Si conventional unit cell containing 14 atoms as 

FCC structure (b) along [001] created using Balls and Sticks software[88].............. 18 

Figure 2.6: (a) Perfect crystalline structure of c-Si {110} with six-member rings in 

which each central atom bonding with four atoms at the vertices of a tetrahedron; and 

(b) a-Si with 5 and 7 member rings and long range order is lost. Reproduced from 

[96]. ............................................................................................................................ 19 

Figure 2.7: Schematic illustration of point defects in a crystal. ................................ 21 

Figure 2.8: Crystalline structure of a di-vacancy in silicon. Reproduced from [105].

 .................................................................................................................................... 22 

Figure 2.9: Vacancy type defect annealing in Si is shown with dotted lines during 15 

min isochronal annealing. Reproduced from [100].................................................... 23 

iv 

 



 

Figure 2.10: Cylindrical model of radius,𝑅𝑅o, for the volume surrounding the path of 

an ion track. δR is the sheath for out-diffusion of defects and 𝑅𝑅o−δR is the stable 

amorphous core. Reproduced from [138]. ................................................................. 27 

Figure 2.11: Schematic representations of: (a) the c-Si structure showing the six- 

membered rings with a <100> split di–interstitial shown by the dotted bonds and 

atoms labelled A, B and C; (b) the local atomic rearrangement after the introduction 

of a D-D pair with atoms 3, 4, 5, A and B forming a five-member ring and atoms 3, 

B and C are part of a 7 member ring. Reproduced from [152]. ................................. 30 

Figure 2.12: Atomic structure of the IV pair: dotted lines indicate the atoms and 

bonds in a perfect Si crystal; arrows at atoms A and A' show the direction of 

displacement of the atoms from their sites in the perfect lattice; the bonding between 

atoms A and A' is switched between B and B'. Reproduced from [93]. .................... 31 

Figure 2.13: Schematic representation of SPEG recrystallisation of a Si NW. 

Crystal-amorphous interface region shown as thick black line moving from left to 

right during thermal annealing. .................................................................................. 33 

Figure 2.14: Graph illustrating the regrowth rate of amorphous silicon is orientation 

dependant. It can be seen that regrowth is fastest for the <100> direction whilst it is 

slowest for the <111>. Reproduced from [46]. .......................................................... 34 

Figure 2.15: Schematic of semiconductor NWs bending under ion irradiation: a) 

downward bending; (b) upward bending. Arrows show the ion beam direction. 

Reproduced from [55]. ............................................................................................... 37 

Figure 2.16: Schematic of two flat planes interacting at a distance, D...................... 41 

Figure 2.17: Schematic of a sphere and a plane interacting at a distance, D. ........... 43 

Figure 2.18: Schematic of a cylinder and a plane interacting at a distance, D. ........ 43 

Figure 2.19: Force-displacement curve for interactions between a tungsten tip and a 

graphite sample obtained by AFM. The cantilever is under extremely-light load 

which is completely due to surface forces. Reproduced from [212].......................... 45 

Figure 2.20: Graph showing a comparison between the Van der Waals and capillary 

forces as a function of distance, D. Reproduced from [216]. ..................................... 47 

v 

 



 

Figure 2.21: Force-displacement curve for surface forces as a function of tip radius. 

The parameters used to plot Fig. 2.20 are the: A = 3.0 × 10–19 J and  R = 20 nm. 

Reproduced from [216]. ............................................................................................. 47 

Figure 2.22: Graph showing the force-displacement curve plotted using Equation 

2.14. The adhesion force (Fa = –4.36 nN, solid black line) and Van der Waals forces 

(open red circles) involved in the picking-up process of Ni clusters on HOPG. 

Reproduced from [204]. ............................................................................................. 48 

Figure 2.23: Young’s modulus dependence on the diameter of NWs obtained using 

atomic force microscopy: (a) increasing with decreasing diameter for clamped Pb 

NWs; and (b) decreasing with decreasing diameter for cantilevered GaN NWs. The 

curves are the best fit for the experimental data. Reproduced from [59]. .................. 50 

Figure 2.24: Young’s modulus of strained Cu NWs calculated using MD 

simulations. Reproduced from [218].......................................................................... 51 

Figure 2.25: Circular cross-sections of [110]–oriented Si NWs of different diameters 

used for MD simulations. Surface atoms have higher energy than inner atoms after 

relaxation. Reproduced from [229]. ........................................................................... 52 

Figure 2.26: Results of MD simulations for Young's modulus of [111] and [110]-

oriented Si NWs as a function of diameter and compared with bulk Si. The Young's 

modulus for both orientations decreases as a function of diameter. Reproduced from 

[229]. .......................................................................................................................... 52 

Figure 2.27: MD simulation results of the Young's modulus for [100]-, [110]- and 

[111]-oriented Cu NWs with values for the bulk indicated by horizontal line. For 

larger diameter NWs, the surface compressive strain is smaller and therefore the 

value of the Young's modulus is closer to the bulk. Reproduced from [221]. ........... 53 

Figure 2.28: Diameter dependence of Young’s modulus for Cu NWs obtained using 

the MD simulations. Reproduced from [218]. ........................................................... 54 

Figure 2.29: Graphs showing results of MD simulations: a) stress-strain curve for 5 

nm Si NWs at different temperatures illustrating the decrease in stress as temperature 

increases; and b) tensile stress-strain curves for Si NWs of different diameters at 

room temperature. Reproduced from [229]. .............................................................. 55 

vi 

 



 

Figure 2.30: Variation in the Young's modulus of Cu NWs against temperature 

obtained using MD simulations. Reproduced from [218]. ......................................... 55 

Figure 2.31: Graphs showing results of MD simulations: a) stress-strain curve for 5 

nm Si NWs at different temperatures illustrating the decrease in stress as temperature 

increases; and b) tensile stress-strain curves for Si NWs of different diameters at 

room temperature. Reproduced from [229]. .............................................................. 56 

Figure 2.32: Variation in the Young's modulus of Cu NWs against temperature 

obtained using MD simulations. Reproduced from [218]. ......................................... 57 

Figure 2.33: Sandwich-structured composites (SSCs) of SiNWs/Si/SiNWs grown on 

both sides of a Si wafer by etching. Conduction of heat introduced by the laser pulse 

was detected on the opposite side of the SSC as shown. Reproduced from [234]. ... 60 

Figure 2.34: Thermal conductivity dependence of SiO2 films on different 

preparation techniques. Reproduced from [248]. ....................................................... 61 

Figure 2.35: Dependence of effective thermal conductivity on thickness of SiO2 

films obtained from FE modelling. Reproduced from [233]. .................................... 63 

Figure 2.36: Thermal conductivities of SiO2 films as a function of film thickness, d, 

measured using the 3ω method. The solid line indicates the bulk value. Reproduced 

from [248]. ................................................................................................................. 64 

Figure 3.1: A vector diagram of a left-hand rule to determine the direction of the 

Lorentz force, F, in a magnetic field, B, acting on a charged particle moving with 

velocity, v. .................................................................................................................. 68 

Figure 3.2: Schematics showing: (a) a breakdown of the velocity vector, v, into its 

components, vx, and vy with the direction of the magnetic field, B, parallel to vx; (b) 

an electron with vy entering in B (into paper) following a circular motion. The 

direction of the force acting on the electron has been found from left hand rule. ..... 69 

Figure 3.3: Schematic of the trajectory of an electron with velocity, v, entering a 

homogenous magnetic field, 𝐁𝐁 , at an angle, θ . The parallel and perpendicular 

components of v relative to 𝐁𝐁 are shown. In a TEM, electrons follow a helical path of 

radius, r, through magnetic field, B, entering through point P and exiting at P’. The z-

axis indicates the optical axis of the TEM. Redrawn and adapted from [260]. ......... 70 

vii 

 



 

Figure 3.4: Schematic of a plane wave, 𝐊𝐊𝟎𝟎, interacting with an atom (blue circle) 

and scattered as a spherically wave (dashed red circle). Redrawn and adapted from 

[260]. .......................................................................................................................... 73 

Figure 3.5: A vector diagram illustrating an incident wave vector, 𝐊𝐊0, diffracted 

wavevector, 𝐊𝐊𝐝𝐝 , and the resulting wavevector, 𝐊𝐊, in going from 𝐊𝐊𝟎𝟎 to 𝐊𝐊𝐝𝐝 . ........... 77 

Figure 3.6: A schematic of plane wave scattered at an angle, 2θ, by atomic planes 

separated by a distance, d........................................................................................... 78 

Figure 3.7: Vector diagram for diffraction deviating from the perfect Bragg angle, 

θB, by Δθ showing the deviation parameter,𝒔𝒔𝒈𝒈.......................................................... 79 

Figure 3.8: Incoherently elastically scattered electrons diffracting at the Bragg 

condition forming a pair of Kossel cones. Adapted from [260]. ............................... 80 

Figure 3.9: Construction of Ewald sphere with incident beam, 𝐊𝐊𝟎𝟎 , and Bragg 

diffracted beam, 𝐊𝐊d, forming an angle of 2𝜃𝜃𝐵𝐵. ......................................................... 81 

Figure 3.10: Schematic of the filament, Wehnelt cap and anode for a tungsten 

thermionic electron source (redrawn from [260]). ..................................................... 82 

Figure 3.11: Schematic cross-section of an electromagnetic lens used in a TEM. 

Redrawn from [260]. .................................................................................................. 83 

Figure 3.12: Schematic ray diagrams for a TEM operating in (a) diffraction mode 

and (b) imaging mode. Redrawn from [260]. ............................................................ 84 

Figure 3.13: Schematic ray diagram for a single condenser lens showing the 

collection semi-angle, β, and convergence semi-angle, α. Redrawn from [260]. ...... 85 

Figure 3.14: Schematic ray diagram of a double-lens condenser system: (a) weak 

condenser lens forms a broader probe on the specimen, (b) strong condenser lens 

makes a sharper probe on the specimen. Redrawn from [260]. ................................. 86 

Figure 3.15: Schematic top-down view of a deflector illustrating the direction of the 

magnetic field, 𝐁𝐁  (green) and magnetic force, 𝐅𝐅 (red) while the direction of the 

electron beam is into the paper. The windings of the coil are shown in blue. Redrawn 

from [260]. ................................................................................................................. 87 

viii 

 



 

Figure 3.16: Schematics demonstrating the use of condenser defectors to (a) shift 

and (b) tilt the electron beam onto the specimen. Black dashed line shows the 

incident electron beam along the optical axis. ........................................................... 88 

Figure 3.17: Schematic of a stigmator used in TEM. The windings of the coils are 

illustrated with blue lines while the direction of the magnetic fields is indicated with 

green solid arrows. Astigmatism in the electron beam is illustrated by the red dashed 

ellipsoids and the green circle indicates the ideal beam shape once astigmatism is 

corrected. Reproduced from [263]. ............................................................................ 91 

Figure 3.18: The intensity profile of images of two point sources: a) when the points 

are resolvable and airy disks are not overlapping; b) the two point sources are close 

and the airy disks are overlapping but are at the limit of resolvability; and c) airy 

disks are overlapping as points are too close and hence cannot be resolved. 

Reproduced and adapted from [4]. ............................................................................. 93 

Figure 3.19: A schematic ray diagram of BF imaging in a TEM. ............................ 96 

Figure 3.20: A schematic ray diagram of DF imaging in a TEM. ............................ 96 

Figure 3.21: MIAMI facility layout and transport system for ion beam. Reproduced 

from [264]. ................................................................................................................. 98 

Figure 3.22: The Colutron G-2 ion source installed in the MIAMI facility. 

Reproduced from [264]. ............................................................................................. 99 

Figure 3.23: The bending magnet used in the MIAMI facility to deflect the ions 

through 37° (reproduced from [264]). ........................................................................ 99 

Figure 3.24: The nine-stage acceleration tube to accelerate the ion beam to higher 

energies if required. The white rings are ceramic used for the purpose of insulation 

between the acceleration stages (reproduced from [264]). ...................................... 100 

Figure 3.25: Einzel lens (right) with deflectors (left) used in the MIAMI facility. 

Reproduced from [264]. ........................................................................................... 101 

Figure 3.26: Final deflection system used in the MIAMI facility to provide an 

electrostatic field to the ion beam entering the TEM (reproduced from [264]). ...... 102 

ix 

 



 

Figure 3.27: Skimming diaphragm between two apertures ensuring that the ion beam 

enters the final deflection system of the MIAMI on zero- potential line. Reproduced 

from [264]. ............................................................................................................... 102 

Figure 3.28: The current metering rod to align and measure the ion beam current in a 

TEM (adapted from [264]). ...................................................................................... 103 

Figure 3.29: A schematic of AFM operation. Interaction between the tip and the 

sample is measured by monitoring the deflection of the free end of the cantilever by a 

laser beam shown in red. The laser beam reflects off the cantilever onto a position 

sensitive photodiode. Reproduced from [267]. ........................................................ 104 

Figure 3.30: Schematic of how an artefact can be introduced by a large diameter tip: 

(a) overestimating and (b) underestimating the lateral dimensions. Arrow shows the 

scanning direction and trace. Redrawn from [8]. ..................................................... 107 

Figure 3.31: Schematic showing the traces of two tips with different sidewall angles. 

The side walls cause broadening of the lateral dimensions in the image. Redrawn 

from [284]. ............................................................................................................... 107 

Figure 3.32: Schematic of edge overshoot caused by a fast scan speed. Arrow shows 

the scanning direction and trace. Redrawn from [283]. ........................................... 108 

Figure 3.33: A topographic image of LiF crystal surface showing distortions due to 

thermal drift (left) with bowing apparent in the bottom of the image. The image 

without thermal drift (right). Reproduced from [283]. ............................................ 109 

Figure 3.34: Distortion of features in an AFM image caused by creep. Reproduced 

from [284]. ............................................................................................................... 109 

Figure 3.35: (a) A schematic representation of an electron beam and ion beam in the 

MIAMI facility and (b) a bright-field image of the NW at zero-tilt plus 45°-rotation 

such that the ion beam is at normal incidence. ........................................................ 111 

Figure 3.36: Schematics demonstrating the tilt image series performed before and 

after the irradiation experiments to determine the bending direction of the Si NWs. A 

representation of the NW as seen by the electron beam in the TEM along the z-axis is 

shown in (a) to (c). The representation of the Si NW as seen from the x-axis of the 

TEM is illustrated in (d) to (f). ................................................................................. 112 

x 

 



 

Figure 3.37: Overlaid images of a Si NW at zero-tilt and plus-45°-tilt where a and b 

are the projected length at these two tilts, respectively. ........................................... 113 

Figure 3.38: Trigonometry of NW undergoing 45° x-tilt viewed in yz-plane of the 

TEM. ........................................................................................................................ 114 

Figure 3.39: Trigonometry of the NW as seen in xz-plane of the TEM. ................ 115 

Figure 4.1: A schematic showing the probability of an atomic displacement 

occurring when the energy transferred to the target atom is between the minimum, 

Ed-min, and maximum, Ed-max, displacement energies. Redrawn from [263]. ............ 118 

Figure 4.2: A schematic showing a single atomic collision leading to the formation 

of a cascade: an incident ion with E0 > Ed displaces a target atom from its lattice site 

becoming a PKA, a’; a PKA with E–Ed > Ed produces a secondary knock-on atom, 

a”; and in turn a’’ produces a tertiary knock-on atom, a’”, and so on. This process 

continues in the material until atom lose energy and come to rest or exit the target.

 .................................................................................................................................. 119 

Figure 4.3: Schematic illustration of a displacement spike (reproduced from [296]).

 .................................................................................................................................. 120 

Figure 4.4: A schematic of the energy loss due to electronic stopping of an ion 

moving with velocity, vion, through a target. .......................................................... 122 

Figure 4.5: Comparison between the electric and nuclear stopping powers: nuclear 

stopping power curve dominates at lower energies (typically between 10–100 keV) 

while electronic stopping is dominant at higher energies (typically MeV energies). 

Reproduced from [299]. ........................................................................................... 123 

Figure 4.6: Schematic of an ion begin scattered during a series of collisions with the 

target atoms illustrating how the actual range of the ion and the path length (distance 

from A–B) can differ. In other words, the projected range, Rp, is different from the 

path length, R. .......................................................................................................... 124 

Figure 4.7: A schematic showing an ion being channelled in Si. The channelled ion 

may experience glancing collisions and will lose energy due to the electronic drag 

force but the probability of nuclear collisions is reduced. ....................................... 125 

xi 

 



 

Figure 4.8: A collision between two atoms of mass M1, and M2, drawn 

schematically in a centre-of-mass system: a “scattering triangle” is used to calculate 

the scattering angle, θ . The triangle is composed of are the distance of closest 

approach,  r0 , between the atoms, the radii of projectiles, 𝜌𝜌1  and 𝜌𝜌2 , and the 

correction terms, δ1 and δ2, for different atomic potentials. ................................... 127 

Figure 4.9: Diagram showing: (a) division of NW geometry into multiple slices to 

allow application of SRIM calculations; and (b) calculation of chord length, x, at 

distance, a, from centre, C, of a NW of radius, r, used to determine target thickness 

for the input parameters for the corresponding SRIM calculation. .......................... 131 

Figure 4.10: Plots of vacancies (a, c) and interstitials (b, d) created by 6 keV Ne+ 

ions incident upon a 50 nm Si NW obtained using the multislice SRIM method. The 

results of the first implementation of this approach are shown in (a) and (b) with the 

results of the improved MatLab code is shown in (c) and (d). ................................ 133 

Figure 4.11: Atomic percentages of ion implantation at amorphisation against ion 

energy in different thickness of Si calculated using SRIM. ..................................... 135 

Figure 5.1: Distribution of the (a) atomic displacements and (b) ion implantation 

caused by 6 keV Ne+ ions in 50 nm thick Si obtained using SRIM [289]. .............. 139 

Figure 5.2: Vacancy and interstitial distributions in 50 nm thick Si irradiated with 6 

keV Ne+ obtained using SRIM [289]. ...................................................................... 139 

Figure 5.3: Two-dimensional representations of (a) displacement distribution and (b) 

ion implantation in a 50 nm diameter Si NW irradiated with 6 keV Ne+ ions. ....... 140 

Figure 5.4: Two-dimensional representation of (a) vacancies and (b) interstitials 

created by 6 keV Ne+ ions in a 50 nm diameter Si NW. .......................................... 140 

Figure 5.5: Distribution of displacement caused by 60 keV Ne+ ions in 50 nm 

diameter Si NW calculated using the multislice SRIM method. ............................. 141 

Figure 5.6: Ion implantation profile of 60 keV Ne+ ions in 50 nm diameter Si NW 

calculated using the multislice SRIM method. ........................................................ 142 

Figure 5.7: Illustration of the tilt and rotate procedure with the electron beam 

(shown in green) and the ion beam (shown in yellow): a) the selected NW is rotated 

xii 

 



 

to align with the x-axis of the TEM; b) the NW is then tilted to –30o to capture the 

SAED corresponding to the crystallographic direction in which the irradiation will 

subsequently be performed (represented by a solid black line); c) the NW is next 

tilted back to the zero position; and d) is rotated to plus-45o such that the ion beam is 

normal to the axis of the NW. .................................................................................. 143 

Figure 5.8: A SAED pattern captured during the tilt–rotation procedure illustrated in 

Figure 5.7 showing the crystallographic direction presented to the ion beam. ....... 144 

Figure 5.9: Micrographs showing the tilt image series of an Si NW before (a to c) 

and after (d to f) ion irradiation. The series was captured by tilting the NW at plus-

45° (c and f) and minus-45° (a and d) about the x-axis of the TEM. The NW was 

irradiated with 6 keV Ne+ ions to an end fluence of 5.2×1016 ions.cm–2. The scale bar 

in f) applies to all images. ........................................................................................ 145 

Figure 5.10: A BF-TEM image of the bent Si NW irradiated with 6 keV Ne+ ions to 

a fluence of 1.1×1016 ions.cm–2. The inset shows the SAED pattern with intense 

bright spots clearly demonstrating the residual crystallinity.................................... 146 

Figure 5.11: Micrographs showing a Si NW undergoing bending when irradiated 

with 6 keV Ne+ ions: (a) virgin NW with inset showing tip of NW; (b) the NW bends 

towards the ion beam during irradiation to a fluence of 3.5×1016 ions.cm–2; (c) the 

sample was flipped to allow irradiation from the opposite side; (d) a bent NW 

demonstrates straightening when subsequently irradiated from the opposite side to a 

fluence of 1.3×1016 ions.cm–2; and (e–f) continued to bend back towards the ion 

beam. The fluences for (e) and (f) are 1.6×1016 and 2.4×1016 ions.cm–2, respectively. 

The scale bar in (f) applies to all images.................................................................. 147 

Figure 5.12: BF-TEM images showing a Si NW at zero-tilt plus-45°-rotation: (a) 

virgin NW with corresponding SAED pattern shown in (b); (c) irradiated with 6 keV 

Ne+ ions to a fluence of 5.2×1016 ions.cm–2 shows bending of the NW with 

corresponding SAED pattern shown in (d) demonstrating the residual crystallinity; 

(e) fully amorphous NW irradiated with 60 keV Ne+ ions to a fluence of 6.1×1015 

ions.cm–2; and (f) the absence of any detectable crystallinity is confirmed in the 

corresponding SAED pattern. The scale bar is the same for all images. ................. 149 

xiii 

 



 

Figure 5.13: Graph showing the temperature ramp versus time used to monitor the 

recrystallisation of amorphous Si NWs. The temperature increment was reduced 

above 400°C and then again above 600°C to allow the recrystallisation of the NWs to 

be monitored more closely. ...................................................................................... 151 

Figure 5.14: Micrographs showing: (a) amorphous Si NW after 60 keV Ne+ ion 

irradiation to a fluence of 6.1×1015 ions.cm–2; and (b) recrystallisation of the Si NW 

achieved through thermal annealing to 720°C. The insets show the corresponding 

SAED patterns with amorphous rings transitioning into a pattern featuring bright 

spots indicative of a significant single crystalline region in combination with rings 

characteristic of polycrystalline material. This suggests that the recrystallisation 

occurred via a mixture of SPEG and RNG. ............................................................. 152 

Figure 6.1: Schematic showing a Si NW which has been rotated 135° from the x-

axis and x-tilted by –7° to give an angle with the NW of 35° off normal in the 

geometry of the MIAMI facility. The ion and electron beam diameters are much 

larger in the MIAMI facility than shown in the schematic. ..................................... 156 

Figure 6.2: Micrographs showing a virgin Si NW at a) zero-rotation zero-tilt 

position and b) the NW after 135° rotation and a x-tilt of –7° so that the ion beam is 

incident at 35° off normal. The scale bar is the same for both the images. ............. 157 

Figure 6.3: Ion implantation profiles calculated using SRIM for: (a) 9.5 keV Xe+ 

ions in 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions in 150 nm thick 

GaAs at 35° off normal. ........................................................................................... 158 

Figure 6.4: Atomic displacement profiles calculated using SRIM for: (a) 9.5 keV 

Xe+ ions in 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions in 150 nm 

thick GaAs at 35° off normal. .................................................................................. 159 

Figure 6.5: Micrographs showing the tilt series of a Si NW: before irradiation (a–c) 

and after irradiation (d–f) to an end fluence of 1.9×1016 ions.cm–2. The tilt image 

series demonstrates that the NW bent towards the ion beam. The scale bar is the 

same for all the images. ............................................................................................ 160 

xiv 

 



 

Figure 6.6: Graphs illustrating the matching of peak damage depth for: (a) 5 keV 

Xe+ ions into 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions into 150 nm 

thick GaAs as calculated from SRIM....................................................................... 161 

Figure 6.7: Ion implantation profiles calculated using SRIM for: (a) 5 keV Xe+ ions 

into 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions into 150 nm thick 

GaAs at 35° off normal. ........................................................................................... 162 

Figure 6.8: Three-dimensional computer model of an inclined NW before (top) and 

after (bottom) undergoing ion-beam-induced bending. Comparison with the 

experimental result in figure 6.12 confirms that the inclination and bending direction 

of the NW have been correctly deduced and modelled. ........................................... 162 

Figure 6.9: Micrographs showing a tilt image series for a Si NW before (a–c) and 

after irradiation (d–f) with 5 keV Xe+ ions to a fluence of  2.2×1015 ions.cm–2. The 

series reveals the ion-beam-induced bending direction to be away from the ion beam 

when irradiated. Scale bar is applicable to all images. ............................................ 163 

Figure 6.10: Micrographs showing a Si NW before (a) and (b) after with 9.5 keV 

Xe+ ions to a fluence of 1×1015 ions.cm–2. Scale bar is applicable to both images. . 165 

Figure 7.1: Graphs showing the distribution of damage of 7 keV Xe+ ions  in (a) 24 

nm  (b) 50 nm thick Si as calculated using SRIM. .................................................. 167 

In the first series of experiments, thin Si NWs of diameters ranging from 24–50 nm 

with one end attached to the grid and the other end in free space were selected for the 

irradiation experiments. The NWs were irradiated with 7 keV Xe+ ions at normal 

incidence and the ion-beam-induced modifications were investigated. The damage 

and ion implantation profiles for 24 and 50 nm thick Si were calculated using SRIM 

and are shown in Figure 7.1 and Figure 7.2, respectively. The peak of the damage 

depth and Rp for 7 keV Xe+ ions into 24 nm Si lie at 5.8 nm and 10.5 nm, 

respectively. ............................................................................................................. 167 

Figure 7.3: Graphs showing the ion implantation profile of 7 keV Xe+ ions  in (a) 24 

nm  (b) 50 nm thick Si as calculated using SRIM. .................................................. 168 

xv 

 



 

Figure 7.4: Composite micrograph demonstrating the bending of a Si NW during 

irradiation with 7 keV Xe+ ions. The bending curvature increases at higher fluences 

given in units of ions.cm–2. ...................................................................................... 169 

Figure 7.5: Micrographs showing the tilt image series of a Si NW before (a to c) and 

after (d to f) irradiation with 7 keV Xe+ ions at normal incidence to an end fluence of 

3.2×1016 ions.cm-2. The scale bar shown in (f) applies to all images. ..................... 169 

Figure 7.6: Bright-field images of a Si NW demonstrating a sputtering effect: (a) un-

irradiated NW and (b) after irradiation to a fluence of 2.6×1016  ions.cm-2. The insets 

show the corresponding SAED patterns and the scale bar in (b) applies to both 

images. ..................................................................................................................... 170 

Figure 7.7: Micrographs showing the ion-irradiation-induced structural deformation 

of a Si NW: (a) virgin NW and (b) after irradiation with 7 keV Xe+ ions to a fluence 

of 3.2×1015 ions.cm-2. Insets show the corresponding SAED patterns demonstrating 

the partial amorphisation. Cracking defects are highlighted with red circles in (b). 

The scale bar in (b) also applies to (a). .................................................................... 170 

Figure 7.8: Micrograph of a Si NW showing black-spot damage inside the NW 

highlighted with arrows after irradiation with 7 keV Xe+ ions to a fluence of 4.4×1016 

ions.cm-2. .................................................................................................................. 171 

Figure 7.9: Micrograph showing a bright-field image of a Si NW demonstrating the 

formation of bubbles following irradiation with 7 keV Xe+ to a fluence of 4.4×1016 

ions.cm–2. Greyscale levels have been enhanced to optimise the contrast of the 

bubbles. .................................................................................................................... 172 

Figure 7.10: Schematic of the procedure to observe a Si NW normal to the ion 

irradiation direction in the MIAMI facility geometry using a tilt-rotate TEM sample 

holder: (a) the sample is irradiated at an x-tilt of minus-32.5° and a rotation of 25° 

from the x-axis; and (b) the NW is tilted to plus-32.5° and rotated back to the x-axis 

for analysis. The NW is shown in red with a faceted surface representing the 

direction in which it was ion irradiated. The electron beam is shown in green and the 

ion beam in translucent blue. ................................................................................... 174 

xvi 

 



 

Figure 7.11: Two-dimensional plots showing the (a) atomic displacements and (b) 

ion implantation in a 40 nm diameter Si NW obtained using the  multislice SRIM 

method. ..................................................................................................................... 175 

Figure 7.12: Micrographs showing (a) bright-field and (b) dark-field images of a Si 

NW before irradiation captured at zero-rotation plus-32.5°-tilt, Inset is showing the 

corresponding diffraction pattern The scale bar in (b) applies to both images. ....... 175 

Figure 7.13: Micrographs showing bright-field images of a Si NWs demonstrating 

the effect of sputtering: (a) before and (b) after irradiation with 7 keV Xe+ ions to a 

fluence of 8.1×1016 ions.cm–2. The scale bar in (b) applies to both images............. 176 

Figure 7.14: Graphs showing: (a) DPA calculated from SRIM for 7 keV Xe+ion 

irradiation of Si to a fluence of 1.7×1016 ions.cm–2; and (b) a closer view of the tail of 

the damage profile with the dotted line indicating the required DPA to amorphise Si 

with Xe+ ions at room temperature. ......................................................................... 176 

Figure 7.15: Micrographs showing (a) bright-field and (b) dark-field images of a Si 

NW at zero-rotation plus-30°-tilt after irradiation to measure the depth of the damage 

caused by 7 keV Xe+ ions to a fluence of 1.7×1016 ions.cm–2. The scale bar in (b) 

applies to both images. ............................................................................................. 177 

Figure 8.1: Schematic of a Si NW on a Mo grid..................................................... 180 

Figure 8.2: Histogram of Ra surface roughness measurements of the Si NWs. ..... 185 

Figure 8.3: Histogram of Ra surface roughness measurements of the molybdenum 

TEM grids. ............................................................................................................... 185 

Figure 8.4: AFM scanned image showing the (a) topography of a Si NW and (b) 3D 

view of the roughness of a typical Si NW................................................................189 

Figure 8.5: AFM scanned image showing the (a) topography of a Mo grid and (b) 

3D view of the roughness of a typical Mo grid........................................................189  

Figure 9.1: Schematic of a NW of diameter, 2r, illustrating a bent section with a 

radius of curvature, R, and arc length, θR. The volumes of the bent section on the 

outside, V > 𝑅𝑅 , and inside, V < 𝑅𝑅 , of R can be calculated using the expressions 

shown. ...................................................................................................................... 195 

xvii 

 



 

Figure 9.2: A typical Si NW bending irradiated with 6 keV Ne+ ions Ne+ ions to a 

fluence of 1.16×1016 ions.cm–2. ............................................................................... 196 

Figure 9.3: Example of a SRIM multislice calculation for 9.5 keV Xe+ ion 

irradiation of a Si NW showing the distributions of: (a) vacancies; (b) interstitials; 

and (c) surpluses of vacancies and (d) interstitials................................................... 198 

  

xviii 

 



 
1 Introduction 
 

 

1.1 Background 

The invention of the solid-state transistor in 1947 by Shockley, Bardeen and Brattain 

opened up new horizons for the use of semiconductor technology [1], [2]. The first 

transistor was made using Germanium (Ge) and was known as a point contact 

transistor as shown in Figure 1.1 [3]. The invention of integrated circuits using Ge in 

1960 revolutionised the semiconductor industry with the advantage of increased 

power to process information at reduced cost. The development of semiconductor 

devices continued to attract much interest and discrete devices like diodes, transistors 

and capacitors were fabricated into chips. Although the first transistors were made of 

Ge, it was realised later that silicon (Si) has some properties and advantages over Ge. 

Silicon subsequently became the dominant material in the semiconductor industry 

[4]. The miniaturisation of the technology continued and has held true the Gordon 

Moore’s Law who predicted in his paper in 1965 that “number of transistors per unit 

area on an integrated chip doubles every two years” [5]. The first transistor 

developed was several mm2 but the size reduced to µm2 in the 1970s [6]. 

The concept of Field Effect Transistors (FET) was a ground-breaking invention 

[7]. A FET is a four terminal device that consist of three metal electrodes referred as 

the gate, source and drain with a semiconductor substrate as the fourth contact. The 

source and drain are heavily doped regions of opposite conductivity type to the body 

(e.g. if the substrate is p-type then the source and drain are doped to be n-type). 

Current flows from source to drain when a voltage is applied on the gate electrode 

and thus a FET is referred to as a voltage controlled device. The flow of carriers can 

be controlled with the gate voltage which then controls the size and shape of the 

semiconducting channel between the source and drain. There are several main types 

of FET: junction FET (JFET); metal oxide FET (MOSFET); metal semiconductor 

FET (MESFET); and heterostructure FET (HFET). The most important type of FET 
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is the MOSFET in which a very thin oxide layer (e.g. SiO2) is formed between the 

gate and the substrate. The gate channel constitute current caused by either electrons 

or holes (usually current due to electrons in p-type substrate and vice versa).  

 

 

Figure 1.1: The first transistor invented and assembled in 1947 at Bell Labs, 

USA. Reproduced from [3]. 

 

 

Figure 1.2: The graph is showing the progress of semiconductor technology 

and the adherence to Moore’s Law. Reproduced from [8]. 

The first Si-based FET microprocessor called the 4004 was introduced by Intel 

and had 2300 transistors whilst current Intel microprocessors in 2016 such as the 
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Xeon-X7460 contain 1.9 billion [9]. The tremendous progress of the semiconductor 

industry over the years is demonstrated in Figure 1.2. 

Silicon has been an attractive, dominant and versatile material in the 

semiconductor microelectronic industry due to its abundance, cost effectiveness and 

fundamental properties. The quest to continually miniaturise Si-based 

microelectronics poses challenges as the limits of current technologies are reached 

[10]. The challenges are classified into four broad categories: minimising gate and 

oxide thickness whilst avoiding leakage currents; heat dissipation due to the large 

number of devices per unit area; overcoming the limitations of lithographic 

techniques; and reducing the costs of fabrication, testing and production [11]. It is 

expected that the miniaturisation of conventional Si-based microelectronics can 

continue for a further five years but then there will be a need to replace the 

technology [12]. Therefore, research is underway to investigate and demonstrate 

novel materials to continue along the trend predicted by Moore’s Law.  

 

 

Figure 1.3: Schematic showing a four terminal field effect transistor 

illustrating the source, drain, gate and substrate. Reproduced from [13]. 

 

Researchers have proposed new materials and methods for future generations of 

nanoelectronics by adopting new ideas to continue with the miniaturisation of 

technology by overcoming the shortcomings of bulk Si [4]. For example: process-
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induced-strained Si has been used as an alternative for the conducting channel as its 

charge carriers exhibit lower effective mass and hence increased mobility and 

current; high-k dielectric materials to allow the use of thinner gates; and the 

replacement of metal gate electrodes with polysilicon. Novel nanomaterials and non-

planar device geometries have also been proposed [4]. 

Nanomaterials are of great importance in science and technology as the potential 

building blocks for the next-generation technologies [14], [15]. These include 

nanotubes (NTs) [16], [17], nanowires (NWs) [18], nanoparticles and quantum dots 

[14], [19], [20], [21], [22]. The large surface area–to–volume ratio together with 

associated quantum effects at the nanaoscale causes these nanomaterials to show 

different physical properties compared to their bulk counterparts. For example, 

materials at the nanoscale can have lower melting points [23] and can demonstrate 

reduced lattice constants [24]. Some semiconducting nanomaterials have improved 

mechanical properties which may be attributed to a reduced numbers of defects [25]. 

The optical properties of semiconducting nanomaterials can be different from the 

bulk due to increased bandgaps [26]. Furthermore, some nanomaterials also 

demonstrate reduced electrical conductivity due to high surface scattering [25], [26]. 

In particular, semiconducting NWs are of interest for their unique properties and 

applications in multiple technologies [27]. 

An enormous amount of research has been dedicated toward silicon NWs (Si 

NWs) as a potential candidate for the next generation of nanodevices such as 

resonators, MOSFETs [28]–[32], nanogenerators [33] and sensors [34]. Silicon NWs 

are 1D nanomaterials with a cylindrical symmetry and a diameter usually not greater 

than 100 nm [35]. Silicon NWs have been demonstrated as a functional device 

element in Fin Field Effect Transistor (finFET) technology [36]. A finFET is a non-

planar device built using silicon-on-insulator technology used in modern 

microprocessors and incorporates a gate wrapped around a thin Si fin. The NWs can 

serve as a channel in finFETs when connected between the source and drain. This 

device exhibits excellent carrier mobility and gate control properties. The fabrication 

of Si NWs with controlled diameter along with their compatibility with the current 

complementary metal oxide semiconductor (CMOS) technology are some of the 

advantages [37]. 
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The applications of Si NWs are not limited to micro and nanoelectronics but could 

also be exploited in a range of fields. Thin Si NWs of diameters less than 10 nm have 

been developed as FET-based gas sensors for environmental monitoring [38]. The 

working principle of such devices is based on an electric field which influences the 

charge on the surface of the NWs and hence modulates the current in the channel. 

The resistivity of these NW-based sensors changes upon interaction with various 

gases and vapours such as NO2, NH3 [39] and hydrogen [40]. Silicon NWs have been 

used as electrodes in rechargeable lithium-ion micro-batteries which demonstrated 

high capacity and long life for use in portable devices [41], [42] . Silicon NWs have 

also been demonstrated as efficient thermoelectric materials with higher 

thermoelectric efficiency due to their low thermal conductivity compared to bulk Si 

[43]. Thermoelectric materials could be used in automobiles or refrigerators for 

power generation. Further examples of applications of Si NWs include use as 

ultrasensitive biological sensors of proteins [44], gastric cancer biomarks [45] and 

DNA [46]. 

The invention of the Transmission Electron Microscope (TEM) by German 

physicist Ernst Ruska in 1933 enabled materials characterisation with a much higher 

resolution than optical microscopy. In-situ ion irradiation with TEM provides an 

invaluable and versatile tool to explore the microscopic response of materials under 

irradiation. Ex-situ ion beam irradiation does not allow the possibility of observing 

dynamic and complex defect evolution and is limited to the investigation of the 

materials in the end-state. Although irradiation and characterisation can be performed 

in multiple steps, irradiating the samples in one instrument and transferring them to 

other equipment for characterisation is time consuming and there is a high risk of 

damage and/or contamination of the sample. Furthermore, it may be difficult to 

repeatedly return to the exact nanoscale area of interest in the TEM after each 

irradiation step especially if there are ion-beam-induced morphological changes. 

However, in-situ ion irradiations within TEM provides an excellent route to monitor 

the region of interest continuously during the ion irradiation process whilst 

maintaining the irradiation and sample conditions. 

The history of TEM with in situ ion irradiation dates back to 1961 when Pashley 

and Presland [47] at Tube Laboratories in Cambridge (UK) observed black spot 
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damage in gold. They suspected that the damage may be cause by negative ions 

emitted from the tungsten filament of the electron gun. They further investigated this 

experimental result by using mass deflection coils to deflect the electrons but to 

allow any heavy ions to continue to the sample. Black spot damage was again 

introduced into the gold material even when the electrons were deflected. They 

concluded that the “direct observation of ion damage in the electron microscope thus 

represents a powerful means of studying radiation damage” [47]. In 1963, Howe et 

al. [48], [49] from Chalk River Nuclear Laboratories (Canada) carried out a series of 

irradiation experiments within the TEM by coating the electron beam filament to 

increase the flux of oxygen ions to irradiate the gold, aluminium and copper samples 

below 30 K. Furthermore, they  developed a way to measure the ion beam flux by 

installing a Faraday cup in the TEM column in 1964 [50]. The first in-situ ion beam 

facility interfaced with a TEM was built in the Atomic Energy Research 

Establishment laboratory in Harwell (UK) [51]. 

In-situ ion irradiations with TEM are of great importance in helping to understand 

the underlying dynamic and complex processes of ion-solid interactions with real-

time observations at different temperatures. This technique is applied to various 

technological challenges and in particular in nuclear and semiconductor research. 

 

1.2 Thesis Overview 

The current work is focused on understanding the underlying physics and 

mechanisms of ion-beam-induced modifications of Si NWs. In-situ ion irradiations 

experiments were carried out within the TEM. The ion irradiation caused atomic 

displacements and implantation in the nanowires. Multiple factors influence the 

outcome of these processes including ion energy, ion species, NW dimensions and 

irradiation geometry. 

Ion implantation is a widely used processing technique for controlled doping with 

the aim of modifying materials to engineer desired properties. When an incident ion 

interacts with a target material, the ion may change its direction, energy and charge 

state while travelling through the target. During their journey through the target 
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material, the ions can create knock-on atoms which can themselves displace other 

atoms. This process continues until the ion and atoms come to rest or leave the target. 

The ions and the recoil atoms can cause a displacement of an atom from it lattice site 

if the transferred energy is greater than the displacement energy. In this way, the ion 

can cause crystal defects and morphological changes to the target. 

The mechanisms for the bending of NWs under ion irradiation, have not yet been 

fully understood but have been explored by different authors [52], [53], [54] in the 

literature. The effect of ion irradiation on Si NWs has been explored in this study 

through in-situ TEM as this offers a novel technique to observe and characterize in 

real time the ion-irradiation-induced microstructural dynamic processes. This has 

allowed radiation damage including crystallographic defects, amorphisation and 

morphological changes of Si NWs to be explored in this work. 

A literature review is presented in chapter 2 covering basic crystallography, 

defects in solids and specifically in Si. A review of radiation damage in NWs is 

presented with a particular emphasis on ion-irradiation-induced bending phenomena. 

Also of interest was the Van der Waals attraction of the NWs with the TEM support 

grid, mechanical and thermal properties which influence this interaction. 

The experimental techniques are covered in chapter 3 including the basic 

principles of the instruments and techniques used for materials characterisation in 

this work. TEM has been extensively used and is discussed in detail. In particular, 

the Microscope and Ion Accelerator for Materials Investigations (MIAMI) facility is 

described as the main instrument used for this work. Atomic Force Microscope 

(AFM) is also discussed as it was also used to investigate the surface roughness of 

both Si NWs and the molybdenum (Mo) TEM girds. 

The first results chapter builds on the literature review and experimental methods 

with the physics of atomic collision in solids leading into a description of the 

Stopping and Range of Ions in Matter (SRIM) Monte Carlo computer code. This 

forms the basis for the selection of ion beam irradiation conditions for the 

experiments design and the incorporation of SRIM into MatLab to extend it to non-

planar geometries for application to NWs as part of this work. 
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The results of ion-beam-induced bending of Si NWs irradiated with 6 keV Ne+ is 

presented in chapter 5. Tilt series and tomography of the un-irradiated and irradiated 

Si NWs were performed to determine the bending direction of NWs. Thermal 

annealing of Si NWs were also carried out and the results are presented. 

Experiments specifically designed to match the irradiation conditions with results 

presented by Borschel et al. [55] are presented in chapter 6. In that work, they 

irradiated GaAs NWs using three different ion species (S, Xe and Ar) at different 

energies to explore the effects of irradiation conditions for NWs bending. As one of 

the principle papers on this phenomena in GaAs NWs, it was of particular interest to 

test the reproducibility, or not, in Si NWs. 

Chapter 7 has been dedicated to investigating the ion-beam-induced modification 

of Si NWs specifically under processing conditions used in the microelectronic 

industry. Silicon NWs as potential candidates for FinFETs are being implanted by 

exposure to 5% arsine and 95% Xe plasma. For this reasons, these irradiation 

experiments were designed to investigate the effect of 7 keV Xe+ ions. A 

combination of tilt-rotation procedure was developed to allow measurement of the 

damage depth using TEM techniques. Structural changes along with the plastic 

deformation and bubble evolution in the Si NWs were observed. 

An important question for in situ TEM investigations of nanostructures is the 

temperature of a nanosized feature in only partial and indirect contact with a 

macroscopic sample-holder which is providing heating. In preparation for future 

computer modelling work to gain a better understanding of such systems to support 

the design and interpretation of this type of experiment, chapter 8 presents AFM 

results which has been used to characterise the contact surfaces of the TEM support 

grid and the Si NWs themselves. The geometry, materials and other considerations 

are discussed and a summary of the important input parameters for the modelling as 

identified in the literature review are also summarised. 

Chapter 9 is a discussion drawing together the literature review and results 

collectively presented in the thesis. The main conclusions are directs for future work 

are summarised in chapter 10. 
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2  Literature Review 
 

 

2.1 Introduction  

Over the past three decade, an enormous amount of research has been directed 

toward nanoscience and nanotechnology resulting in the advancement of 

nanomaterials [56]–[58]. Scientific research has shown that nanoscale materials and 

structures have some unique differences compared to bulk materials including their 

thermal, mechanical, optical and electrical properties [59], [60]. Nanostructures are 

of great importance in science and technology and are considered as potential 

building blocks for the next generation of electronic devices [14], [15]. These include 

carbon nanotubes (NTs) [18], nanowires (NWs) [18], [61], nanoparticles and 

quantum dots [6]. Nanowires have been the subject of intense scientific research and 

of particular interest are semiconductor NWs [63]–[66]. 

Ion irradiation is the main processing technique for Si-based devices [67]. The 

current work is focused on understanding the underlying physics and mechanisms of 

ion-beam-induced modifications of single-crystalline Si NWs (e.g. defect formation, 

amorphisation) and subsequent recrystallisation during annealing. The ion irradiation 

can cause implantation, displacement of atoms and accumulation of damage 

potentially resulting in the amorphisation of the NWs depending on the conditions 

such as ion species, ion energy and fluence [68],[69], [70], [71]. 

Nanostructures range from zero-dimensions (0D) (e.g. quantum dots) through 1D 

(nanowires) to 2D materials (graphene) [72]. These distinctions reflect the geometry 

which can have significant implications for the physics of these materials [73]. 

Silicon NWs are either single-crystals, polycrystalline or amorphous and are usually 

up to 100 nm in diameter and with a length of a few microns [35]. Electronic devices 

based on Si NWs (e.g. solar cells and sensors) may have larger surface sensitivity 

compared to bulk devices due to their increased surface-to-volume ratio [38], [45], 
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[74], [75]. Mechanical properties of Si NWs are also influenced by their geometry 

[63], [76] and are also a useful platform for fundamental physics research [77]–[81]. 

Radiation-induced damage in crystalline silicon (c–Si), including the crystalline-

to-amorphous (c–a) phase transformation has been an active area of investigation 

because of the use of ion implantation in semiconductor doping [82]. The aim of this 

work was to study and understand the fundamental science and mechanisms in Si 

NWs under ion irradiation. 

 

2.2 Crystallography 

The field of science concerned with the atomic structure and ordering of solids (the 

regular periodic arrangements of atoms) is known as a crystallography. 

 

2.2.1 Lattice Points 

A set of periodically repeated points in 3D space is called a lattice and each 

individual point is known as a lattice point [83], [84]. 

 

2.2.2 Lattice Vectors  

To describe the repetitive translational symmetry of crystals in 3D, three non-

coplanar translation or lattice vectors are defined as a, b and c which make angles α, 

β and γ [85]. The lattice vectors and the relative angles are shown in Figure 2.1. In a 

cubic system, these translation vectors are orthogonal to each other. 
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Figure 2.1: Translation vectors a, b and c with the angles α, β and γ between 

them. 

 

The translation vector, 𝑹𝑹, is defined as the sum of multiples of the vectors a, b and c 

in 3D space as given in Equation 2.1: 

 𝑹𝑹 = 𝑛𝑛1𝒂𝒂 +  𝑛𝑛2𝒃𝒃 +  𝑛𝑛3𝒄𝒄 Equation 2.1 

where n is an integer. 

 

2.2.3 Crystal Basis 

The crystal basis is the simplest structure which can be translated by the lattice 

vectors to construct the entire crystal [85].  

 

2.2.4 Primitive Unit Cell 

The minimum volume of a crystal that contains only one lattice point is called a 

primitive unit cell. When these unit cells are stacked together in a repetitive fashion, 

they form an entire crystal. The periodic repetition of a primitive unit cell by 

translating the lattice vectors a, b and c occupies all space without leaving any voids 

and hence reproduce the entire crystal. 
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2.2.5 Conventional Unit Cell 

The conventional unit cell is larger than the primitive unit cell and features all 

possible symmetries: rotational and reflectional. When a conventional unit cell is 

translated by the lattice vectors fills all space without leaving any voids. 

 

2.3 Crystal System 

The determination of the distinct unit cell in a 3D lattice categorises the crystal 

structures. The shape of the unit cell determines the appearance and physical 

properties of the crystals. There are seven primitive unit cells associated with the 

lattice symmetry (rotational and reflectional) and are categorised into seven crystal 

systems defined by a, b, c and 𝛼𝛼, 𝛽𝛽 and 𝛾𝛾 (see Figure 2.2). 

 

 

Figure 2.2: The seven crystal systems. reproduced from [86]. 
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2.3.1 Bravais Lattice 

In 1848, the French scientist August Bravais mathematically proved that there are 14 

different ways to assemble lattice points in 3D space [87]. The seven crystal systems 

are primitive unit cells while for the others a non-primitive unit cell is employed to 

demonstrate the full lattice symmetry. The three cubic Bravais lattices are the simple 

cubic (SC), body centred cubic (BCC) and face centred cubic (FCC) [85]. 

 

2.3.2 Reciprocal Space   

Reciprocal space is a framework in which the lattice vectors are the reciprocal of 

inter-planar spacing. It provides an alternative way to represent lattice vectors in 

terms of wavelevectors, 𝑲𝑲 and is also known as k-space or momentum space. The 

lattice vectors a, b and c are represented with reciprocal lattice vectors a*, b* and 

c*, respectively. Each reciprocal lattice vector is normal to two lattice vectors of the 

crystal and is illustrated in Equation 2.2: 

 
𝒂𝒂 ∗=  2𝜋𝜋

𝒃𝒃 × 𝒄𝒄
𝒂𝒂.𝒃𝒃 × 𝒄𝒄

  

𝒃𝒃 ∗ =  2𝜋𝜋
𝒄𝒄 × 𝒂𝒂
𝒂𝒂.𝒃𝒃 × 𝒄𝒄

 

𝒄𝒄 ∗ =  2𝜋𝜋
𝒂𝒂 × 𝒃𝒃
𝒂𝒂.𝒃𝒃 × 𝒄𝒄

  ⎭
⎪
⎬

⎪
⎫

 

 

Equation 2.2 

 

where 𝒂𝒂.𝒃𝒃 × 𝒄𝒄 is the volume of unit cell. 

 

2.3.3 Coordination Number 

When the lattice points are populated by atoms, the number of atoms touching a 

particular atom defines the coordination number of the crystal. The coordination 

number determines packaging efficiency and the lattice stability of the crystal. The 

SC unit cell has a coordination number of six whereas BCC and FCC are eight and 

twelve, respectively. 
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2.4 Face Centred Cubic System 

In a FCC crystal structure, there is an atom at each vertex of the cube and one atom 

per face. There are four atoms per unit cell and coordination number is twelve in a 

FCC. A schematic representation of the FCC unit cell is shown in Figure 2.3: 

 

 

Figure 2.3: A representation of a conventional unit cell of FCC with lattice 

constant, a, made with Balls and Sticks software [88]. 

 

2.5 Miller Indices 

The reciprocals of the intersections of a plane with the axes of a unit cell are used to 

define the Miller indices of that plane [89]. The Miller indices are used to describe 

the planes in a crystal system. The choice of origin in a crystal is arbitrary but once 

defined it determines the directions in the crystallographic system. Miller indices are 

represented with h, k, l and are the reciprocals of the fractions of the fundamental 

lattice vectors a, b and c, respectively. The following bracket notations are used for 

Miller indices: a lattice point is represented as (h, k, l); a plane is represented with 

parenthesis but without commas as (hkl); a direction with square brackets as [hkl]; 

and a family of directions or planes as < hkl> or {hkl}, respectively. Miller indices 

can be negative indicated with a bar on the index such as [ h k l̅ ]. 
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2.5.1 Families of Directions and Planes 

The directions and planes which are all equivalent because of the symmetry of the 

crystal are classified as family. All possible combinations of the <100>, <110> and 

<111> directions and the {100}, {110} and {111} planes are given in Table 2.1: 

 

Table 2.1: A table of all possible combinations of the <100>, <110> and 

<111> directions and the {100}, {110} and {111} planes. 

Family of Directions Equivalent Directions in Family 

<100> [100] [010] [001] [1�00] [01�0] [001�] 

<110> 
[110] [011] [101] [1�1�0] [01�1�] [1�01�] 

[1�10] [01�1] [1�01] [11�0] [011�] [101�] 

<111> 
[111] [1�11] [11�1] [111�] [1�1�1] [1�11�] 

[11�1�] [1�1�1�] 

{100} (100) (010) (001) (1�00) (01�0) (001�) 

{110} 
(110) (011) (101) (1�1�0) (01�1�) (1�01�) 

(1�10) (01�1) (1�01) (11�0) (011�) (101�) 

{111} 
(111) (1�11) (11�1) (111�) (1�1�1) (1�11�) 

(1�1�1�) 
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2.6 Distance between Planes (d–Spacing) 

The distance between (hkl) planes is called the d-spacing, dhkl. Consider a plane with 

Miller indices (hkl) parallel to the equivalent plane passing through origin, O. As 

shown in Figure 2.4, the (hkl) plane intercepts the three perpendicular 

crystallographic axis (Oa, Ob, Oc) at 𝒂𝒂
ℎ
, 𝒃𝒃
𝑘𝑘
 and 𝒄𝒄

𝑙𝑙
, respectively. The distance between 

the planes OP = dhkl and 𝛼𝛼, 𝛽𝛽 and 𝛾𝛾 are the angles which OP makes with the axes. 

 

 

Figure 2.4: Vector diagram to illustrate the derivation of dhkl. 

 

Applying the rules for Miller indices to Figure 2.4 gives: 

 𝑂𝑂𝑂𝑂 =  
𝒂𝒂
ℎ

  

𝑂𝑂𝑂𝑂 =  
𝒃𝒃
𝑘𝑘

  

𝑂𝑂𝑂𝑂 =  
𝒄𝒄
𝑙𝑙
  ⎭
⎪
⎬

⎪
⎫

 

 

Equation 2.3 

 

Applying trigonometry using triangles OPA, OPB and OPC gives: 
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⎩
⎪
⎨

⎪
⎧cosα =  

𝑂𝑂𝑂𝑂
𝑂𝑂𝑂𝑂

cosβ =   
𝑂𝑂𝑂𝑂
𝑂𝑂𝑂𝑂

cosγ =  
𝑂𝑂𝑂𝑂
𝑂𝑂𝑂𝑂

 

 

Equation 2.4 

 

Using the following trigonometric rule for rectangular systems: 

 cos2 α + cos2 𝛽𝛽 +  cos2 γ = 1 Equation 2.5 

Then substituting values of cos 𝛼𝛼, cos 𝛽𝛽 and cos 𝛾𝛾 from Equation 2.4 and using OP = 

dhkl gives: 

 
𝑑𝑑ℎ𝑘𝑘𝑙𝑙2 �

ℎ2

𝒂𝒂2
+
𝑘𝑘2

𝒃𝒃2
+
𝑙𝑙2

𝒄𝒄2�
= 1 

Equation 2.6 

 

 𝑑𝑑ℎ𝑘𝑘𝑙𝑙 =  
1

�ℎ
2

𝒂𝒂2 + 𝑘𝑘2
𝒃𝒃2 + 𝑙𝑙2

𝒄𝒄2

  Equation 2.7 

This formula used to calculate d-spacings is valid for cubic, tetragonal and 

orthorhombic systems. For any cubic system, the direction [hkl] is perpendicular to 

the plane (hkl). The interplanar spacing is largest for the {001} planes and decreases 

for increasingly higher-order planes. 

 

2.7 Structural Properties of Si 

Silicon is a member of group IV in the periodic table. The structure of Si is diamond-

like FCC and atoms form covalent bonds with four neighbours at the vertices of a 

tetrahedron making an angle of 109.47° between each other [90], [91]. The average 

bond length of c-Si is 2.34–2.36 Å [92], [93] and the atomic density of Si is 5.0×1022  

atoms.cm–3 [94], [95]. 
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Figure 2.5: (a) Schematic view of a Si conventional unit cell containing 14 

atoms as FCC structure (b) along [001] created using Balls and Sticks 

software [88]. 

 

The crystal structure of Si is shown in Figure 2.5. in which atoms are periodically 

arranged and are characterised by a long-range order between them. In amorphous Si 

(a-Si), atoms lose the long-range order through distortion of the bond angle but 

maintain the fourfold coordination. Amorphous Si is composed of three-, five-, or 

seven- membered rings along with six-member ring as found in the perfect crystal 

[96]. The example structure of a-Si is shown in Figure 2.6: 
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Figure 2.6: (a) Perfect crystalline structure of c-Si {110} with six-member 

rings in which each central atom bonding with four atoms at the vertices of a 

tetrahedron; and (b) a-Si with 5 and 7 member rings and long range order is 

lost. Reproduced from [96]. 

 

2.8 Atomic Collisions in Solids 

When a material is irradiated with an ion beam, the incident ions can transfer their 

energy to the target atoms [70]. The target atoms may then be displaced from their 

lattice sites and then go on to collide with other atoms in the target material. Such 

collision processes continue until all recoil atoms come to rest or exit the sample. 

The details of these processes are discussed in more detail in chapter 4. 

 

2.9 Taxonomy of Defects by Dimensionality 

Structural defects in crystals are classified relative to their dimensionality as 

discussed below. Defects are characterised as localised disruptions in the regularity 

of the lattice. The internal energy of the system increases as a consequence of the 

existence of defects which may produce strain inside the crystalline [97], [98]. 
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2.9.1 Point Defects 

Defects involving just one missing or extra atom (i.e. a vacancy or interstitial, 

respectively) are known as point defects. The point defects are either intrinsic (i.e. 

native) or extrinsic (i.e. impurity) atoms. Examples of point defects include: 

i. Mono-vacancies 

ii. Mono-interstitials 

iii. Substitutional atoms 

If two point defects combine, it is possible to form: 

iv. Di-vacancies 

v. Di-interstitials 

vi. IV pairs 

 

2.9.1.1 Mono-vacancies and Mono-interstitials 

The simplest point defect is a vacancy. A vacancy is defined as a vacant lattice site in 

a crystal and is called a mono-vacancy when it occurs in isolation. Vacancies are 

either inherited (imperfect crystal) or may introduced into the material by ion 

irradiation or atomic vibrations. Thermal energy increases at higher temperatures 

thus increasing the vacancy population as there are more chance of atoms jumping 

from their lattice sites due to atomic vibrations and thus increasing the randomness in 

a material [46]. The mono-vacancy in its various charge states (V++, V+, V0, V– and 

V– –) [99], [100] can be monitored experimentally using electron paramagnetic 

resonance, deep level transient spectroscopy or positron annihilation spectroscopy 

[101]. If the lattice atom that is displaced during vacancy formation comes to rest in 

a non-lattice site is known as an interstitial. Interstitials could be the intrinsic atoms 

(native to the crystal) or extrinsic atoms (non-native to the crystal) may cause 

compressive stress in the surrounding crystal [102]. 
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2.9.1.2 Substitutional Atom 

A substitutional atom is an extrinsic atom that could be introduced by a process such 

as ion implantation and replaces an atom on a lattice site of the crystal as shown in 

Figure 2.7. A substitutional atom could be bigger or smaller than the matrix atoms 

and may cause stress in the surrounding lattice. However, if the size of the 

substitutional atom is bigger (or smaller) than size of the parent lattice atoms it may 

apply a compressive (or tensile) force on the surrounding atoms [102]. 

 

 

Figure 2.7: Schematic illustration of point defects in a crystal. 

 

2.9.1.3 Di-vacancies  

The agglomeration of two individual vacancies is known as a di-vacancy. Di-

vacancies may form in the material by ion irradiations when incident particle 

transfers sufficient energy to displace two neighbouring atoms from the lattice sites 

[103]. The population of di-vacancies increases at high temperature and are mobile at 

~250 °C [104]. Di-vacancies is a stable defect at room temperature and may combine 

with other point defects to produce extended defects (e.g. dislocation loops). The 

crystalline structure of di-vacancies in Si is shown in Figure 2.8: 
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Figure 2.8: Crystalline structure of a di-vacancy in silicon. Reproduced from 

[105]. 

 

2.9.2 Frenkel Defect and IV Pair  

Frenkel defect is an interstitial-vacancy defect formed in crystals by displacing an 

atom from its lattice site to an interstitial site. This defect is associated with a 

primary atom originally displaced from the same lattice and a vacancy created at its 

parent lattice site.When a vacancy interacts with an interstitial, annihilation is not 

inevitable as there is an energy barrier to overcome. Thus, a metastable defect is 

formed known as an interstitial-vacancy (IV) pair or bond defect [106]. The IV pair 

induces disorder in the crystal lattice and when present in sufficient numbers may be 

able to render the crystal amorphous [96].  

 

2.10 Defects in Silicon 

In a-Si, the atoms have no long-range order and may contain many defects including: 

point defects [96], Si–Si strained bond [107], floating bonds [108], dangling bonds 

[109]. Dangling bonds are broken covalent bonds where an Si atom is under 

coordinated while in a floating bond the Si atom is over coordinated. Defect 

accumulation in a-Si changes bond lengths which increases the free energy of the 

system [110]–[112]. Many other properties such as optical [113], [114], vibrational 
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[110], [115], [116] and electron spin density [107], [109], [117] also change due to 

amorphisation. 

The reconfiguration of unsatisfied covalent bonds in Si is responsible for the 

different possible charged states mentioned above. However, the V– –, V++ and V0 

charge states are dominant in n-type, p-type and intrinsic Si, respectively. G. D. 

Watkins [100] has extensively studied the isolated defects produced in Si following 

cryogenic electron irradiation. Mono-vacancies in Si are mobile at room temperature 

[118] and the disappearance in electron paramagnetic resonance (EPR) spectra 

during isochronal annealing has been reported at ~70 K in n-type, 150 K in p-type 

and ~200 K in intrinsic Si (see Figure 2.9). The activation energy for vacancy 

migration in Si has been reported to be 0.18±0.02 eV for V– – in n-type, 0.32±0.02 eV 

for V++ in p-type and 0.45±0.04 eV for V0 in intrinsic Si [100]. 

 

 

Figure 2.9: Vacancy type defect annealing in Si is shown with dotted lines 

during 15 min isochronal annealing. Reproduced from [100]. 

 

In the experiments reported by Watkins [100], no mono-interstitial was observed 

in the EPR spectra in electron irradiated p-type Si at cryogenic temperature (4.2 K). 

The only observed interstitial-type defects which were identified were trapped 

interstitials at impurities thus suggesting the interstitials are highly mobile at low 
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temperatures. However, low levels of interstitial defect survival were observed in n-

type Si. The migration of interstitials in n-type Si was not evident until ~140–175 K 

where trapped interstitials were again observed. In contrast to the vacancies, 

interstitial atoms are weakly bonded and have an activation energy for migration of 

between 0.08 to 0.57 eV [118]–[120]. 

Di-vacancies in Si are formed either by electron or ion irradiations and are 

immobile at room temperature [120]. The di-vacancies in Si becomes active at a 

temperature ~125°C for proton and neutron irradiations and ~250°C for electron 

irradiations  [120], [121]. The activation energy for migration of di-vacancies for 

electron irradiated Si was found to be ~1.3 eV [122]. Agglomeration di-vacancies in 

Si may lead to large clusters known as vacancy clusters. Such vacancy clusters in Si 

are formed between 400–500°C and annealed out at ~ 600°C [120]. 

Di-interstitials in Si are formed either by migration and agglomeration of mono-

interstitials or by rapid relaxation following a collision cascade caused by displacing 

irradiation (see chapter 4). Larger collections of interstitials are known as interstitial 

clusters. Interstitial clusters are formed in Si and were found as a stable defect up to 

temperature of ~500°C [123]. Di-interstitials can be detected using EPR 

spectroscopy and become mobile at ~150°C with an activation energy for migration 

of between 0.18 and 0.7 eV [124]–[126]. The activation energy for migration of tri-

interstitial clusters in Si has been reported to be 1.6 eV [127] from MD simulations 

but in other work it was reported to be as low as ~0.2 eV [128]. 

IV pair in Si is a combination of vacancy and interstitial and are regarded as 

primary defects generated. The accumulation of IV pairs leads to the amorphisation 

and results of MD simulations has proved that when IV pair accumulation reaches 

~25% in Si [126] it renders the crystal amorphous. 
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2.11 Ion-beam-Induced Amorphisation 

2.11.1 Introduction  

When energetic ions are bombarded into crystalline materials, they deposit energy 

into the target through nuclear and electronic interactions (discussed in detail in 

Chapter 4). The deposited energy by the ions during these interactions may cause the 

atoms to be displaced from their lattice sites and cause defects (e.g. vacancies and 

interstitials). The volume of material disrupted in this way may contain amorphous 

materials and/or damaged crystalline material. There are many models of ion-beam-

induced amorphisation proposed in the literature [129]–[131]. However, ion-beam-

induced amorphisation can be attributed to one of the two basic mechanisms (or 

combination of the two) of damage accumulation – namely homogenous and 

heterogeneous processes which are discussed below in detail. 

 

2.11.2 Homogenous Amorphisation  

Homogenous amorphisation from ion irradiation can be ascribed by a parameter 

known as critical free-energy, 𝐸𝐸c, or defect density [132]. The defects are built up 

uniformly throughout the crystal in the irradiated region until it reaches sufficient 

level to cause a transition from the crystalline state to the energetically favourable 

amorphous state.  

In this model, defects are distributed homogenously in the irradiation-induced 

collision cascades This damage accumulation increases the free energy of the crystal 

system as the fluence increases and when the deposited energy rises above a critical 

value then a spontaneous transition from the crystalline to amorphous state occurs 

[96]. The 𝐸𝐸c required for amorphisation of Si to occur has been reported as 5×1023 

eV.cm–3 [133], [134]. The fluence required for amorphisation based on a critical 

energy model can be calculated from the known 𝐸𝐸c using Equation 2.8 [132]: 
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 𝜑𝜑
𝑣𝑣
𝑋𝑋𝑚𝑚

= 𝐸𝐸c 
Equation 2.8 

 

where φ (ions.cm–2) is the critical fluence for amorphisation, Ec (eV.cm–3) is the 

critical energy density deposited by the ions, Xm (cm) is the depth over which Si is 

90% damaged and 𝑣𝑣 (eV) is energy deposited per ion. 

However, Baranova et al. [135], [136] suggest in 1975 that point defect density is not 

sufficient to induce a transition to an amorphous phase but the critical radius, Rcr, of 

the damage is also important. If the defect density is higher than the critical defect 

density in one region but the size of the damaged zone is smaller than Rcr then a 

transformation to an amorphous state may occur but it then quickly recrystallises via 

dynamic annealing. The dynamic annealing can be suppressed at low temperatures 

and amorphisation can be achieved more rapidly as the defects will be less mobile. 

In summary, homogenous amorphisation based on a defect density model is 

dependent on the ion beam parameters. However, other experimental conditions such 

as sample temperature also play a major role for amorphisation. The Ec required for 

amorphisation is strongly dependent on the irradiation conditions and could be 

achieved quickly at low temperature by suppressing the dynamic annealing [132]. 

 

2.11.3 Heterogeneous Amorphisation 

In heterogeneous amorphisation, each ion entering the crystal may produce a local 

amorphous zone with its displacement spike which overlap with zones created by 

other ions to form a continuous amorphous layer in the crystal [7], [27]–[29]. 

An ion-beam-induced heterogeneous amorphisation model was proposed by 

Morehead and Crowder [141] by assuming an amorphous cylindrical core of radius, 

𝑅𝑅0, around an ion trajectory within each ion cascade as shown in Figure 2.10: 
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Figure 2.10: Cylindrical model of radius,𝑅𝑅0, for the volume surrounding the 

path of an ion track. 𝛿𝛿𝑅𝑅 is the sheath for out-diffusion of defects and 𝑅𝑅𝑜𝑜 − 𝛿𝛿𝑅𝑅 

is the stable amorphous core. Reproduced from [138]. 

 

In this model, R0 is defined by the energy deposited through nuclear collisions per 

unit path length. A certain proportion of vacancies or other point defects may diffuse 

over length Ro in time, t, at temperature, T, thereby reducing the size of the 

amorphous core by 𝛿𝛿𝑅𝑅 through dynamic annealing processes. The stable radius of 

the amorphous core then reduces to 𝑅𝑅𝑜𝑜 − 𝛿𝛿𝑅𝑅 . The formation of a continuous 

amorphous layer proceeds by overlapping of these residual damaged regions. 

Heavier ions may produce amorphous pockets of large volume (greater R0) within 

the cascade and may not require overlapping. The formation of an amorphous layer 

by overlapping of damage zones can be described by Equation 2.9 based on a kinetic 

theory described by the Johnson–Mehl–Avrami equation for phase transformations 

(see Equation 2.10): 

 

 𝐹𝐹 = 1 − exp (–𝑉𝑉.𝐷𝐷) Equation 2.9 
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 𝐹𝐹 = 1 − exp (–𝐾𝐾temp𝛷𝛷𝑛𝑛) Equation 2.10 

 

where 𝐹𝐹 is the amorphous fraction; 𝑉𝑉, is the amorphous volume per ion; 𝐷𝐷 is the ion 

dose (ions.cm–3); 𝑛𝑛  is an exponent describing the 3D growth; 𝛷𝛷  is the fluence 

(ions.cm–2) and 𝐾𝐾temp is the temperature dependent parameter (cm2.ions–1). 

 

2.11.4 Nucleation Limited Model of Amorphisation 

The nucleation limited model suggests a two stage nucleation process for 

amorphisation: i) production of suitable sites for the accumulation of defects and ii) 

the interaction of point defects with these sites to produce an amorphous phase [126]. 

The favourable sites for this process are free surfaces [142], grain boundaries [143] 

and c–a interfaces [144], [145]. 

The defect accumulation at these nucleation sites during irradiation may produce 

complex defects which increase the free energy of the system until the crystal 

collapses into the amorphous phase [96]. The growth or shrinkage of the amorphous 

volume depends on the ion fluence and temperature of the substrate. Gibson [105] 

has extended the Morehead and Crowder [141] model of heterogeneous 

amorphisation by assuming the overlapping of individual cascades as a requirement 

for amorphisation as described in Equation 2.11: 

 
𝐹𝐹 = 1 −�

(𝑉𝑉.𝐷𝐷)𝑘𝑘

𝑘𝑘ǃ

𝑚𝑚–1

𝑘𝑘=0

exp (–𝑉𝑉.𝐷𝐷) 
Equation 2.11 

 

where 𝑚𝑚  is the number of overlapping cascades required for amorphisation. For 

single hit amorphisation within a cascade which requires no overlapping, m = 1 and 

Equation 2.11 reduces to Equation 2.9. 
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2.12 Amorphisation of Silicon 

There are many ways to amorphise c–Si including: ion irradiation [107], [138], 

[146], [147], surface scratching [148] and indentation [149]. Phase transformation of 

c–Si to 

a-Si due to ion irradiation has attracted much attention from researchers over the last 

fifty years [150] because of the importance of ion implantation for the manufacture 

of semiconductor devices [96]. The mechanisms which best describe the 

amorphisation of Si under ion irradiation will depend on the exact experimental 

conditions under consideration taking into account various experimental factors. In 

particular, ion species and energy are important as these are the key determinants of 

collision cascade size and density [126]. 

Since ion irradiation induces defects in the material, the defect concentration 

increases with fluence and when this concentration in the irradiated Si exceeds a 

certain threshold value, it may cause amorphisation in the c-Si. When Si is irradiated 

with heavy ions, the amorphisation could be achieved following the heterogeneous 

mechanism proposed by Morehead and Crowder [141] and no overlapping is 

required [151]. Furthermore, heavy ions produce greater total damage resulting in 

lower fluences being required to reach Ec for amorphisation. However, the situation 

is different when Si is irradiated with light ions, the amorphisation is better described 

by a homogenous mechanism. A mixed homogenous and heterogeneous defects 

nucleation could also lead to an amorphisation in Si.  

 

2.12.1 Defect-based Models 

2.12.1.1 Di-vacancies and Di-interstitial Pairs 

Motooka [152] introduced a model based on the defect accumulation of di-vacancies 

and di-interstitial (D-D) pairs for the amorphisation of Si using molecular dynamics 

(MD). A combination of di-vacancies and a di-interstitials may distort the local 

atomic configuration of atoms in c–Si from perfect six-member rings to five- and 

seven-member rings as shown schematically in Figure 2.11: when a di-vacancy was 

introduced at position 1 and 2 in the six-member ring (ring of atoms 1–6), atom 6 
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was replaced by a <100> split interstitial Motooka [152] calculated the bond angle 

and length, radial distribution function and density of states as a function of the 

number of D-D pairs. The results were in good agreement with experiments [153], 

[154] and it was concluded that complete amorphisation occurs when D-D pairs per 

atom exceed 2% or approximately two D-D pairs are introduced into the FCC cubic 

lattice [155], [156]. 

 

 

Figure 2.11: Schematic representations of: (a) the c-Si structure showing the 

six- membered rings with a <100> split di–interstitial shown by the dotted 

bonds and atoms labelled A, B and C; (b) the local atomic rearrangement after 

the introduction of a D-D pair with atoms 3, 4, 5, A and B forming a five-

member ring and atoms 3, B and C are part of a 7 member ring. Reproduced 

from [152]. 

 

2.12.1.2 IV Pair or Bond Defects 

Tang et al. [93] have proposed a model for amorphisation based on a metastable  

IV pair defect by carrying out tight binding simulations of self-diffusion and 

recombination of vacancies and interstitials. Since the IV pair can be formed by the 

local rearrangement of bonds within the crystal without any addition or removal of 

atoms, it is also referred to as a bond defect. In c-Si, it may distort the structure by 
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introducing five- and seven-member rings but preserve the fourfold coordination. 

These odd member rings are the characteristic of amorphous phase when present in 

sufficient numbers [157]. The stability of the defect in Si was determined by Tang et 

al. to have a lifetime of hours at room temperature. The atomic structure of an IV 

pair (or bond defect) is shown in Figure 2.12: 

 

 

Figure 2.12: Atomic structure of the IV pair: dotted lines indicate the atoms 

and bonds in a perfect Si crystal; arrows at atoms A and A' show the direction 

of displacement of the atoms from their sites in the perfect lattice; the bonding 

between atoms A and A' is switched between B and B'. Reproduced from [93]. 

 

Stock et al. [158] worked on the modelling of IV pairs using MD and deduced 

that bond defects can be generated not only by the incomplete recombination of 

vacancies and interstitials, but also through head-on collisions with energetic ions. In 

another MD study carried out by Stock et al. they observed that IV pairs could be 

created using ballistic processes. In such a case, the formation of an IV pair does not 

require any pre-existing vacancy or interstitials within the lattice and may be 

considered as a primary defect caused by ion irradiation [159]. 
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2.13 Recrystallisation 

The phenomenon in which amorphous regions in a material are recovered with 

introduction and nucleation of existing or new grains by the depositing energy is 

called recrystallisation. 

 

2.13.1 Annealing 

Ion-beam-induced defects may be removed by thermal annealing. Thermal annealing 

can be performed using different methods e.g. annealing in a tube furnace, rapid 

thermal annealing (RTA) and thermal spike annealing [82], [118], [160]. In these 

techniques, the crystal does not change its state of matter but rather remains solid 

unlike other crystallisation processes such as floating zone crystal growth. 

Recrystallisation can be achieved by heating amorphous material via thermal 

annealing. Crystalline Si has lower free energy as compared to a-Si; this is due to the 

fact that a-Si has a disordered arrangement of atoms and bonds [161]. The distorted 

bonds (i.e. distorted in length and/or angle) in a-Si are less thermodynamically stable 

as compared to c-Si. Thermal annealing thus provides a driving force to rearrange the 

unstable atoms into the form of a regular crystal [162] and can be verified, for 

example, in a TEM via the DP. The transition from a metastable amorphous phase 

could be achieved either through solid phase epitaxial growth (SPEG) or random 

nucleation growth (RNG) which are discussed below. During these processes, the 

dopants (i.e. impurities introduced into the material) can become electrically 

activated. 

 

2.13.2 Solid Phase Epitaxial Growth  

In 1968, Meyer et al. [163] proposed the SPEG process. This process involves the 

growth of a crystal layer into an amorphous region under thermal annealing which 

recovers the amorphous region while maintaining the solid phase. The semiconductor 

industry uses the RTA technique to cause this process to remove amorphous material 
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created during ion implantation of a semiconductor substrate [162]. The activation 

energy for recrystallisation for Si using SPEG is ~2.4 eV [162] to 2.7 eV over the 

temperature range of ~480–1350°C [164]. 

 

 

Figure 2.13: Schematic representation of SPEG recrystallisation of a Si NW. 

Crystal-amorphous interface region shown as thick black line moving from left 

to right during thermal annealing. 

 

2.13.3 Random Nucleation Growth 

Recovery of an amorphous phase into a crystalline phase achieved without a 

crystalline template is known as RNG. The randomly orientation crystalline seeds 

within the material grow resulting in a randomly orientated polycrystalline materials. 

For Si, RNG starts above a temperature range of ~650–1350°C [164] and is governed 

by an activation energy of ~ 4 eV [162], [164]. 

 

33 

 



 

2.13.4 Regrowth Rate and Orientation Dependence 

Csepregi et al. [165] have reported the orientation dependence of the re-growth of  a-

Si when irradiated with self-ions. They reported in their paper that the re-growth rate 

of Si with different orientations varied and proposed that orientation dependence is 

inversely proportional to atomic density of a plane i.e. {100} Si with an area density 

(number of atoms per unit area on the plane) of 6.78×1014 atoms.cm–2 has the fastest 

regrowth rate whilst {111} Si with an atomic density of 7.83×1014 has the slowest 

regrowth rate (see Figure 2.14). The re-growth rate of {100} family of planes was 25 

times faster than {111} family of planes.  To explain their observations [46], they 

invoked a simple bond-breaking model originally proposed by Spaepen [166] in 

1978 and discussed further in § 2.13.5.1. 

 

 

Figure 2.14: Graph illustrating the regrowth rate of amorphous silicon is 

orientation dependant. It can be seen that regrowth is fastest for the <100> 

direction whilst it is slowest for the <111>. Reproduced from [46]. 

 

2.13.5 Solid Phase Epitaxial Growth Models 

A number of models for the kinetics of solid phase epitaxial growth for 

recrystallisation have been proposed in the literature by various researchers [167], 

[168],[169]–[171]. Amorphous Si consists of five-, six-, seven- and eight-membered 
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rings and is a phase of Si with well-defined thermodynamic properties [132]. 

Francesco et al. [171] and Rossano et al. [172] proposed that a-Si possesses free 

energy ~0.12 eV.atom–1 greater than that of c–Si which acts as a driving force to 

transform the a-Si phase into the c–Si phase. The a-Si phase is metastable at room 

temperature and recrystallisation occurs when subjected to temperatures higher than 

450 °C [173]. Olson and Roth [55] demonstrated that the growth rate in SPEG 

follows an Arrhenius-like behaviour over a growth rate range of more than six orders 

of magnitude with single activation energy of 2.68±0.05 eV. 

 

2.13.5.1 Atomistic Models  

The atomistic of the SPEG model involve the rearrangement of atoms in the 

amorphous phase using the crystalline region as a template. It has been proposed by 

Csepregi et al. [165] that for a crystal to regrow along [110] ledges, an atom must 

fulfil the necessary condition to have two nearest neighbours at the interface which 

are already in crystalline phase. Spaepen and Turnbull invoked that SPEG is 

mediated by bond breaking and reordering that leads to the regrowth of the 

amorphous layer onto the crystal along [110] ledges. The formation and migration 

energies for dangling bond in Si has been reported to be 2.246 eV and 0.43 eV, 

respectively, [166], [167]. Another study carried out by Narayan [174] suggested that 

the mass transportation of excess interstitials from the amorphous region to the 

crystalline region may be a regrowth mechanism for SPEG. 

 

2.13.5.2 IV Pair Recombination 

IV pair recombination has been modelled by Stock et al. [158] using MD and kinetic 

Monte Carlo simulations [175]. They demonstrated that IV pairs recombine during 

annealing and in so doing facilitating the recrystallisation process. Different values 

of activation energy for recombination of vacancy and interstitial have been reported 

in the literature with a minimum of 0.43 eV [176] MD simulations and a maximum 

of 1.32 eV [177] using ab initio method. 
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2.14 Bending of Semiconductor Nanowires under Ion Irradiation 

The mechanisms for the bending of NWs under ion irradiation, have not yet been 

fully understood but have been explored by different authors [55], [178]–[183] in the 

literature. 

Borschel et al. [55] investigated the alignment of semiconductor NWs under ion 

irradiation. They irradiated GaAs using three different ion species (S+, Xe+ or Ar+) at 

different energies between 30–620 keV to explore the effects of irradiation 

conditions (i.e. ion mass, energy and fluence) on NW bending. They reported that 

when NWs are irradiated with lower energy ions (30, 35, 70 and 80 keV), the 

projected range of ions (discussed in detail in Chapter 4) is less than half the 

diameter of the NWs and the defects are concentrated in the irradiated side of the 

NWs. They suggested that ion-beam-induced defects lead to a volume expansion due 

to the interstitial atoms. As the volume expansion is in the irradiated side of the NW 

it thus produces a bending in the ion beam direction and the NW bends away from 

the ion beam. Based on calculations using the 3d TRIM Monte Carlo code [184], at 

higher energies (210 and 620 keV Xe+ ions), the projected range of the ion increases 

and they stop in the backside of the NWs where damage predominantly accumulates. 

Borschel et al.[55] proposed that excess vacancies lie in irradiated side while excess 

interstitial atoms in the unirradiated of the NW due to forward knock-on scattering in 

the collision cascade. This spatial distribution of vacancies and interstitials results in 

the contraction and expansion in the volume of the irradiated and unirradiated side of 

the NW. This expansion and contraction then generates compressive and tensile 

stress in the regions of excess interstitial and vacancies, respectively. Thus causing 

bending the NWs towards the direction of the ion beam in high-energy ion 

irradiations. This bending mechanism of the NWs is illustrated in Figure 2.15 by 

considering the two sides of the NW. For medium-energy ion implantation where the 

range of ions is in the middle of the NW, it was suggested by Borschel et al. [55] that 

the range of the ions increases or decreases during downward and upward bending of 

the NWs because of the change of inclination, respectively. Therefore producing 

defects deeper into the NW and causing the alternate bending of the NW. 
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In another study, Borschel et al. [181] explored the effects of 30 keV Ga ions on 

ZnO NWs using a focused ion beam (FIB) miller. The NWs were irradiated with 

varying energies and fluences and alternating directions of bending could be induced. 

The ZnO NWs bending was attributed to the compressive and tensile stresses 

because of the expansion and contraction of volume due to the interstitials and 

vacancies, respectively. 

 

 

Figure 2.15: Schematic of semiconductor NWs bending under ion irradiation: a) 

downward bending; (b) upward bending. Arrows show the ion beam direction. 

Reproduced from [55]. 

 

Pecora et al. [180] carried out a study on the ion beam induced bending of Si 

NWs. Silicon NWs were fabricated through an electron beam evaporation technique 

in such a way that the upper part of the NWs were tapered (i.e. the NWs had a 

thicker base than tip). NWs with three different crystallographic orientations of 

(111), (110) and (100) were grown on a (111) Si substrate. The (111)-oriented NWs 

were perpendicular while (110) and (100)-oriented NWs were 35° and 54° to the 

substrate, respectively. The samples were irradiated with 45 keV Ge+ ions 

perpendicular to the substrate in such a way that it made an angle of 45° with the 

NWs. They reported no change in the structural features of the NWs at a fluence of 

5×1014 ions.cm–2. At fluences above 5×1014 ions.cm–2, the inclined NWs were 
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observed to bend while no change was observed in the (111) NWs which were 

perpendicular to the substrate. Further increasing the ion fluence up to 2.5×1015 

ions.cm–2 caused no further structural modification contrary to the reported 

behaviour of other semiconductor NWs in which the bending increased with 

increasing ion fluence [180], [185], [186]. 

In another study Pecora et al. [185] investigated the amorphisation, bending and 

recrystalisation of Si NWs. The samples were irradiated ex-situ with 45 keV Ge+ ions 

perpendicular to the substrate and were characterised using SEM and TEM. They 

reported that ion irradiation induced bending of Si NWs was directly related to the 

amorphisation process. The bending occurred only in those regions which were fully 

amorphised. They used a viscoelastic spike model to explain the NW deformation. 

The model assumed thermal expansion during propagation of an ion inside the 

material which induces anisotropic heating around the ion trajectory. Thermal 

expansion then generates shear stress and relaxes resulting in expansion and 

contraction in the direction perpendicular and parallel to the ion beam, respectively, 

to maintain a constant volume. This effect requires amorphous material and has not 

been observed in crystalline materials due to the lack of shear sites [187].  

The role of the c–a interface in NW bending has also been explored by Pecorae et 

al. [185]. It was observed that Si NWs bent only when they were fully amorphous 

(i.e. no c–a interface). They suggested that the presence of crystallinity in the NWs 

acts as a strong constraint against NWs bending. 

Romano et al. [188] reported the irradiation of crystalline germanium (Ge) NWs 

of diameter ~50 nm with 30 keV Ga+ ions at 45° off-normal. The in-situ irradiation 

experiments were carried out in a FIB–SEM system and structural characterisation 

was performed ex-situ using TEM. They reported that the NWs bent towards the ion 

beam experiencing tensile stresses due to a density change due to amorphisation. 

They observed that the NW bending direction could be repeatedly reversed when 

irradiated from the opposite side. They also ruled out ion hammering effects as these 

would require a negative thermal expansion coefficient to account for the tensile 

stresses. They suggested a viscoelastic flow as as a key mechanism for the bending 

the NWs. 
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Jun et al. [179] irradiated Si NWs with 30 keV Ga+ ions implantation at normal 

incidence in a FIB-SEM system. They observed the Si NWs bent towards the ion 

beam and proposed that amorphisation induced tensile stresses was a driving 

mechanism in line with the conclusions of Romano et al. 

Rajput et al. [189] fabricated the Si NWs using FIB milling and the structural 

characterisation was carried out using TEM. The polycrystalline Si NWs were 

irradiated with 16 keV Ga+ ions at 54° off-normal using FIB-SEM system. They 

observed the immediate bending of NWs under ion irradiation and subsequently 

reverse bending of the NWs when they align parallel to the ion beam direction. They 

reported that the NWs bent towards the ion beam experiencing void-induced stress 

generation and dynamic annealing of ion-beam-induced defects. Further, explaining 

the sputtering and redistribution of atoms produce compressive stresses causing the 

irradiated surface of the NW to shirks. This shrinkage of surface thus cause 

deformation and the NWs to bend towards the ion beam direction. MD simulations 

of NWs were carried out by Rajput et al. to support the proposed bending mechanism 

under ion irradiation.   

Kimin et al. [179] has irradiated the Si NWs with 30 keV Ga+ ions at normal 

incidence in FIB-SEM system. They proposed that stresses induced under ion 

irradiation due to possible dynamic annealing of the amorphous zones as an 

underlying mechanism of NWs bending. They repeated the experiment to gallium 

nitride (GaN) and ZnO NWs and to verify the bending direction and found the NWs 

bend towards the ion beam direction. 

There has been no consensus on the underlying mechanisms of ion-beam-induced 

bending of NWs in the literature. Since NWs are considered as potential candidates 

for future nanodevices, the understanding of ion-beam-induced modifications e.g. 

doping, manouvering and plastic deformation are important for the manufacture of 

such devices.  
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2.15 Van Der Waals Forces  

The Si NWs used in this work were dispersed onto Mo TEM grids by the method 

described in detail in chapter 4. The Si NWs adhere to the TEM grid with the help of 

Van der Waals (VDW) forces as discussed below. These forces are of particular 

interest for chapter 8 in which the input parameters required for modelling the Si 

NWs onto the TEM grid has been discussed. 

 

2.15.1  Introduction to Van der Waals Forces 

Van der Waals forces are non–covalent intermolecular forces consisting of three 

components: the Keesom, Debye and Dispersion forces [190]. The Keesom force 

arises due to electrostatic interaction between charges, permanent dipoles, 

quadrupoles and multipoles [191]. The second component is the Debye force which 

is due to interactions between a permanent dipole and an induced dipole [190]. The 

third and most important contribution is the dispersion or London force (temporary 

dipoles) and is always present because it originates from the continuous electron 

motion which forms temporary dipoles. These three forces of different origins are 

proportional to 1/r6 (where 𝑟𝑟  is the separation distance between two atoms or 

molecules). Different models have been proposed in the literature [192], [193] to 

quantify the VDW interaction between two bodies which depends on the contact area 

and these adhesive forces. 

 

2.15.2 Microscopic and Macroscopic Models 

Derjaguin and Hamaker [194], [195] developed a macroscopic model to calculate the 

VDW forces between two spheres and a sphere and a flat surface [81]. This model 

was based on the assumption that the potential between atoms is additive and the 

interaction between two bodies may be obtained via integration over their geometric 

shapes. As VDW forces are anisotropic, non–additive (the forces between two 

molecules can be affected by the presence of other molecules) and influenced by 

retardation effects described elsewhere in the literature [196]. 
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Lifshitz [197] developed a microscopic model of VDW forces based on quantum 

field theory. In that model, each body was treated as a continuum with certain 

dielectric properties. It incorporated many body effects which were neglected in the 

Hamaker’s macroscopic model [196]. Subsequent papers in the literature proposed 

different models by improving the Lifshitz model and found the power law 

dependencies remained the same for each geometrical configuration [198], [199]. 

The strength of VDW interactions is based on material properties and defined with a 

constant known as the Hamaker constant, A (joules). The only difference between the 

Lifshitz (microscopic) and Hamaker (macroscopic) model is the way the Hamaker 

constants are calculated for different materials. 

 

 

Figure 2.16: Schematic of two flat planes interacting at a distance,𝐷𝐷. 

 

The VDW force per unit area between two flat surfaces, as shown in Figure 2.16, can 

be calculated though Equation 2.12 [196], [200], [201]: 

 𝐹𝐹plane−plane = −
𝑂𝑂

6π𝐷𝐷3 
 

Equation 2.12 

 

Where 𝐷𝐷  is the distance between two interacting surfaces and A is the Hamaker 

constant defined in Equation 2.13. The minimum distance at which the VDW forces 

are measured is called the equilibrium distance between the atoms below which the 

chemical forces dominate [194]. 
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 A =  𝜋𝜋2𝑂𝑂𝜌𝜌1𝜌𝜌2 Equation 2.13 

where C is the constant in the atom-atom pair potential and 𝜌𝜌1, 𝜌𝜌2 are the number of 

atoms per unit volume in materials 1 and 2. Typical values of 𝑂𝑂 for most materials in 

vacuum are about 10–20 J. The values of the Hamaker constant for various materials 

have been taken from the literature and are presented in Table 2.2: 

 

Table 2.2: Experimental and theoretical values of Hamaker constant values for 

different material systems. 

Materials (in Vacuum) Experimental Value  

(× 10–20 J) 

Theoretical Value  

(× 10–20 J) 

W-TiO2  40 ± 10 [23] 30 [23] 

W-TiO2-x  31 ± 7 [23] 30 [23] 

W-MgO   18 [23] 

W-SiO2  13 ± 2 [23] 13 [23] 

C(diamond)-SiO2 13.7 [25]  

KCl- SiO2 5.94   

PbS- SiO2 5.37 [25]  

β-Si3N4-SiO2 10.8 [25]  

ZnS- SiO2 9.69 [25]  

TiO2- SiO2 9.46 [25]  

6H-SiC- SiO2 12.6 [25]  

PTFE-SiO2(in Nitrogen)  4.87 [15], 7.60 [24] 4.87-6.17 [24] 

Ag-SiO2 12.92 [24] 11.42-18.2 [24] 

Cu-SiO2  14.10 [24] 11.60-16.73 [24] 

TiN-SiO2  8.80 (in Nitrogen) [15] 10.10-12.04 [15,24] 

SiO2-SiO2 (in Nitrogen)  7.20 [15,24] 6.55-6.96 [15,24] 
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The VDW force based on Lifshitz theory (macroscopic model) between a sphere 

and a plane, as shown in Figure 2.17 is given by Equation 2.14 [196], [202], [203]: 

 𝐹𝐹𝑠𝑠𝑠𝑠ℎ𝑒𝑒𝑒𝑒𝑒𝑒−𝑠𝑠𝑙𝑙𝑝𝑝𝑛𝑛𝑒𝑒 =  −
𝑂𝑂𝑅𝑅

6 𝐷𝐷2  Equation 2.14 

 

 
Figure 2.17: Schematic of a sphere and a plane interacting at a distance, 𝐷𝐷. 

 

The VDW forces per unit length between a cylinder and a flat surface, as shown 

in Figure 2.18, can be calculated through the following Equation 2.15 [191], [204]: 

 
𝐹𝐹cylinder−plane  =  −

A√R
8√2 D5/2

 
Equation 2.15 

 

 

 
Figure 2.18: Schematic of a cylinder and a plane interacting at a distance, 𝐷𝐷. 
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2.16 Force Measurement Techniques 

Atomic force microscopy (AFM) is a valuable tool for measuring interaction 

forces as small as 10–18 N [205] allowing the long-range VDW forces between the tip 

of a AFM and a sample to be measured. The interaction between the tip and the 

sample under investigation is measured by monitoring the deflection of the free end 

of the cantilever by a laser beam using the beam bounce back method. The laser 

beam reflects off the cantilever onto a position sensitive photodiode. The deflection 

of the cantilever is recorded during the scan period and used to gather information on 

the surface such as the topography. The movement of the tip over a sample is 

controlled by a piezoelectric material known as scanner.  

The sample is scanned with a sharp tip attached at the end of a cantilever. When the 

cantilever is brought into contact with the sample, the microfabricated tip of the 

cantilever deflects due to the close range forces between the tip and surface. This 

deflection is commonly measured using a laser beam reflected off the cantilever 

[206]. 

The earliest experimental work to measure the VDW forces using a surface force 

apparatus (the forerunner of the modern AFM) was done by Derjaguin and 

Israelchivili [194], [207]. At a large tip-to-sample distance, there exists a weak 

interaction between atoms. This interaction force increases with decreasing distance 

between the tip and the sample until the electrostatic force dominates as the electrons 

repel each other. This repulsion decreases the attractive force by reducing the 

distance between the atoms and reaches zero when the interatomic distance is about 

the length of a typical chemical bond (approximately 0.2 nm) [208], [209]. The 

distance D is typically taken to be 0.35 nm for the purposes of calculating the VDW 

force [193], [196], [202]. 

When the AFM measurements are performed in air, the capillary forces increase 

the adhesion. Weisenhorn et al. [210] were the first to purpose to perform 

measurements in water to avoid capillary forces [196]. However, experimentally-

measured total adhesion through AFM at the minimum 𝐷𝐷 between the tip and surface 

is composed of the VDW, dielectrophoretic  (force experienced by a dielectric 

particle in non-uniform electric field) and image forces [203].  
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Nancy et al. [211] probed the VDW forces by AFM between tungsten-graphite 

and tungsten-gold in air by measuring the cantilever deflection due to the tip-sample 

interaction. They estimated the force acting on the tungsten tip of radius 100 nm at a 

distance of 5 nm from the sample (graphite) position to be 0.2×10–9 N. However, the 

magnitude of force increases with decreasing tip-sample distance and at 0.2 nm the 

force was 133×10–9 N. In another study, Nancy et al. [212] presented similar results 

to estimate the magnitude of the attractive and adhesive forces using a tungsten tip 

on mica, graphite, Al2O3 and other materials. The force-displacement curve of a 

tungsten tip on graphite is shown in Figure 2.19  

 

 
Figure 2.19: Force-displacement curve for interactions between a tungsten tip 

and a graphite sample obtained by AFM. The cantilever is under extremely-light 

load which is completely due to surface forces. Reproduced from [211]. 

 

Goodman et al. [213] calculated the VDW force for a variety of tip-sample 

systems using AFM and demonstrated the importance of 𝐷𝐷. For metal-metal tip-

sample systems, the reported values for VDW forces were ~20×10–9 N for a tip of 

radius 100 nm at 𝐷𝐷 = 1 nm. The magnitude of the force went up to 120×10–9 N when 

𝐷𝐷 = 0.4 nm and AFM then operates in the repulsive mode. 
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Alley et al. [214] have estimated and compared the adhesion force for Si in the 

presence of air (Si-air-Si) system using uncoated and coated Si tips and their 

contributions in imaging surface roughness. Silicon tips were coated in 

octadecyltrichlorosilane (OTS) and the magnitude of the adhesion forces were 

compared to the uncoated tips. The measurements were performed with a cantilever 

tip radius of 5 nm. The force displacement curves were obtained for uncoated/coated 

and different Si surfaces. The adhesion forces (6.9±2)×10–9 N and (4.5±0.8)×10–9 N 

were reported for hydrophilic and hydrophobic Si, respectively. While very small 

adhesion forces (1.2±0.3)×10–9 N and (4.5±0.8)×10–9 N were reported for OTS coated 

tips for hydrophilic and hydrophobic Si, respectively. They reported that image 

resolution can be enhanced by coating the AFM tip with OTS yielding very low 

adhesive forces. Komvopoulos [30] suggested this small adhesion is mainly due to 

the VDW forces. 

Stifter et al. [215] investigated the VDW adhesion forces and proposed that the 

Lennard-Jones force acted alongside the capillary forces between the tip and the 

sample surface when AFM measurements were made in air. The Lennard-Jones force 

(the force between two uncharged molecules or atoms) is a combination of the VDW 

forces and Pauli repulsive force (due to the overlapping of electron clouds). They 

calculated the adhesion forces and their dependence as a function of D, tip radius, R, 

relative humidity and contact angle. The comparison of different forces measured by 

Stifter et al. with 𝑅𝑅 = 20 nm using 𝑂𝑂 = 0.04 × 10–19 J and 3.0 × 10–19 J are shown in 

Figure 2.20. Sifter et al. [215] has also investigated the force dependence on the R 

and the results are shown in Figure 2.21. As the tip radius increases, the contact area 

between the tip and sample surface increases and hence the resultant adhesion forces 

increase. 
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Figure 2.20: Graph showing a comparison between the Van der Waals and 

capillary forces as a function of distance, 𝐷𝐷. Reproduced from [215]. 

 

 
Figure 2.21: Force-displacement curve for surface forces as a function of tip 

radius. The parameters used to plot Fig. 2.20 are the: A = 3.0 × 10–19 J and  

R = 20 nm. Reproduced from [215]. 

 

Michael et al. [203] performed measurements in ultra-high vacuum using 

scanning tunnelling microscopy and estimated the VDW force using the Lifshitz 

model (Equation 2.14) as the dominant force involving the picking up of small Ni 

clusters on highly ordered pyrolytic graphite (HOPG). They used an idea of 

overcoming the adhesive force of the Ni nano clusters on HOPG by reducing the tip-

cluster distance (increasing the attractive force between tip and cluster). The force-

distance curve involved in the controlled picking-up of Ni clusters describes the tip-

cluster distance at which pick-up occurs. A curve of F against separation was 
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obtained using 

𝑂𝑂 = 4×10–19 J, a radius of Ni cluster of 5.9 nm at a minimum distance D = 0.30 nm 

and is shown in Figure 2.22: 

 

 

Figure 2.22: Graph showing the force-displacement curve plotted using 

Equation 2.14. The adhesion force (Fa = –4.36 nN, solid black line) and Van 

der Waals forces (open red circles) involved in the picking-up process of Ni 

clusters on HOPG. Reproduced from [203]. 

 

2.17 Mechanical Properties of Nanowires 

Mechanical properties of different nanomaterials [26], [216], [17] have been 

investigated in the literature and found to be different from the bulk equivalents. 

Nanoscale material properties strongly depend on the sample dimensions [59]. The 

experimentally measured elastic properties (e.g. Young’s modulus) of NWs and 

nanotubes have been found to be diameter dependent [216], [17], [182], [217]. 

However, there is no definitive consensus about how the Young’s modulus relies on 

NW geometry and diameter. Some literature suggest that the Young’s modulus of 

NWs increases with decreasing diameter [216], [17], [182] but an inverse trend has 

also been reported in other work [65]. This effect may attributed to the elastic 

properties of nanoscale structures which have high surface–to–volume ratios [59]. As 

is well known, the effects of surface tension is significant for fluids and relatively 
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unimportant for bulk materials since the outside surface does not play a key role in 

deciding material properties in the latter [218]. 

The mechanical properties of NWs have been extensively studied using different 

experimental and computational techniques [216], [217], [219], [15], [65]. For 

example: the surface effects on mechanical properties of NWs as a function of 

surface–to–volume ratio have been reported in the literature [220], [221], [76]; 

diameter dependent elastic properties of NWs have been studied using different 

numerical methods including molecular dynamic simulations [222],[223],[224]; and 

finite element methods [224], [225], [226]. 

Xian et al. [59] performed theoretical investigations on the effects of applying 

force to GaN NWs for the three different cases of: a cantilever (fixed at one end); 

simply supported (fixed at ends which are free to rotate); and clamped NWs (fixed at 

both ends with no rotation allowed) [59]. They estimated the Young’s modulus by 

incorporating the Timoshenko beam theory which accounts for the effects of 

transverse shear deformation when cross-sections of the beam (i.e. cantilever) is no 

longer perpendicular to the neutral axis of the cantilever where the tension or 

compression occurs during bending. The Young’s modulus for clamped lead (Pb) 

NWs increases to nearly twice that of its bulk value as the NW diameter decreased 

from 200 to 50 nm. This reported trend agrees with the results obtained 

experimentally in [227] and is shown in Figure 2.23a. However, a reverse trend was 

observed for cantilevered GaN NWs for which the Young's modulus decreased 

gradually for NWs less than 80 nm in diameter. The authors explained their results in 

terms of positive surface tension increasing the deflection for cantilevered NWs and 

decreasing the deflection for clamped NWs which behave like softer and stiffer 

materials, respectively. For Si NWs, a similar trend has been observed where the 

Young’s modulus of clamped NWs is greater than that of cantilevered NWs. 
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Figure 2.23: Young’s modulus dependence on the diameter of NWs obtained 

using atomic force microscopy: (a) increasing with decreasing diameter for 

clamped Pb NWs; and (b) decreasing with decreasing diameter for 

cantilevered GaN NWs. The curves are the best fit for the experimental data. 

Reproduced from [59]. 

 

Atoms on the surface of the NWs are under–coordinated as they have no 

neighbouring atoms outside the NWs. Therefore they have a low electron density on 

the surface and experience asymmetrical coulomb interactions [221]. H.A. Wu [217] 

investigated the mechanical properties of Cu NWs and calculated the Young’s 

modulus, yield strength and deformation of NWs using MD simulations. The MD 

simulations showed that the Young’s modulus of Cu NW is not constant in the strain 

range of 0–0.15 as illustrated in Figure 2.24 and the authors suggested that this may 

arise from inhomogeneity in the cross–section of the rectangular shaped NW which 

resulted from surface effects. 
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Figure 2.24: Young’s modulus of strained Cu NWs calculated using MD 

simulations. Reproduced from [217]. 

 

2.17.1 Young's Modulus Dependence on Nanowire Diameter  

Kang et al. [228] performed MD simulation studies on Si NWs of small diameters 

ranging from 3–7 nm at temperatures from 100–1200 K. The bare NW (without a 

hydrogen or passive oxide layer) simulations were set up such that the NWs had an 

aspect ratio of 1:10 (diameter: length). Circular cross-sections of [110]-orientated 

NWs from this study are shown in Figure 2.25.  

Kang et al. [228] performed MD simulations to estimate the Young's modulus of 

Si NWs as a function of NW diameter and crystallographic orientation. They 

reported that the modulus decreases as the diameter decreases and is orientation 

dependent. The modulus for [110]-oriented Si NWs is always less than that of [111] 

orientated as illustrated in Figure 2.26. For the Young’s modulus of the [110]- and 

[111]-oriented NWs of 2 nm diameter, this reduction was 28% and 33% from that of 

the bulk values of 154 GPa and 168 GPa, respectively. 
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Figure 2.25: Circular cross-sections of [110]–oriented Si NWs of different 

diameters used for MD simulations. Surface atoms have higher energy than 

inner atoms after relaxation. Reproduced from [228]. 

 

 

Figure 2.26: Results of MD simulations for Young's modulus of [111] and 

[110]-oriented Si NWs as a function of diameter and compared with bulk Si. 

The Young's modulus for both orientations decreases as a function of diameter. 

Reproduced from [228]. 
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The same trend of decrease in Young's modulus of Si NWs was observed by Lee 

and Rud [63] using density functional theory. They reported a 26% decrease in 

Young’s modulus of [100]–oriented NWs compared to the bulk value of 122.5 GPa 

at room temperature. Another study reported different values for the Young's 

modulus of Si NWs using different simulation methods ranging from 53–120 GPa 

for 12–20 nm diameter but following the same trend of the modulus decreasing with 

diameter [228]. 

Liang et al. [220] employed MD simulations of Cu NWs to explore Young’s 

modulus dependence on the diameter. The modulus along different orientations was 

calculated and compared with bulk Cu. For thicker NWs, Young's modulus is in 

good agreement with the bulk value, but significant deviation has been observed for 

the thin NWs as shown in the Figure 2.27: 

 

 

Figure 2.27: MD simulation results of the Young's modulus for [100]-, [110]- 

and [111]-oriented Cu NWs with values for the bulk indicated by horizontal 

line. For larger diameter NWs, the surface compressive strain is smaller and 

therefore the value of the Young's modulus is closer to the bulk. Reproduced 

from [220]. 

Wu et al. [217] reported the Young’s modulus dependence on the diameter for Cu 

NWs ranging from 1.62–9.18 nm using MD simulations. It can be seen from the 
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results shown in Figure 2.28 that the Young’s modulus increases with increasing 

diameter until it becomes equal to the bulk value of 85 GPa [217]. 

 

 

Figure 2.28: Diameter dependence of Young’s modulus for Cu NWs obtained 

using the MD simulations. Reproduced from [217]. 

 

Young’s modulus has been found to be diameter and orientation dependent and 

decreases by decreasing the diameter of the NWs. Young’s modulus for thin Si NWs 

decreases with decreasing the diameter below 20 nm but above that thickness it tends 

to the value for bulk Si (154–168 GPa [228]).   

 

2.17.2 Temperature Effects 

Kang et al. [228] carried out MD simulations to generate stress-strain curves for Si 

NWs at different temperatures to study the fracture strength of Si NWs as shown in 

Figure 2.29. The slope of the stress-strain curve at zero strain gives the Young's 

modulus of the Si NWs and has been observed to decrease with increasing 

temperature. Kang et al. also observed that Young’s modulus decreases with 

decreasing diameter as illustrated in Figure 2.29 (b): 
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Figure 2.29: Graphs showing results of MD simulations: a) stress-strain curve 

for 5 nm Si NWs at different temperatures illustrating the decrease in stress as 

temperature increases; and b) tensile stress-strain curves for Si NWs of different 

diameters at room temperature. Reproduced from [228]. 

 

Using MD simulations, Wu et al. [217] also showed that the elastic modulus of 

Cu NWs decreases almost linearly with increasing temperature from 0–500 K [13] as 

shown in Figure 2.30. 

 

 

Figure 2.30: Variation in the Young's modulus of Cu NWs against temperature 

obtained using MD simulations. Reproduced from [217]. 
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2.17.3 Temperature Effects 

Kang et al. [228] carried out MD simulations to generate stress-strain curves for Si 

NWs at different temperatures to study the fracture strength of Si NWs as shown in 

Figure 2.31. The slope of the stress-strain curve at zero strain gives the Young's 

modulus of the Si NWs and has been observed to decrease with increasing 

temperature. Kang et al. also observed that Young’s modulus decreases with 

decreasing diameter as illustrated in Figure 2.31 (b): 

 

 

Figure 2.31: Graphs showing results of MD simulations: a) stress-strain curve 

for 5 nm Si NWs at different temperatures illustrating the decrease in stress as 

temperature increases; and b) tensile stress-strain curves for Si NWs of 

different diameters at room temperature. Reproduced from [228]. 

 

Using MD simulations, Wu et al. [217] also showed that the elastic modulus of 

Cu NWs decreases almost linearly with increasing temperature from 0–500 K [13] as 

shown in Figure 2.32. 
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Figure 2.32: Variation in the Young's modulus of Cu NWs against temperature 

obtained using MD simulations. Reproduced from [217]. 

 

2.18 Thermal Conductivity of Silicon Nanowires 

Thermal conductivity in materials is dominated by atomic vibrations: the 

transportation of random motion of thermal energy via phonons [229]. Thermal 

conductivity of materials depends in part on the mean free path of the phonons and at 

the nanoscale increases in scattering events (resulting in a shorter mean free path) 

reduce the thermal conductivity [54]. Fourier’s law of heat conduction can be used to 

relate the heat flux, Q, as shown in Equation 2.16 [230]. 

 

 𝑄𝑄 =  − 𝑘𝑘𝑡𝑡A∇𝑇𝑇 Equation 2.16 

where  A(m2) is the area, ∇𝑇𝑇  is the local temperature gradient (K. m–1) and 𝑘𝑘  is 

thermal conductivity (W.m–1.K–1) and is defined by Slack [231] in the Equation 2.17: 

 𝑘𝑘𝑡𝑡 =  
1
3
𝑂𝑂𝑣𝑣𝐶𝐶′ Equation 2.17 

Here C is the specific heat capacity (J. kg–1.K–1), 𝑣𝑣 is the speed of sound (m.s–1) in 

the material and 𝐶𝐶′ (m) is the mean free path of phonons. The classical Equation 2.17 
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is valid for materials of thickness equal to or greater than the wavelength of phonons 

[232]. 

Silicon is the dominant semiconductor material in microelectronics and 

optoelectronics but the high thermal conductivity of bulk Si (142 W.m–1.K–1 [30–32]) 

prevents its use in thermoelectrics. As the physical properties of Si at the nanoscale 

are different from the bulk material, Si-based nanostructures also possess different 

thermal conductivity properties as reported in literature [66], [233]–[239]. At 

dimensions of less than the λ of phonons (~300 nm for Si at room temperature [54]), 

phonon scattering is strongly enhanced by a range of mechanisms such as boundary 

scattering [240] and interface scattering [241]. 

Thermal conductivity and thermal contact resistance can be measured by various 

characterisation techniques: scanning thermal microscopy [232], [242]–[245], four 

point probe method  differential scanning calorimetry [228], [53], [233], [246] and 

the 3ω method [247], [245], [248].  

In the laser flash method a sample is heated on one side with a laser pulse and the 

temperature rise is measured at the backside of the sample as a function of time 

[249]. 

Scanning thermal microscopy is a version of AFM (see details in Chapter 4) in 

which a cantilever tip scans the sample in contact mode [243]. Heat flow between the 

tip and the sample changes the temperature of the tip which is monitored to create a 

thermal image using a thermometer. 

Differential scanning calorimetry is a technique which utilises a reference material 

of well-known thermal conductivity and tracks the changes in heat capacity, Cp , of 

the sample as a function of temperature [250]. The changes in Cp required to heat or 

cool the reference material are recorded as a function of heat flow.  

The 3ω method is used as a characterisation technique to measure the thermal 

conductivity of thin dielectric films [248]. In this method, a single metal strip 

deposited on the specimen is used as both a heater and thermometer. Alternating 

current voltage is applied to excite the heater at a frequency ω which heats the 

surface of the dielectric film at frequency 2ω. Since the resistance of metal increases 
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with temperature, the periodic heating generates temperature oscillations which in 

turn produce oscillations in the electrical resistance of the metal strip. The voltage 

drop across the metal strip has a small component at 3ω which can be used to 

measure the temperature oscillations and therefore the thermal response of the 

dielectric film and substrate [251]. 

Bux et al. [252] have reported the experimental thermal conductivity of 

nanostructured bulk Si (made of clustered nanoparticles) to be 6.3 W.m–1.K–1 at room 

temperature using the laser flash method.  Boukai et al. [253] reported a very low 

value of thermal conductivity (0.76 W.m–1.K–1) at room temperature for 10 nm 

diameter Si NWs. They measured 𝑘𝑘′ by applying a thermal load across the ends of 

the NW via current and thermoelectric voltage was recorded as a function of 

temperature difference. Hochbaum et el. [236] found that surface roughness has a 

significant effect on the thermal conductivity of NWs and reported thermal 

conductivity to be  

1.6 W.m–1.K–1 at room temperature for 52 nm diameter Si NWs with rough or porous 

surfaces. Zhang et al. [233] have extensively investigated the dependence of thermal 

conductivity on the surface morphologies of rough and porous Si NWs fabricated 

using a metal-assisted chemical-etching method. In this method an electrochemical 

reaction takes place between the semiconductor surface, hydrofluoric acid and 

hydrogen peroxide in the presence of a noble metal which can result in different 

surface morphologies. They measured the thermal conductivity with the laser flash 

technique (see Figure 2.33) and differential scanning calorimetry reporting that 

surface morphologies have significant effect on the thermal conductivities at the 

nanoscale. Silicon NWs were grown on both sides of etched p-type and n-type Si 

wafers to form sandwich-structured composites (SSCs) [233]: 
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Figure 2.33: Sandwich-structured composites (SSCs) of SiNWs/Si/SiNWs 

grown on both sides of a Si wafer by etching. Conduction of heat introduced by 

the laser pulse was detected on the opposite side of the SSC as shown. 

Reproduced from [233]. 

 

The thermal conductivity of porous Si NWs measured with this technique was 

lower than for the rough Si NWs and Zhang et al. [233] attributed this due to phonon 

boundary scattering and pore-interface phonon scattering. Thermal conductivity of Si 

NWs were found to decrease with increasing etch time which also increased the NW 

length and surface roughness. For p-type Si NWs, pores or rough surfaces achieved 

with different etch time of 30 and 120 min, demonstrated thermal conductivities of 

12.06 and 13.50 W.m–1.K–1, respectively [233]. For an etching time of 240 min, 

thermal conductivity of n-type SSC and p-type SSC was reported to be 37.69 and 

7.12 W.m–1.K–1, respectively. These measured values are lower than the thermal 

conductivity of lightly doped n-type and highly doped p-type bulk Si having 122.8 

and 81.47 W.m–1.K–1, respectively [233]. Furthermore, the thermal conductivity of 

rough n-type and porous p-type Si NWs was found to decrease with increasing etch 

time and for 240 min etch time was reported as low as 8.48 and 1.68 W.m–1.K–1, 

respectively [233]. 
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2.18.1 Thermal Conductivity of Silicon Dioxide  

Silicon dioxide (SiO2) thin films have excellent physical and electrical properties for 

gate insulators compared to the bulk form and are regarded as an important dielectric 

material in advanced semiconductor technologies [254]. Thermal conductivity 

measurements on thin SiO2 films have been a subject of intense research driven by 

the miniaturisation of electronic devices [40–44] as heat transportation by conduction 

in SiO2 used as an insulating film in integrated circuits affects the device stability 

and performance [52]. 

The thermal conductivity of SiO2 layers depends on the method of fabrication 

[232]. These methods include thermal oxidation, sputtering, chemical vapour 

deposition (CVD), low pressure CVD and plasma-enhanced CVD [232]. 

 

 

Figure 2.34: Thermal conductivity dependence of SiO2 films on different 

preparation techniques. Reproduced from [247]. 

 

The different processes result in different atomic densities of SiO2 and affect 

thermal conductivity as shown in Figure 2.34 and summarised in Table 2.3[255]. 
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Table 2.3: Properties of SiO2 films on Si substrates. Reproduced from [255]. 

Preparation  Conditions Thickness 

(nm) 

Refractive 

Index 

at 675 nm  

Density  

(Kg.m–3) 

Thermal 

Oxidation 

Source-Atmosphere containing 

O2 and H2O 

Temperature–1100 °C 

50-1000 1.46 2140 

PE-CVD Source- Si(OC2H5)4, 

Temperature- 450 °C 

50-520 1.46 2100 

Low-pressure 

CVD 

Source- Si(OC2H5)4, 

Temperature- 700 °C 

470 1.44 2000 

Sputtering Method- rf magnetron 

sputtering 

20-580 1.47 2220 

Ion-planting    

evaporation 

Method- rf magnetron 

sputtering 

1000 1.46 1970 

EB evaporation Method- rf magnetron 

sputtering 

600 1.45 1810 

 

Thermal conductivity of nanoscale thin SiO2 films is substantially lower than the 

bulk which is 1.4 W.m–1.K–1 at room temperature [52]. Callard et al. [232] measured 

the thermal conductivity of SiO2-Si system by scanning thermal microscopy and 

from this experimental data 𝑘𝑘eff  for SiO2 films thickness of 50–1000 nm was 

extracted using FE modelling. Their reported modelling results were that 𝑘𝑘eff 

decreases with reducing thickness as shown in Figure 2.35. Using Equation 2.17 an 
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intrinsic thermal conductivity and resistance of 1000 nm SiO2 were calculated to be  

1.31 ± 0.11 W.m–1.K–1 and 6.8 ± 0.35 × 10-8 m2.K.W–1, respectively [232]. 

 

 

Figure 2.35: Dependence of effective thermal conductivity on thickness of SiO2 

films obtained from FE modelling. Reproduced from [232]. 

 

Tsuneyuki et al. [247] used the 3ω method to measure the thermal conductivity of 

SiO2 thin films prepared by different procedures. The thermal conductivity of SiO2 as 

a function of d is shown in Figure 2.36 from their work. The thermal conductivity of 

SiO2 decreased significantly below a thickness of 250 nm and was found to be 

independent of the growth process below a thickness of 150 nm [247]. 
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Figure 2.36: Thermal conductivities of SiO2 films as a function of film 

thickness, d, measured using the 3ω method. The solid line indicates the bulk 

value. Reproduced from [247]. 

 

A wide range of values for thermal conductivity for Si NWs has been reported in 

the literature which are significantly different from bulk Si. The values were found 

dependent on the diameter and surface morphologies of the NWs. Silicon NWs used 

in the experiments reported in this work were typically of 50 nm and had a passive 

oxide (SiO2) layer of 2–4 nm. The thermal conductivities of 48 nm and 52 nm 

diameter, rough Si NWs, has been reported to be 1.6 W.m–1.K–1 [233] and  

1.2 W.m–1.K–1 [256], respectively. The thermal conductivity of SiO2 on the nanoscale 

were also found to have a significant difference from bulk value of 1.4 W.m–1.K–1 

[52] and found to be thickness dependent which tends to decrease for film thickness 

below 250 nm [247]. Thermal conductivity of SiO2 for 8.5 nm and 2 nm thick SiO2 

film found to be 0.4 W.m–1.K–1 [242]and 0.2 W.m–1.K–1 [257], respectively. 

 

2.19 Summary 

A literature review is presented in this chapter 2 covering basic crystallography, 

defects in solids, amorphisation and recrystallisation mechanisms specifically in Si. 

A review of ion irradiation damage in NWs is presented with a particular emphasis 

on ion-beam-induced bending phenomena. Hamaker constant to calculate VDW 
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attraction of the NWs with the TEM support grid has been discussed in detail. Also 

were of interest the mechanical and thermal properties of Si NWs and SiO2 as an 

input parameter for FE modelling of NWs. 
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3 Experimental Methods 
 

 

3.1 Introduction 

TEM has been a versatile instrument for the characterisation of materials at the micro 

and nano scale since its invention in 1931 [258]. Ion-beam-induced irradiation 

effects in materials have been widely studied and characterised using TEM. This 

chapter deals with the sample preparation, instrument construction, experimental 

techniques and software that have used to obtain experimental results for this thesis. 

 

3.2 Sample Preparation 

Commercially available polydispersed Si NWs were obtained from Sigma Aldrich, 

UK (product number 731498). The polydispersed NWs were selected as they offer a 

variety of different lengths and diameters. The NWs were supplied in powder form 

and deposited onto TEM grids by the method described below. 

The Si NWs were suspended in ethanol by agitating in an ultrasonic bath for  

~90 minutes until the NWs were evenly dispersed in the solution. The solution was 

deposited onto 400 hexagonal-mesh Mo TEM grids using a syringe. The samples 

were left at room temperature until the ethanol had evaporated leaving the NWs 

adhered to the Mo grid via the Van der Waals forces. Samples were then loaded into 

a TEM holder for characterisation and irradiation. Two TEM sample holders were 

used in the irradiation experiments: a Gatan heating holder model 652; and a JEOL 

rotation holder model EM–BSR. Silicon NWs samples were screened using a JEOL 

JEM-2000FX TEM and NWs of different lengths and diameters were observed 

typically ranging from 1–5 μm in length and 20–100 nm in diameter. 
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The reason to choose the Mo grid rather than a conventional copper grid in these 

experiments was due to the following facts that at high temperatures: migration of 

carbon atoms into Si may change the electrical and mechanical properties of the Si; 

carbon atoms form blobs on the surface of Si NWs which may change the surface 

physics; carbon atoms could stick with the tantalum washers of the heating holder 

due to which sample may stuck. 

When selecting a NW for an experiment, three criteria had to be met in addition to 

it having the required length and diameter: it had to be attached to the grid at only 

one end so it would be free to exhibit any ion-beam-induced bending; it had to be 

located in a position on the grid so as to allow it to be manipulated into a suitable 

orientation relative to the ion beam using the TEM goniometer and sample holder; 

and it had to be free of obstructions such as the grid and other NWs so as to avoid ion 

beam shadowing effects and to allow effective observation over a range of 

goniometer tilts to facilitate tomography. 

 

3.3 Transmission Electron Microscopy 

In TEM, an electrons are generated using an electron source and accelerated through 

a high voltage. An electromagnetic condenser lens is used to manipulate the beam 

onto the sample. The beam then interacts with the sample and some of the electrons 

are transmitted through the sample. An objective lens forms a DP and image in its 

back focal plane and image plane, respectively. Depending on the mode of operation 

of TEM, either the DP or image can be selected and magnified by the intermediate 

lens. Finally, the projector lens performs a final magnification onto the detector. The 

detector is often a phosphor screen, a scintillator coupled to a charge-coupled device 

(CCD) or an electron sensitive film. 

 

3.4 Physics of Electrons Moving in an Magnetic Field 

When an electron with velocity, v, enters a magnetic field, 𝑩𝑩 , it experiences a 

Lorentz force, 𝑭𝑭, given by Equation 3.1: 
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 𝑭𝑭 = 𝑞𝑞(𝒗𝒗 ×𝑩𝑩) Equation 3.1 

where q is the charge on an electron (e = 1.6×10–19 C). 

The direction of 𝑭𝑭 that an electron experiences in a magnetic field can be 

determined from the left-hand rule and is perpendicular to both 𝒗𝒗 and 𝑩𝑩. In the left-

hand rule, the Thumb points in the direction of 𝑭𝑭 acting on an electron when the 

index finger points in the direction of 𝑩𝑩 and the middle finger in the direction of v as 

shown in Figure 3.1: 

 

 

Figure 3.1: A vector diagram of a left-hand rule to determine the direction of 

the Lorentz force, F, in a magnetic field, B, acting on a charged particle 

moving with velocity, v. 

 

The force experienced by electrons moving with velocity, 𝒗𝒗, in a magnetic field, 

B, is given by Equation 3.2: 

 𝑭𝑭 =  𝑒𝑒𝒗𝒗𝑩𝑩 sin𝜃𝜃 Equation 3.2 

When an electron enters the magnetic field at 𝜃𝜃 = 90o, Equation 3.2 becomes: 

 𝑭𝑭 =  𝑒𝑒𝒗𝒗𝑩𝑩 Equation 3.3 
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The electrons move on a circular path when entering the magnetic field at 90° to 

B. The centripetal force required to move an electron on a circular path of radius, r, 

is given by Equation 3.4: 

 
𝑭𝑭 =  

𝑚𝑚𝒗𝒗2

𝑟𝑟
 

Equation 3.4 

Combining Equation 3.3 and Equation 3.4, it is possible to calculate the radius when 

the electron is acted on by the Lorentz force: 

 𝑟𝑟 =  
𝑚𝑚𝒗𝒗
𝑒𝑒𝑩𝑩

 Equation 3.5 

When 𝒗𝒗  of electrons is perpendicular to B, they move in a circular path and 

motion of electrons in B is shown in Figure 3.2. The situation is different when 

electrons travel in 𝑩𝑩 , with 𝒗𝒗  at some angle, 𝜃𝜃,  then 𝒗𝒗  of the electrons can be 

separated into x and y components, 𝒗𝒗𝑥𝑥, and 𝒗𝒗𝒚𝒚, as shown in Figure 3.2. The force 

acting along component 𝒗𝒗x  (parallel to 𝑩𝑩 ) is zero while force along 𝒗𝒗y 

(perpendicular to 𝑩𝑩) change in time as direction of 𝒗𝒗 changes in 𝑩𝑩 and cause the 

electrons to move in spiral path. The force experienced by the electrons entering 𝑩𝑩 

with 𝒗𝒗 at an angle 𝜃𝜃 in a TEM column results in a spiral (helical) path moving along 

the z-axis as illustrated in Figure 3.3: 

 

 

Figure 3.2: Schematics showing: (a) a breakdown of the velocity vector, v, into 

its components, 𝑣𝑣𝑥𝑥, and 𝑣𝑣𝑦𝑦 with the direction of the magnetic field, B, parallel 
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to 𝑣𝑣𝑥𝑥; (b) an electron with vy entering in B (into paper) following a circular 

motion. The direction of the force acting on the electron has been found from 

left hand rule. 

 

In a TEM, electrons are accelerated through a voltage, V, gaining kinetic energy 

(KE), E. The potential difference (eV) is related to the KE given in Equation 3.6: 

 
𝐸𝐸 = 𝑒𝑒𝑉𝑉 =  

𝑚𝑚𝑣𝑣2

2
 

Equation 3.6 

where m is the mass of the electron and 𝑣𝑣 is the velocity. 

 

 

Figure 3.3: Schematic of the trajectory of an electron with velocity, v, entering 

a homogenous magnetic field, 𝑩𝑩 , at an angle, 𝜃𝜃 . The parallel and 

perpendicular components of v relative to 𝑩𝑩 are shown. In a TEM, electrons 

follow a helical path of radius, r, through magnetic field, B, entering through 

point P and exiting at P’. The z-axis indicates the optical axis of the TEM. 

Redrawn and adapted from [259]. 
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The momentum, 𝒑𝒑, given to the electrons moving with 𝒗𝒗 is given by Equation 3.7: 

 𝒑𝒑 =  𝑚𝑚𝒗𝒗 Equation 3.7 

Substituting 𝒗𝒗 from Equation 3.6 into Equation 3.7 gives: 

 𝒑𝒑 =  𝑚𝑚𝒗𝒗 = (2𝑚𝑚𝑒𝑒𝑉𝑉)1/2 Equation 3.8 

The wavelength of electrons accelerated through 𝑉𝑉 can be calculated using 

Equation 3.9: 

 
𝐶𝐶 =  

ℎ
𝒑𝒑

=
ℎ

(2𝑚𝑚𝑒𝑒𝑉𝑉)1/2 
Equation 3.9 

The accelerating voltage typically used in a TEM are from 80–400 keV. At 

100 keV, the electrons move at ~ 50% the speed of light, 𝑐𝑐 (~1.6 × 108 m–1.s–1) and 

so the relativistic effects needs to be considered. To account for relativistic effects, 

rest mass, m0, have to be used to calculate λ and Equation 3.9 is modified to Equation 

3.10 below: 

 
𝐶𝐶 =  

ℎ

[(2𝑚𝑚0𝑒𝑒𝑉𝑉)(1 + 𝑒𝑒𝑉𝑉
2𝑚𝑚0 𝑐𝑐2

]1/2
 

Equation 3.10 

 

A typical wavelength of 100 keV and 200 keV electrons in TEM is 3.70 × 10–12 m 

and 2.51 × 10–12 m, respectively. 

 

3.4.1 Deflection of Electron Beam 

Magnetic fields are used to shift and tilt the electron beam relative to the optical axis 

in TEM. The angle of deflection, 𝜀𝜀 (using small angle approximation),in 𝑩𝑩 acting 

over a length, 𝐿𝐿, can be obtained by the Equation 3.11: 
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 𝜀𝜀 =  
𝑒𝑒𝐿𝐿𝑩𝑩
𝑚𝑚𝒗𝒗

 Equation 3.11 

where 𝐿𝐿 (m) is the length of path in B (T) of the current carrying coil to deflect an 

electron beam [259]. 

 

3.5 Introduction to Elastic Scattering 

A collision between two bodies in which total kinetic energy is conserved is known 

as an elastic collision or scattering event. Electrons experience both elastic and 

inelastic scattering by the atoms in the sample. In this section, the elastic scattering is 

described. 

 

3.5.1 Interaction Cross-Section 

The interaction cross-section, 𝜎𝜎 , is the probability of an electron undergoing a 

scattering event with an atom. A large interaction cross-section means that an atom 

presents a larger target to the electrons and thus it is more likely to scatter them. The 

𝜎𝜎 for a single isolated atom is defined in Equation 3.12 with an effective radius, r 

(m): 

 𝜎𝜎𝑝𝑝𝑡𝑡𝑜𝑜𝑚𝑚 =  𝜋𝜋𝑟𝑟2 Equation 3.12 

where  𝜎𝜎𝑝𝑝𝑡𝑡𝑜𝑜𝑚𝑚 is measured in units of m2. 

There are two types of interaction cross-section: the nuclear cross-section (𝑟𝑟 =

𝑟𝑟nucl) and the electronic cross-section (𝑟𝑟 = 𝑟𝑟elec). These cross-sections depend on the 

energy of the incidents electrons, atomic weight of the target atom, 𝑍𝑍, and the angle 

of scatter, 𝜃𝜃. The elastic scattering radius, r, of a single atom for these two types of 

scattering have the following form: 

 𝑟𝑟nucl =  
𝑍𝑍𝑒𝑒
𝑉𝑉𝜃𝜃

 Equation 3.13 
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and 

 𝑟𝑟elec =  
𝑒𝑒
𝑉𝑉𝜃𝜃

 Equation 3.14 

From Equation 3.13 and Equation 3.14, it can be seen that σatom is a function of Z, V 

and 𝜃𝜃 for nuclear scattering and is a function of V and 𝜃𝜃 for electronic scattering. 

For higher-energy electrons, the probability of scattering decreases as electrons 

move more quickly through the same volume and thus are less likely to interact with 

the target atom. For higher Z, there is a greater probability of electron being scattered 

by a nucleus. 

 

3.5.2 Differential Cross-Section 

The interaction of the incident electron beam with a target scatters the electrons over 

a range of angles. The differential cross-section, 𝑑𝑑𝜎𝜎(𝜃𝜃)/𝑑𝑑𝑑𝑑, gives the probability of 

electron scattering at an angle 𝜃𝜃 in per unit solid angle, 𝑑𝑑. It is important as it also 

represents a measure of the proportion of the incident intensity scattered at an angle θ 

per unit Ω. 

 

 

Figure 3.4: Schematic of a plane wave, 𝑲𝑲0, interacting with an atom (blue 

circle) and scattered as a spherically wave (dashed red circle). Redrawn and 

adapted from [259]. 
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The incident beam of wave vector, 𝑲𝑲0 , interacting with a single atom with a 

scattering cross-section, σ(θ), is scattered at all angles in 𝑑𝑑 is shown in Figure 3.4. 

The relationship between a scattered angle, 𝜃𝜃, an𝑑𝑑 𝑑𝑑 is given by Equation 3.15: 

 Ω = 2π (1 − cos𝜃𝜃) Equation 3.15 

 

Differentiating Equation 3.15 with respect to 𝜃𝜃 gives: 

 𝑑𝑑Ω = 2π sin𝜃𝜃 dθ  Equation 3.16 

For a single atom, the differential cross-section is given by: 

 𝑑𝑑𝜎𝜎(θ)
𝑑𝑑Ω

=  
1

2π sin𝜃𝜃
 
𝑑𝑑𝜎𝜎
𝑑𝑑𝜃𝜃

 
Equation 3.17 

 

As 𝜃𝜃 varies from 0 to 180° (i.e. 0 to π radians), 𝜎𝜎 can be calculated by integrating 

Equation 3.17: 

 
𝜎𝜎atom = � 𝑑𝑑𝜎𝜎

𝜋𝜋

0
= 2π�  

𝑑𝑑𝜎𝜎
𝑑𝑑Ω

𝜋𝜋

0
sin𝜃𝜃 d𝜃𝜃 

Equation 3.18 

 

3.5.3 Total Probability of Scattering 

Equation 3.12 gives the 𝜎𝜎atom for a single isolated atom. If the specimen consists of 

𝑁𝑁 atoms per unit volume, the total cross-section is given by: 

 𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡𝑝𝑝𝑙𝑙 = 𝑁𝑁𝜎𝜎𝑝𝑝𝑡𝑡𝑜𝑜𝑚𝑚 Equation 3.19 

where 𝑁𝑁 = 𝜌𝜌𝑁𝑁𝑜𝑜 𝑂𝑂⁄  and 𝑁𝑁𝑜𝑜  is Avogadro’s number (atoms.mole–1), 𝜌𝜌  is the density  

(kg.m–3) and A is the atomic weight (kg.mol–1) of the scattered atom. 
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By substituting the value of 𝑁𝑁 in Equation 3.19, the probability of scattering the 

electron beam with a sample of thickness, 𝑡𝑡, can be defined as shown in Equation 

3.20: 

 𝜎𝜎total𝑡𝑡 =
𝑁𝑁𝑜𝑜𝜎𝜎atom

𝑂𝑂
(𝜌𝜌𝑡𝑡)   Equation 3.20 

where 𝜌𝜌𝑡𝑡 defines the mass-thickness of the specimen. 

 

3.5.4 Mean Free Path 

Mean free path, 𝐶𝐶′(m), is a measure of the average distance the electron travels 

between two successive collisions in a target. For an electron to experience only one 

scattering event, it is very important to have a thin sample. For thicker samples, the 

probability of more than one scattering event increases and this is termed plural or 

multiple scattering. The mean free path depends on the scattering cross-section of the 

atoms and is described in Equation 3.21: 

 𝐶𝐶′ =  
1

𝜎𝜎total
 

Equation 3.21 

 

3.6 Atomic Scattering Factor 

The atomic scattering factor, 𝑓𝑓(θ) , relates the differential cross-section to the 

amplitude of the beam, |𝑓𝑓(θ)| . The square of |𝑓𝑓(θ)|  gives the intensity of the 

electron beam, |f(θ)|2: 

 𝑑𝑑𝜎𝜎(θ)
𝑑𝑑Ω

=  |f(θ)|2 = Intensity  
Equation 3.22 

The differential cross-section relates the intensity of the scattered electron beam at 

an angle 𝜃𝜃 . The scattering cross-section 𝜎𝜎(𝜃𝜃)  and atomic scattering factor 𝑓𝑓(θ) 

depend on wavelength, λ, scattering angle, 𝜃𝜃, and atomic mass, 𝑍𝑍. 
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3.6.1 The Structure Factor 

The scattered amplitude by a unit cell of a crystal structure is given by the structure 

factor, 𝐹𝐹(𝜃𝜃).𝐹𝐹(𝜃𝜃) is defined as the sum of 𝑓𝑓 (𝜃𝜃) (i.e. the scattering amplitude from 

individual atoms) over all the atoms in the unit cell. For a unit cell of n atoms with 

position coordinates (x, y, z), the structure factor 𝐹𝐹(𝜃𝜃) is defined by multiplying the 

exponential of the phase angle at the nth atom in the unit cell, ѱn, with the f (θ): 

 
𝐹𝐹(𝜃𝜃) =  �𝑓𝑓𝑛𝑛(𝜃𝜃) e𝑖𝑖ѱn  

𝑛𝑛

𝑖𝑖=1

 

 

Equation 3.23 

The phase angle can be described by a dot product of the scattered wave 

vector, 𝑲𝑲, from a single atom and the position vector, 𝒓𝒓𝑛𝑛 of the nth atom: 

 𝜓𝜓𝑛𝑛 = 2𝜋𝜋𝑲𝑲.𝒓𝒓𝑛𝑛 Equation 3.24 

 𝜓𝜓𝑛𝑛 = 2𝜋𝜋𝑲𝑲.𝒓𝒓𝑛𝑛 =  2𝜋𝜋(ℎ𝒂𝒂∗ + 𝑘𝑘𝒃𝒃∗ + 𝑙𝑙𝒄𝒄∗) . (𝑥𝑥𝑛𝑛𝒂𝒂+ 𝑦𝑦𝑛𝑛𝒃𝒃+ 𝑧𝑧𝑛𝑛𝒄𝒄)  

 = 2𝜋𝜋(ℎ𝑥𝑥𝑛𝑛 + 𝑘𝑘𝑦𝑦𝑛𝑛 + 𝑙𝑙𝑧𝑧𝑛𝑛) Equation 3.25 

where ℎ, 𝑘𝑘  and 𝑙𝑙  are the Miller indices, a*, b* and c* are the reciprocal lattice 

vectors, a, b and c are the lattice vectors, x, y and z are the fractional coordinates of 

the nth atom. 

Substituting 𝜓𝜓𝑛𝑛  from Equation 3.25 into the Equation 3.23 gives the following 

expression for 𝐹𝐹 (𝜃𝜃): 

 
𝐹𝐹hkl(𝜃𝜃) =  �𝑓𝑓i(θ) e2π𝑖𝑖(ℎ𝑥𝑥n+𝑘𝑘𝑦𝑦n+𝑙𝑙𝑙𝑙𝑛𝑛) 

𝑛𝑛

𝑖𝑖

 
Equation 3.26 

𝐹𝐹hkl(𝜃𝜃) gives the intensity of the hkl reflections and thus can be used to identify 

the forbidden reflections for which 𝐹𝐹ℎ𝑘𝑘𝑙𝑙(θ)  =  0. 
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3.7 Coherent Elastic-Scattering and Bragg's Law  

When an electron does not lose any energy and maintains its phase after scattering by 

an atom, it is said to have undergone coherent elastic-scattering. This can be 

illustrated as shown in Figure 3.5 by considering a plane wavevector of an electron, 

𝑲𝑲0, scattering at an angle 2θ forming a diffracted wavevector, 𝑲𝑲𝑑𝑑 . 

 

 

Figure 3.5: A vector diagram illustrating an incident wave vector, 𝑲𝑲0 , 

diffracted wavevector, 𝑲𝑲𝑑𝑑 , and the resulting wavevector, 𝑲𝑲, in going from 𝑲𝑲0 to 

𝑲𝑲𝑑𝑑 . 

 

In the case of elastic scattering, the magnitude of the incident and diffracted 

wavevectors are the same and equal to the reciprocal of wavelength, 𝐶𝐶. 

 𝑲𝑲𝑑𝑑 =  𝑲𝑲0 +  𝑲𝑲 Equation 3.27 

Consider two atomic planes separated by a distance, 𝑑𝑑, as illustrated in Figure 3.6. 

Electrons in planewaves of wavelength, 𝐶𝐶, are scattered at different planes at angle, 

𝜃𝜃. 

The wave travels an additional distance from point A to point B to point C 

compared to in Figure 3.6. Rearranging Equation 3.27: 
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 𝑲𝑲 =  𝑲𝑲𝑑𝑑 −  𝑲𝑲𝑜𝑜  Equation 3.28 

 

Figure 3.6: A schematic of plane wave scattered at an angle, 2𝜃𝜃, by atomic 

planes separated by a distance, 𝑑𝑑. 

 

From trigonometry, it can be shown that 𝑂𝑂𝑂𝑂 =  𝑂𝑂𝑂𝑂  and the path difference 

between the two planes separated by 𝑑𝑑 is given by: 

 𝑂𝑂𝑂𝑂 = 𝑂𝑂𝑂𝑂 = 𝑑𝑑 sin𝜃𝜃 Equation 3.29 

 𝑂𝑂𝑂𝑂 + 𝑂𝑂𝑂𝑂 = 2𝑑𝑑 sin𝜃𝜃 Equation 3.30 

 

Constructive interference occurs when the path difference between two beams is 

an integral multiple of the wavelength. The angle at which the scattered waves give 

rise to constructive interference is called Bragg angle, 𝜃𝜃𝐵𝐵 , and diffraction occurs 

when the Bragg condition is (sufficiently) satisfied. 

 2𝑑𝑑 sin𝜃𝜃𝐵𝐵 = 𝑛𝑛𝐶𝐶 Equation 3.31 
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3.7.1 Deviation Parameter (Sg) 

It is possible to excite a reflection when the Bragg condition (Equation 3.31) is not 

exactly satisfied. In such a situation, θ deviates from the perfect 𝜃𝜃𝐵𝐵, and a new vector 

is introduced to define the deviation from the perfect Bragg condition. This 

parameter is known as deviation parameter, 𝒔𝒔𝑔𝑔, as shown in the Figure 3.7. 

 𝑲𝑲 = 𝒈𝒈 + 𝒔𝒔𝑔𝑔 Equation 3.32 

The wavevector, 𝑲𝑲, is equal to the diffraction vector, 𝒈𝒈, when 𝒔𝒔𝑔𝑔 = 0 – i.e. when the 

Bragg condition is exactly satisfied. 

 

3.7.2 Incoherent Elastic-Scattering 

In incoherent elastic-scattering, the particles do not lose energy but do change their 

phase relative to the incident beam. In fact, the incident electrons do lose some 

energy by transferring it to the target atom, but this energy loss is negligible. Thus, in 

incoherent elastic-scattering the electrons have the same wavelength and so they are 

scattered at the same Bragg angle, 𝜃𝜃𝐵𝐵. 

 

 

Figure 3.7: Vector diagram for diffraction deviating from the perfect Bragg 

angle, 𝜃𝜃𝐵𝐵, by Δθ showing the deviation parameter,𝒔𝒔𝑔𝑔. 
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When 𝒔𝒔𝒈𝒈  ≠ 0, the Bragg condition is not satisfied and  = 𝑲𝑲. 𝒔𝒔𝑔𝑔  is positive or 

negative when 𝜃𝜃 > 𝜃𝜃𝐵𝐵 and 𝜃𝜃 < 𝜃𝜃𝐵𝐵, respectively. 

 

3.7.3 Kikuchi Lines  

The spots in a DP are formed by the coherently elastically scattered electrons from 

sets of atomic planes which are on or close to their respective Bragg conditions. 

Incoherent elastically scattered electrons can be diffracted by planes with which they 

satisfy the Bragg condition but these electrons do not share a common incident 

direction. In this case, constructive interference occurs in two cones termed Kossel 

cones (see Figure 3.8). The intersection of these cones with the back focal plane of 

the objective lens creates slight parabolas which are visible in the DP and these are 

termed Kikuchi lines. 

 

 

Figure 3.8: Incoherently elastically scattered electrons diffracting at the Bragg 

condition forming a pair of Kossel cones. Adapted from [259]. 

 

3.7.4 Ewald Sphere 

The Ewald sphere is a geometrical construction in reciprocal space (i.e. in which the 

lattice vectors are the reciprocal of inter-planar spacing) with a radius equal to the 

reciprocal of the electron wavelength. Where the sphere intersects reciprocal lattice 

points corresponds to the reflections seen in the DP. However because dimensions in 
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reciprocal space are the inverse of real space dimensions, the reciprocal lattice points 

are elongated in the direction in which the TEM sample is thin. This elongated 

“points” are termed relrods. 

As shown in Figure 3.9, the wavevectors 𝑲𝑲0 and 𝑲𝑲d extend from the centre of 

Ewald sphere, C, to point O which is the origin of the reciprocal lattice. Tilting the 

sample or the electron beam rotates the reciprocal lattice relative to the Ewald 

sphere, changes the intersection of the two and hence the DP. 

 

 

Figure 3.9: Construction of Ewald sphere with incident beam, 𝑲𝑲0, and Bragg 

diffracted beam, 𝑲𝑲𝑑𝑑, forming an angle of 2𝜃𝜃𝐵𝐵. 

 

3.8 Electron Sources 

Two types of electron sources can be used to generate electrons in a TEM: a 

thermionic source or a field emission gun (FEG). Thermionic sources normally emit 

from a tungsten (W) filament or lanthanum hexaboride (LaB6) crystal which is 

heated using electrical current. The electrons leave the tip of the source when 

sufficient thermal energy is provided to overcome the work function of the material 

and are accelerated by the positive potential down the column. A negative voltage is 

applied to an electrostatic lens called a Wehnelt cap. A FEG source uses an electric 

field to extract electrons by establishing a high potential difference between emitter 
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and the electrode. A FEG source is more expensive than thermionic source but offer 

greater brightness, coherence and longer lifetimes than thermionic sources [259]. 

3.8.1 Wehnelt Cap 

The Wehnelt cap was invented by a German physicist Arthur Rudolph Berthold 

Wehnelt in 1902 [260] and performs the extraction from the filament. The Wehnelt 

cap is an electrostatic lens surrounding the electron source and condenses the 

extracted electrons emitted from the filament. The purpose of the Wehnelt cap is to 

focus and control the electrons. A negative bias is applied to the Wehnelt relative to 

the filament and makes a first crossover of the electron beam in a TEM above the 

anode and focuses the electron beam into the condenser lens system. The anode then 

accelerate the electrons to high velocities. A schematic of the filament, Wehnelt cap 

and anode is shown in Figure 3.10: 

 

 

Figure 3.10: Schematic of the filament, Wehnelt cap and anode for a tungsten 

thermionic electron source (redrawn from [259]). 
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3.9 Electromagnetic Lens in TEM 

In a TEM, the electromagnetic lenses are made of soft iron poles composed of many 

small copper windings. A strong B is produced in these lenses by applying a current 

through the copper windings. The magnetic field act as a convex lens in TEM and 

bring the electrons back to the optic axis. Traditional optical lenses have a fixed focal 

length, f (i.e. the distance from centre of lens to the crossover where the rays meet on 

the optic axis after passing through the lens is called focal length, f) but in 

electromagnetic lenses f can be varied by changing the current. A typical 

electromagnetic lens used in a TEM is shown in Figure 3.11: 

 

 

Figure 3.11: Schematic cross-section of an electromagnetic lens used in a TEM. 

Redrawn from [259]. 

 

After being generated, the electron beam passes through the lens system of the 

TEM column. Electromagnetic lenses are used in a TEM to modify the path of 

electrons and focus the electron beam through the sample and onto a detection 

device. There are a number of lenses in a typical TEM column (see Figure 3.12) and 

these are described below. 
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Figure 3.12: Schematic ray diagrams for a TEM operating in (a) diffraction 

mode and (b) imaging mode. Redrawn from [259]. 

 

3.9.1 Condenser lens 

The main purpose of the condenser lens system (C1, C2 and C3.).  in a TEM is to 

focus the electrons and control the spot size at sample position. This also allows the 

area of illumination to be adjusted to give the required intensity at different 

magnifications. The range of rays gathered by a condenser lens are described by a 

semi-angle, 𝛽𝛽 , which are converged at a point on the optical axis making a 

convergence semi-angle, 𝛼𝛼, as shown in Figure 3.13.  

The condenser lens C1 is used to form a crossover of electron beam existing the 

Whenelt cap and control the spot size (diameter of the beam). Strong C1 is  used to 
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make to small probe size at the sample while weak C1 produce large spot size at the 

sample and is shown in Figure 3.14. When The C2 lens is used to adjust the 

illumination or brightness of the electron beam at the sample. The condenser lens C3 

is used to control the 𝛼𝛼 and allow a near parallel condition on the sample position, a 

condition when beam is coherent and produce good quality images with best contrast 

and DP.  

 

 

Figure 3.13: Schematic ray diagram for a single condenser lens showing the 

collection semi-angle, 𝛽𝛽, and convergence semi-angle, α. Redrawn from [259]. 

85 



 

 

Figure 3.14: Schematic ray diagram of a double-lens condenser system: (a) 

weak condenser lens forms a broader probe on the specimen, (b) strong 

condenser lens makes a sharper probe on the specimen. Redrawn from [259]. 

 

3.9.2 Objective Lens 

The objective lens is considered to be the most critical lens of the TEM optics and is 

the primary imaging system which focuses the electrons exiting the bottom of the 

sample and generates a DP and an image. The objective lens forms a DP on its back 

focal plane and an image on an image plane. The image is underfocused when the 

object plane of the objective lens is above the sample and overfocused when it is 

below. All lenses after the objective lens in the TEM column are used to 

subsequently magnify the output of the objective lens. 

 

3.9.3 Intermediate Lens 

The intermediate lens system in a TEM magnifies the image and DP formed by the 

objective lens and works in two modes. In diffraction mode, the lens is focused on 

the back focal plane of the objective lens where the DP is formed. In imaging mode, 
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the image plane of the objective lens becomes the object plane of the intermediate 

lens which then magnifies the image. 

 

3.9.4 Projector Lens 

Projector lens focuses at the back focal plane of the intermediate lens as an object 

plane and project the images or DP onto the device used for electron detection. 

  

3.10 Deflectors 

Deflectors in a TEM are used to deflect the electron beam relative to the optical axis. 

Deflectors are often made up of pairs of electromagnets as shown in Figure 3.15. 

There are normally four such pairs in a deflector to allow the electron beam to be 

tilted and shifted in the x and y directions. The pole pieces have a curved geometry to 

provide a uniform magnetic field. For example, the condenser deflectors are used to 

tilt and shift the electron to control the position and incidence angle at the sample 

position.  

 

 

Figure 3.15: Schematic top-down view of a deflector illustrating the direction of 

the magnetic field, 𝑩𝑩 (green) and magnetic force, 𝑭𝑭 (red) while the direction of 
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the electron beam is into the paper. The windings of the coil are shown in blue. 

Redrawn from [259]. 

 

To shift the beam, the beam is first deflected by some angle, φ, and then by an 

equal and opposite angle to deflect it back such that final beam is moved relative to 

the specimen without changing φ. 

To tilt the beam, the first set of deflectors change the direction of the beam by an 

angle φ and the second set of deflectors brings the beam back to optical axis by 

applying twice the deflection – i.e. 2φ [4]. In order to move the beam across the 

sample without changing the angle of incidence or to tilt the beam without changing 

the position on the sample, careful alignment of deflection coils is necessary by 

setting the pivot points as discussed in section 3.10.1. The schematic of beam shift 

and tilt is shown in Figure 3.16: 

 

 

 

Figure 3.16: Schematics demonstrating the use of condenser defectors to (a) 

shift and (b) tilt the electron beam onto the specimen. Black dashed line shows 

the incident electron beam along the optical axis. 
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3.10.1 Pivot Points 

Pivot points play an important part in TEM alignment through a pair of deflection 

coils The electron beam shift and tilt procedures are decoupled from each other and 

hence a pure shift and pure tilt can be obtained in TEM by setting the pivot points 

such that electron beam pivots at those points analogous to seesaw. If the pivot points 

are not adjusted the two beams are separated laterally onto the phosphorous screen. 

Pivot shift points and tilt points are adjusted by deflecting the electron beam with 

wobbler and minimising the movement in diffraction and image mode, respectively. 

A wobbler is a mechanism in which an electron beam switched rapidly back and 

forth between the negative and positive voltage applied to deflector coils or simply 

the alternating current [261]. 

 

3.10.2 Voltage and Current Centring 

The fluctuations added in the objective lens current or accelerating voltage of TEM 

distorts the image (i.e. spirally enlarges and shrinks). The centre of this image 

distortion is known as objective current and accelerating voltage centre. These 

effects can be adjusted by bringing back the objective current centre and accelerating 

voltage centre along the optical axis with the help of double deflectors. Due to the 

small fluctuations in the objective lens current this alignment is not normally 

performed. Although small fluctuations in high voltage in TEM are small (<10–6) in 

TEM, accelerating voltage centre is aligned for optimum imaging [259]. 

 

3.11 Astigmatism 

Astigmatism arises from non-uniformity in a magnetic lens caused by machining 

defects of the soft-iron pole pieces which can result in imperfections in the 

cylindrical symmetry down the bore. Contamination is another source of astigmatism 

which is mainly due to hydrocarbons and sputtered material on the aperture 

diaphragm and other surfaces which can charge up producing a localised electric 

field to deflect the electron beam. Other factors which could induce stigmatisms are 
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the sample contamination and magnetic samples. Condenser astigmatism causes the 

electron beam on the sample to deviate from a perfect circle. Objective astigmatism 

results in preferential magnification of the image in certain directions and thus 

induces distortion. In the TEM this problem is reduced by the use of stigmators. The 

radius, rast, can be defined by Equation 3.33. 

 𝑟𝑟ast =  𝛽𝛽∆𝑓𝑓   Equation 3.33 

 where Δf is the change in focal length.  

 

3.12 Stigmators 

Stigmators are small octupoles which are used to rectify the astigmatism (i.e. 

electrons experience a non-uniform B and are preferentially deflected) induced in a 

TEM either due to the defects at the time of manufacturing of the polepieces of the 

magnetic lenses, apertures or even contamination which can build-up the electrostatic 

charge. Stigmators are used both in the condenser lens and in the objective lens. The 

condenser stigmator provides compensating field to make a uniform B. Astigmatism 

produce streaking effects and due to objective astigmatism the shape of the beam 

distorts from circle to oval or ellipsoidal. Objective stigmator finally align the 

deflected beam onto the optic axis and it converges to a perfect circle. The typical 

octupoles stigmator used in many TEMs is shown in Figure 3.17: 
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Figure 3.17: Schematic of a stigmator used in TEM. The windings of the coils 

are illustrated with blue lines while the direction of the magnetic fields is 

indicated with green solid arrows. Astigmatism in the electron beam is 

illustrated by the red dashed ellipsoids and the green circle indicates the ideal 

beam shape once astigmatism is corrected. Reproduced from [262]. 

 

3.13 Apertures 

Aperture strips are normally made of metal such as platinum (Pt) or Mo. In a TEM, a 

hole typically of a few microns in diameter on this metal strip is called an aperture 

and the surrounding metal is called a diaphragm which blocks the electrons 

progressing down the TEM column. A choice of different apertures sizes (from ten to 

hundreds of microns) is normally available in a TEM for optimum use. 

 

3.13.1 Condenser Aperture 

The condenser aperture is used to select the angular range of electrons incident on 

the specimen. A large aperture is used to get greater intensity at the sample position 

whereas a smaller aperture restricts the electrons to those nearer the optical axis 
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where the aberrations (see section 3.15) are less. A suitable selection of aperture is 

important to obtain optimum imaging conditions. 

 

3.13.2 Objective Aperture 

The objective aperture in a TEM is used to select the direct or diffracted electron 

beam from a crystalline sample for the purpose of image formation. The objective 

aperture is inserted into the back focal plane of the objective lens. 

 

3.13.3 Selected Area Aperture 

A selected area aperture is used to form a DP of a particular area of interest in a TEM 

specimen. A DP captured using a selected area aperture is called a selected area 

electron diffraction (SAED) pattern. The selected area aperture is inserted into the 

image plane of the objective lens. 

This aperture sits in the image plane of an objective lens. It is sometimes called a 

virtual aperture because it lies in the image plane rather than the object plane of the 

objective lens.  

 

3.14 Detection Devices 

The viewing screen in a TEM is usually coated with a phosphor which is doped to 

emit green light of wavelength 550 nm which is at the peak response of the human 

eye to visible light. This makes it easier for the TEM operator to observe the image 

especially if contrast is low. The final magnified image formed by the projector lens 

is projected onto a detection device e.g. a charge-coupled device (CCD), image 

plates or films. The detection device directly collect electrons and transfer the real-

time image and DP on a computer screen or film.  
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3.15 Aberrations 

Aberrations in the optical system can come from lens imperfections introduced 

during manufacturing, apertures, the sample, the sample holder and contamination of 

any of these. There are three types of aberration namely chromatic, spherical and 

astigmatic. The aberrations can greatly reduce the performance of a TEM. In order to 

get optimal performance from a microscope these aberrations need to be corrected. 

 

3.15.1 Airy Disk  

The concept of an airy disk is important as it describes how much a microscope 

image distorts from a point source of light. Hence, the dot appears as a disk made up 

of concentric circles due to diffraction and whose intensity is receding from centre. 

The central spot with maximum intensity is known as an airy disk [5]. 

 

 

Figure 3.18: The intensity profile of images of two point sources: a) when the 

points are resolvable and airy disks are not overlapping; b) the two point 

sources are close and the airy disks are overlapping but are at the limit of 

resolvability; and c) airy disks are overlapping as points are too close and hence 

cannot be resolved. Reproduced and adapted from [4]. 
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The Rayleigh criterion refers to the limit of the theoretical resolution, 𝑟𝑟th, of a 

TEM defined as the ability to distinguish two point sources (see Equation 3.34). The 

points are at the limit of being distinguishable if the maxima of intensity of one 

aligns to the minima of intensity of the other disk. Under the Rayleigh criterion, the 

two points cannot be resolved if the dip in sum of the intensity profiles is above 80% 

of maximum intensity. The resolution of a TEM is limited by the radius of the Airy 

disk and is given by the following Equation 3.34 [259]. 

 
𝑟𝑟th =

1.22 𝐶𝐶
𝛽𝛽

  
Equation 3.34 

where 𝐶𝐶 is the wavelength of the electrons and 𝛽𝛽 is the collection semi-angle of the 

lens. 

 

3.15.2 Spherical Aberration 

The aberration caused by imperfections in the geometry of a lens is known as 

spherical aberration. This causes off-axis parallel rays not to coincide at same point 

on the optical axis after passing through the lens due to the inhomogeneity in the 

lens. As a result, the image of a point object forms a disk of finite size. The radius, 

𝑟𝑟sph, of the disk due to spherical aberrations is defined as: 

 𝑟𝑟sph =  𝑂𝑂s𝛽𝛽3  Equation 3.35 

 

3.15.3 Chromatic Aberration 

The electron beam extracted from the source is not monochromatic and contains 

electrons with a range of energies. Instabilities of the accelerating-voltage power 

supply can change the wavelength of the extracted electrons and energy losses in the 

sample also adds to the energy spread. This effect is greater in thicker samples 

because the electrons undergo more scatter. However, the dispersion of electron 

energies due to modern power supplies, ΔE, is very low and typically one part in 

million: 
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~1 eV for a LaB6 filament and ~0.1 eV for a FEG source [259]. The electrons of 

lower energy are deflected more strongly towards the optical axis and thus a point 

object is imaged as a disk. The radius, 𝑟𝑟chr, of the disk due to chromatic aberrations 

is defined by Equation 3.36: 

 𝑟𝑟chr =  
𝑂𝑂c∆𝐸𝐸
𝐸𝐸0

 𝛽𝛽 
Equation 3.36 

where 𝑂𝑂c is the coefficient of chromatic aberration, 𝐸𝐸0 is the energy of the electrons 

extracted from the electron source and ΔE is the spread in energies. 

 

 

3.16 Imaging Techniques 

3.16.1 Bright Field Imaging 

The bright field (BF) imaging technique utilises the direct electron beam (i.e. the 

electrons undeflected by the sample) to produce an image. The objective diaphragm 

blocks the electrons outside the aperture. A ray diagram illustrating BF imaging is 

shown in Figure 3.19: 

 

3.16.2 Dark Field Imaging 

The dark field (DF) imaging technique utilises a diffracted electron beam to produce 

an image. The electron beam is tilted such that the diffracted beam is brought onto 

the optic axis and passes through the objective aperture whilst the diaphragm blocks 

the other electrons. The DF imagining technique is illustrated by the ray diagram 

shown in Figure 3.20. 
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Figure 3.19: A schematic ray diagram of BF imaging in a TEM. 

 

 

Figure 3.20: A schematic ray diagram of DF imaging in a TEM. 

 

3.16.3 Two-Beam Conditions 

Two beam is an imaging condition acquired by tilting the sample away from down 

zone (i.e. where multiple reflections are excited in the DP) such that only the direct 

beam and one diffracted beam are strongly excited. The two-beam condition is 
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widely used in the imaging of crystallographic defects. This technique allows the 

forming of BF and DF images with a particular 𝒈𝒈. 

 

3.17 The MIAMI Facility 

3.17.1 Introduction 

The Microscope and Ion Accelerator for Material Investigations (MIAMI) facility is 

a unique resource in the UK combining an in-situ ion beam system with a TEM to 

study the irradiation of materials. The MIAMI laboratory has the capability of 

delivering ions of gasses or self-ions with energies ranging from 500 eV to 100 keV 

[263]. The facility enables the study of the complex and dynamic effects which can 

occur during the irradiation of materials as the damage evolves. The resulting 

investigations can be helpful in understanding the underlying atomistic physics of 

advanced and functional materials for practical applications. This type of facility is 

one of only two in Europe and of around twelve globally [263]. 

 

3.17.2 Overall Design of the MIAMI Facility 

The MIAMI facility has been equipped with a JEOL JEM-2000FX to characterise 

the dynamic effects of radiation damage in materials captured using a 4 mega pixel 

CCD camera model ORIUS SC2000.The overall design of MIAMI consists of 

various components as shown in Figure 3.21. It consists of an ion source to generate 

the ion beam, a profile monitor to beam shape, a bending magnet to deflect the beam 

onto the angle required to enter the TEM, a post-acceleration tube which can 

accelerate the ions to higher energies if required and finally an electrostatic 

deflection system inside the TEM to bring the beam onto the sample position. The 

ion beam also passes through XY steerers and an einzel lens followed by second 

beam profile monitor before entering the TEM. Once the ion beam has entered the 

TEM, it passes through two separate skimming apertures which are used to align the 

beam and  monitor the current during irradiation [263]. 
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Figure 3.21: MIAMI facility layout and transport system for ion beam. 

Reproduced from [263]. 

 

3.17.3 Ion Source 

The ion source is considered to be the heart of the ion beam system. The MIAMI 

facility is equipped with a Coultron G-2 ion source (see Figure 3.22) which is 

capable of producing singly-charged ions of energies 0.5 to 10 keV [264]. The ion 

source produces high beam-currents for light ions (e.g. He+). The ion source sits 

inside an ion gun which also features vertical deflectors, an einzel lens, a Wien filter 

and a stigmators for beam adjustment [263], [264]. 

 

3.17.4 Beam Transport 

3.17.4.1 Bending Magnet 

A bending magnet is used in the MIAMI facility to deflect the ions through an angle 

of 37° below the horizontal. This brings the ion beam onto the correct trajectory to 

enter the port on the TEM. The bending magnet also acts as a mass-energy selection 

device for the ion beam before entering into the post-acceleration system and is 

shown in Figure 3.23. 
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Figure 3.22: The Colutron G-2 ion source installed in the MIAMI facility. 

Reproduced from [263]. 

 

 

Figure 3.23: The bending magnet used in the MIAMI facility to deflect the ions 

through 37° (reproduced from [263]). 

 

3.17.4.2 Post-Acceleration Tube 

The post-acceleration tube is used to accelerate the ions to higher energies if desired 

after passing through the bending magnet. It consists of nine voltage stages 
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connected to a resistor chain and is capable of accelerating the ion beam up to a 

maximum energy of 100 keV and is shown in Figure 3.24. 

 

 

Figure 3.24: The nine-stage acceleration tube to accelerate the ion beam to 

higher energies if required. The white rings are ceramic used for the purpose 

of insulation between the acceleration stages (reproduced from [263]). 

 

3.17.4.3 Einzel Lens and Double Deflectors 

An Einzel lens and a deflection system is employed in the MIAMI system between 

the post-acceleration tube and the TEM for additional focusing and positioning of the 

ion beam. The Einzel lens is comprised of three sequential metal cylindrical 

electrodes and a voltage is applied to the second electrode relative to the other two 

grounded electrodes to focus the ions [5]. Double deflectors can be used to shift 

and/or tilt the beam as desired. The einzel lens and deflectors system employed in the 

MIAMI facility are shown in Figure 3.25. 
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Figure 3.25: Einzel lens (right) with deflectors (left) used in the MIAMI 

facility. Reproduced from [263]. 

 

3.17.4.4 Final Deflection 

An electrostatic deflection system which bends the ion beam onto the sample 

position in the microscope is known as the final deflection system. It consists of two 

horizontal and two vertical deflection plates (see Figure 3.26). 

An equal and opposite voltage are applied to the plates in order to have the ion 

beam follows the zero-potential line. An aperture is placed at the exit of the final 

deflection system to shield the electron beam of the TEM from the electric field and 

insulating surfaces. The MIAMI facility has been tested from zero to the maximum 

voltage of the final deflection system to check for any interference due to the 

electrostatic field with TEM imaging but no such degradation has been observed 

[263]. 

 

3.17.5 Beam Profile Monitors  

A helical wire sweeps across the ion beam as it passes through the chamber and 

emits secondary electrons which are collected as a current proportional to the ion 

beam intensity in two orthogonal directions. This current is amplified and displayed 

on an oscilloscope. For this purpose, two National Electrostatic Corporation beam 

profile monitors are installed in the MIAMI facility. The first beam profile monitor is 

immediately after the ion source and the second is installed on the beam line 

chamber before entering into the TEM [263]. 
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Figure 3.26: Final deflection system used in the MIAMI facility to provide an 

electrostatic field to the ion beam entering the TEM (reproduced from [263]). 

 

3.17.5.1 Skimming Diaphragm 

A skimming diaphragm is designed and installed before and after the final deflection 

system to measure the ion beam current. The pre-skimming diaphragm placed before 

the final deflection system ensures that a well-aligned ion beam enters into the final 

deflection system on the zero-potential line [263]. The skimmers are a valuable tool 

to monitor any change in the ion beam flux during the irradiation experiments. 

 

 

Figure 3.27: Skimming diaphragm between two apertures ensuring that the ion 

beam enters the final deflection system of the MIAMI on zero- potential line. 

Reproduced from [263]. 
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3.17.6 Current Metering Rod 

The current metering rod (CMR) is a device which is used to measure the electron 

and ion beam current at the sample position. It consists of three metal plates with 

insulating layers between them. The top plate is a diaphragm with a small 40 μm 

diameter entrance aperture at the sample position. The middle plate has a relatively 

large aperture and is maintained at minus –60 V to suppress secondary electrons. The 

third is a detector plate that collects the current which is read using a picoammeter. 

The electron beam in the TEM can be detected using the CMR thus allowing the 

entrance aperture to be manoeuvred to the sample position using the 𝑥𝑥  and 𝑦𝑦 

specimen shift controls. 

 

 

 

Figure 3.28: The current metering rod to align and measure the ion beam 

current in a TEM (adapted from [263]). 

 

3.18 Atomic Force Micrsocope 

The atomic force microscope was first developed by Binnig and Quate [205] in 1986 

and was capable of measuring forces as small as 10–18 N. An AFM is capable of 

examining bulk samples with flat or rough surfaces and investigations may be 

performed in air or liquid. An AFM incorporates a sharp tip of radius less than 10 nm 

integrated into the end of a cantilever (dimensions ~ 100 µm) to image the shape of a 

103 



 

surface in 3D [265]. Depending on the mode of operation, the tip of the cantilever 

may or may not touch the surface of sample under investigations and measures small 

force between the sample and the probe. 

 

3.19 Working Principle of AFM  

As the sample is scanned by the cantilevered tip in the AFM, the interatomic 

potential between the tip and the surface causes the cantilever to deflect up and 

down. The bending of the cantilever and thus the force, F, is measured and can be 

described using Hook’s law (Equation 3.37): 

 𝑭𝑭 =  −𝑘𝑘.𝒙𝒙 Equation 3.37 

where 𝑘𝑘  is spring constant of the cantilever and 𝒙𝒙  is the deflection. The spring 

constant of cantilevers used in AFM for imaging varies from 10 mN.m–1 to 100 N.m–

1 [265]. The schematic of the working principle of AFM is shown in Figure 3.29: 

 

 

Figure 3.29: A schematic of AFM operation. Interaction between the tip and 

the sample is measured by monitoring the deflection of the free end of the 

cantilever by a laser beam shown in red. The laser beam reflects off the 

cantilever onto a position sensitive photodiode. Reproduced from [266]. 
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3.19.1 Modes of Operation 

AFM can be operated in three different modes: contact mode, tapping mode and non-

contact mode. 

 

3.19.1.1 Contact Mode 

The tip of the cantilever contacts the surface of the specimen and strong repulsive 

forces causes the cantilever to bend. The distance between the tip and sample is 

maintained by a feedback loop which applies a voltage on the piezoelectric tube to 

adjust the height of the cantilever. The force can be measured by monitoring the 

change in the cantilever deflection using Hook’s law given in Equation 3.37.[206]. 

 

3.19.1.2 Tapping Mode 

Tapping force microscopy is a technique in which the tip of the cantilever oscillates 

at a frequency close to its resonance frequency. The tip gently touches the surface of 

the sample under investigation. The force on the tip changes with the tip-sample 

distance and the resonance frequency is dependent on this distance. The amplitude of 

the cantilever is maintained by a feedback loop and the force is measured by 

recording the deflections correspond to the changes in cantilever vibration (i.e. 

amplitude of oscillation). The advantage of tapping mode over contact mode is that 

the tip interacts with the surface only once in every oscillation which reduce the 

frictional forces and does not damage the surface as much. Imaging of fragile 

samples, polymer surfaces and biological samples are performed with tapping mode 

[267]. 

 

3.19.1.3 Non-Contact Mode 

In a non-contact mode, the cantilever oscillates at a frequency above its resonance 

frequency near the surface of the sample such that the tip of the cantilever does not 

contact the surface. This mode utilises the attractive forces between the tip and 
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sample surface, which reduce the amplitude of vibration, to gather data on the 

surface topology. A feedback loop maintains the constant amplitude or frequency by 

adjusting the distance between the tip and sample surface. This mode of operation 

preserves the sample surface and extends the lifetime of the AFM tip. [268]. 

 

3.20 Artefacts in AFM images 

Atomic force microscopy is not only limited to image morphology of a surface but 

widely used for determining the magnetic structures, friction measurement and 

surface charge distributions [269]–[271]. Artefacts are the features appear in the 

image that are not real [272], [273]. The artefacts introduced in the AFM images may 

perturb the measurements. It is important to recognise and minimise the source of 

artefacts [274]–[281]. The artefacts which appear in AFM imaging may originate 

from the probing tip, scanning system, external vibrations, thermal gradients, 

feedback circuitry and image processing software [282], [283]. 

 

3.20.1 Probing Tip Artefacts 

The geometry and dimension of the probe used for measuring the features may 

introduce artefacts into an AFM image. The accurate imaging of lateral dimension 

depends on the sharpness and inclination angle of the tip used. If the radius of 

curvature of the tip is greater than the features of the image (e.g. nanotube and 

nanosphere), the scanning probe overestimates the lateral dimensions (see Figure 

3.30) [282], [284]. Measurements taken with conical tips produce images with fewer 

artefacts than pyramidal tips [283]. If the tip cannot reach the sidewalls of valley, the 

AFM tip then underestimates the details of the sample such as size and depth (see 

Figure 3.30) [283]. However, the height of the object to be measured is independent 

of the geometry of the tip [283]. The probe artefacts can be minimised by using a 

sharp tip with a radius of curvature much less than the details of the image being 

measured. The effect has been illustrated schematically in Figure 3.31. A damaged or 

contaminated AFM tip may produce blurred images [283]. Shadows or double image 

can also appear in images and described as  double tip effects [5], [283]. While 
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imaging flat samples featuring fine details with large tips, the image can contains 

artefacts known as tip self-imaging due to the sidewall angle of the tip as illustrated 

in Figure 3.31. 

 

 

 

Figure 3.30: Schematic of how an artefact can be introduced by a large 

diameter tip: (a) overestimating and (b) underestimating the lateral 

dimensions. Arrow shows the scanning direction and trace. Redrawn from [8]. 

 

 

Figure 3.31: Schematic showing the traces of two tips with different sidewall 

angles. The side walls cause broadening of the lateral dimensions in the image. 

Redrawn from [283]. 

 

3.20.2 Scanner Artefacts 

Atomic force microscopy uses a piezoelectric scanner that moves the probe in three 

dimensions (x, y, and z). The geometry of the tip and the scanner may introduce 

artefacts into AFM images. The most frequent artefacts are edge overshoot, edge 

elevation, thermal drift and creep as discussed below. 
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Piezoelectric ceramics are capable of moving the tip by very small distances by 

applying a linear voltage [284]. Edge overshoot artefact arises in AFM imaging due 

to hysteresis of the piezoelectric scanner that moves the cantilever in the z-direction 

(see Figure 3.32). The artefact can be seen in the narrow hills and valleys at the 

edges of the image and can be minimised by slowing down the scanning speed [283]. 

Edge elevation is another artefact in AFM imaging and can be caused by the tip-

sample attractive forces [282]. The probe in an AFM moves in a curved path over the 

surface and cause bows in the imaging. If the tip-sample angle is not perpendicular, a 

tilt is introduced. If the bows and tilts are larger than the features of interest, then the 

artefacts can be rectified in post processing of the images by subtracting the 

background bows and tilt and this is called levelling or flattening [284]. 

 

 

Figure 3.32: Schematic of edge overshoot caused by a fast scan speed. Arrow 

shows the scanning direction and trace. Redrawn from [282]. 

 

Thermal drift and creep of the AFM cantilever caused by the laser or by contact 

with the sample may introduce artefacts [282]. These artefacts distort the straight 

lines into curved lines in the AFM imaging as shown in Figure 3.33 and 3.34. This 

artefact and can be minimised by using a fast scan speed, sample position sensors 

and improved feedback control loops [282]. 
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Figure 3.33: A topographic image of LiF crystal surface showing distortions 

due to thermal drift (left) with bowing apparent in the bottom of the image. The 

image without thermal drift (right). Reproduced from [282]. 

 

 

Figure 3.34: Distortion of features in an AFM image caused by creep. 

Reproduced from [283]. 

 

3.20.3 Features along the Scan Direction  

Sometimes, triangular and oval features appear along the scan direction which can be 

due to the high set point, low amplification and high scanning speed [279]. 

Furthermore, irregular edges and dips can appear along scan direction and are due to 

a large amplitude of the cantilever and small set point, respectively [279]. Also, 

plastic deformation of the sample can cause vertical ridges to appear in the scan 

direction when imaging in contact mode [285]. 
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3.20.4 External and Internal Noise 

Mechanical noise arises from factors such as acoustic vibrations, floor vibrations, 

electromagnetic interference and temperature fluctuations which can introduce 

artefacts into the image [14]. Furthermore, electronic noise caused by the 

piezoelectric scanner, amplifiers and optical systems may lead the probe to vibrate 

and cause artefacts. External noises may influence the texture, sensitivity and 

resolution of the AFM [282], [286]. Such noise can be removed from AFM images 

with image enhancement techniques by using proper filtering – for example, 2D 

Fourier filtering [287]. 

 

3.21 Experimental Method for Irradiation of Nanowires 

Experiments were carefully designed to study and explore the ion irradiation induced 

modifications of Si NWs. A rotation holder offers a way to bring any NW randomly 

dispersed onto the sample grid to a desired orientation by tilting and rotating. This 

may be either the orientation relative to the electron beam and/or the ion beam within 

the geometry of the MIAMI facility. Single crystalline NWs with one end attached to 

the grid side and other end in free space were selected for the ion irradiation 

experiments to explore the bending phenomenon.  

Before irradiation, the selected NW was first rotated to align its axis with the x-

axis of the TEM (and hence also the x-axis of the rod) at zero-tilt (i.e. an x-tilt of 0°). 

This position of the NW will be referred to as zero-rotation zero-tilt position. The 

NW was then rotated 45° degrees from zero-rotation zero-tilt position such that such 

that ion beam was directed normal to the axis of the Si NW under investigation. This 

position of the NW will be referred as zero-tilt plus 45°-rotation and is shown in 

Figure 3.35: 
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Figure 3.35: (a) A schematic representation of an electron beam and ion beam 

in the MIAMI facility and (b) a bright-field image of the NW at zero-tilt plus 

45°-rotation such that the ion beam is at normal incidence. 

 

3.21.1 Tilt Image Series of Nanowires 

At zero-rotation a tilt image series of the NW was captured before and after the 

irradiations to determine the bending direction by tilting the sample to plus-45o and 

minus-45o (x-tilt) by rotating the goniometer anti-clockwise (ACW) and clockwise 

(CW), respectively. This tilt operation will be referred to as zero-rotation plus-45°-

tilt and zero-rotation minus-45°-tilt. BF-TEM images and the corresponding SAED 

patterns were recorded. 

SolidWorks modelling was carried out to demonstrate the tilt image series and is 

shown in Figure 3.36. The top view (a–c) is showing the images captured along the 

electron beam direction (i.e. z-direction of TEM) demonstrating the tilt series to 

reveal and hide the NW curvature by rotating the goniometer (x-tilt). The bottom row 

(d–e) is illustrating the view along x-direction of TEM (x-tilt) demonstrating the NW 

in the images bent upwards in the TEM.  
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Figure 3.36: Schematics demonstrating the tilt image series performed before 

and after the irradiation experiments to determine the bending direction of the 

Si NWs. A representation of the NW as seen by the electron beam in the TEM 

along the z-axis is shown in (a) to (c). The representation of the Si NW as seen 

from the x-axis of the TEM is illustrated in (d) to (f). 

 

3.21.2 Determination of Angle of Inclination of Nanowires 

It was observed during the capture of the pre-irradiation tilt image series that 

some of the NWs were not lying flat on the grid and instead were inclined relative to 

the support grid. This was due to the random nature of the sample preparation via 

dispersion onto the grid. Although such inclination can introduce an additional 

complication into the experimental method and analysis, due to the scarcity of ‘ideal’ 

NWs it was still desirable to use these if they were otherwise of appropriate length, 

of appropriate diameter, protruding into free space and suitably located to avoid ion 

and electron beam shadowing effects. Trigonometry was used to calculate the pitch 

(angle of inclination from the horizontal xy-plane) of the NWs using the tilt image 

series. 

The method for the calculation of the angle of inclination, 𝛼𝛼′, of the NWs can be 

derived as follows. Let a = 1 be the projected length of the NW in the xy-plane at 

zero-tilt, b be the projected length at plus-45°-tilt and 𝛽𝛽′ be the angle between a and 
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b as showed in Figure 3.37 from which the distance, c, was calculated using 

trigonometry. 

 

 

Figure 3.37: Overlaid images of a Si NW at zero-tilt and plus-45°-tilt where a 

and b are the projected length at these two tilts, respectively. 

 

From Figure 3.37 it can shown: 

 𝑐𝑐 = 𝑎𝑎 tan𝛽𝛽′ Equation 3.38 

Now consider the same NW viewed in the yz-plane of the TEM and let d be the 

projected length of the NW in the yz-plane as shown in.Figure 3.38: 
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Figure 3.38: Trigonometry of NW undergoing 45° x-tilt viewed in yz-plane of 

the TEM. 

 

From Figure 3.38 it can be shown: 

 sin 45° =  
𝑐𝑐
𝑑𝑑

 Equation 3.39 

Now consider the NW viewed in the xz-plane of the TEM. Let N be the true 

length of the NW in the xz-plane and 𝛼𝛼′ be the angle of inclination as shown in 

Figure 3.39: 

 

 

 

114 



 

Figure 3.39: Trigonometry of the NW as seen in xz-plane of the TEM. 

 

Now an expression for 𝛼𝛼′ can be derived by solving the three triangles shown in 

Figure 3.37, 3.38 and 3.39. From Figure 3.39: 

 
tan𝛼𝛼′ =  

𝑑𝑑
𝑎𝑎

 
Equation 3.40 

Substituting Equation 3.38 into 3.39 and rearranging gives: 

 
𝑑𝑑 =  

𝑐𝑐
sin 45°

 =  
tan𝛽𝛽′

sin 45°
 

  Equation 3.41 

Substituting in Equation 3.41 and a = 1 gives: 

 
tan𝛼𝛼′ =  

tan𝛽𝛽′
sin 45°

 
Equation 3.42 

Finally, rearranging gives an expression of the angle of inclination, 𝛼𝛼′, in terms of 𝛽𝛽′ 

which can be measured from the tilt image series as illustrated in Figure 3.37: 

 
𝛼𝛼′ =  tan−1 �

𝑡𝑡𝑎𝑎𝑛𝑛𝛽𝛽′
sin 45°�

 
Equation 3.43 

 

3.22 Summary 

In-situ TEM was extensively used to investigate the ion irradiation induced 

modifications of Si NWs at MIAMI facility. Therefore the operation of the 

TEM and MIAMI facility has been discussed in detail. AFM was also used to 

measure surface roughness of Si NWs and Mo grids and thus has been 

discussed in this chapter. Experimental methods to irradiate Si NWs at normal 
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incidence and the procedure to capture tilt image series to determine bending 

direction of NWs has also been discussed.  
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4 Ion Irradiation Calculations 
 

 

4.1 Introduction 

Stopping and Range of Ions in Matter (SRIM) is a package of software that is 

capable of performing calculations of the interactions of an energetic ion with a 

target [288]. SRIM is currently the most commonly used software to calculate the 

displacement of atoms, ion range and stopping power (energy loss) in matter. The 

underlying physics to calculate the energy losses is based on quantum mechanics and 

Monte Carlo computer code is based on the binary collision approximation 

(discussed in 4.3). Monte Carlo is a computational technique that utilises random 

numbers to run the same calculations multiple times in order to build up statistics on 

how a system behaves – for example, collision events, atomic displacements, ion 

range, number of vacancies and interstitials generated etc. The SRIM code can 

estimate the stopping and range of ions with energies from 10 eV to 2 GeV/amu 

[289] and employs a screened Coulomb potential to treat nuclear collisions and this 

can increase the computation speed by 50 times over some other methods [289]. 

 

4.2 Ion-Solid Interactions 

When an incident particle of energy E0 enters a target material, it can undergo a 

collisions and an energy, E, is transferred to a target atom. If E is less than the 

minimum displacement energy, Ed-min, then the target atom is not displaced but rather 

vibrates about its lattice site and dissipates the energy as phonons. If the amount of 

transferred energy is greater than the Ed-min of the target material, an atom can be 

displaced from its lattice site.  The probability of a displacement occurring as a 

function of the energy transferred to it is shown schematically in Figure 4.1, where 

Ed-min < Ed < Ed-max. Ed is defined as the average displacement energy. The maximum 
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energy which can be transferred to a lattice atom can be calculated through Equation 

4.1: 

 

 𝐸𝐸max =
4𝑀𝑀𝑚𝑚

(𝑀𝑀 + 𝑚𝑚)2 𝐸𝐸0 
Equation 4.1 

where 𝑀𝑀 is the mass of the target atom, 𝑚𝑚 is the mass of the incident particle and 𝐸𝐸0, 

is the energy of an incident particle. 

 

 

Figure 4.1: A schematic showing the probability of an atomic displacement 

occurring when the energy transferred to the target atom is between the 

minimum, Ed-min, and maximum, Ed-max, displacement energies. Redrawn from 

[262]. 

 

A target atom displaced from its original lattice site and set into motion is called a 

primary knock-on atom (PKA). This atom travels with an initial energy and can then 

collide with other atoms causing subsequent displacements until it comes to rest. The 

PKA loses energy through interactions with other atoms and electrons, and may 

either come to rest at an interstitial position or combine with a vacancy in the target 

material. 
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4.2.1 Collision Cascades 

If the energy transferred to a target atom in an elastic collision is greater than Ed, the 

collision results in the displacement of the atom from its lattice site. This PKA is 

created in 10–18 s [290] can go on to collide with other atoms and produce secondary 

knock-on atoms, tertiary knock-on atoms and so on as long as the imparted energy in 

each collision is greater than Ed. The process continues until all the energetic 

particles drop below the energy at which they can induce further atomic collisions 

and come to rest. All the collisions initiated by an incident particle constitute what is 

termed a collision cascade with knock-on atoms initiating sub-cascades. The energy 

of each knock-atom decreases with each subsequent collision and it finally comes to 

rest at an interstitial position or is captured by an empty lattice site in the target 

material thus producing defects (for example, vacancies, interstitials etc.) along its 

path in the material [141]. 

 

 

Figure 4.2: A schematic showing a single atomic collision leading to the 

formation of a cascade: an incident ion with E0 > Ed displaces a target atom 

from its lattice site becoming a PKA, a’; a PKA with E–Ed > Ed produces a 

secondary knock-on atom, a”; and in turn a’’ produces a tertiary knock-on 

atom, a’”, and so on. This process continues in the material until atom lose 

energy and come to rest or exit the target. 
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4.2.2 Displacement Spike 

When the energy of an energetic particle drops below a critical energy, Ec, the mean 

free path between collisions approaches the interatomic spacing in the material and a 

region can be formed along the ion trajectory where nearly every atom is displaced 

from its lattice site [291]–[294]. This results in a highly disrupted region where a 

significant proportion of the atoms are displaced. This event is referred to as a 

displacement spike and occurs over approximately 10–13 s [294]. Brinkman has 

described the displacement spikes as a depleted zone with a high concentration of 

vacancies at the core surrounded by the displaced interstitials [293] as illustrated in 

Figure 4.3: 

 

 

Figure 4.3: Schematic illustration of a displacement spike (reproduced from 

[295]). 

 

4.2.3 Thermal Spike 

A large amount of energy is deposited into a region affected by a displacement spike. 

This rapid lattice heating is referred to as a thermal spike and requires about 10–12 s 

[296], [297] before the vibrational energy distribution of the atoms can be described 

by Maxwell-Boltzmann statistics and the concept of temperature applied. A thermal 

spike can form a local region where the “temperature” is greater than the melting 
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temperature of the material. However, the time period is so short that actual melting 

may not occur in all cases. The heat energy released through a thermal spike can 

facilitate defect migration, agglomeration and annihilation. 

 

4.2.4 Stopping Power 

The incident particles and recoil atoms dissipate energy during their motion in the 

material through nuclear collisions (elastic) and electronic collisions (inelastic) 

which are discussed in sections 4.2.6 and 4.2.5. These energy losses can be described 

by the stopping power or energy loss, 𝑆𝑆(𝐸𝐸) , defined by the amount of energy 

transferred per unit length, x, in the material. (Equation 4.2)  

 
𝑆𝑆(𝐸𝐸) =  �−

𝑑𝑑𝐸𝐸
𝑑𝑑𝑥𝑥
� 

Equation 4.2 

where 𝑆𝑆(𝐸𝐸) is measured in J.m–1 or eV.m–1. 

 

4.2.5 Elastic Energy Loss (Nuclear Stopping) 

The slowing down of an energetic atom due to an elastic transfer of energy to a target 

atom is known as a nuclear collision. Nuclear collisions are most likely to dominate 

over electronic stopping at lower energies and can treated using the BCA in which 

one energetic atom interacts with one target atom. The incident ion changes its 

direction and loses energy in each collision. However, this approximation breaks 

down for heavier ions at low energies where 𝐶𝐶′ approaches the interatomic spacing. 

 

4.2.6 Inelastic Energy Loss (Electronic Stopping) 

Energetic particles moving through a material experience a Coulomb force due to 

interactions between their electrons and those of the target. This causes a continuous 

energy loss which can be thought of as a type of drag force known as electronic 

energy loss or electronic stopping, Se. Electrons may escape their host atom due to 

this inelastic interaction if the energy transferred to the electron is greater than its 
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ionisation energy. Electronic stopping can dominate over nuclear stopping at higher 

energies because of high velocity of electrons and small interaction cross-section. 

The schematic in Figure 4.4  illustrates the process of energy loss by electronic 

stopping resulting in a decrease in energy of the ion. 

 

 

Figure 4.4: A schematic of the energy loss due to electronic stopping of an ion 

moving with velocity, 𝑣𝑣𝑖𝑖𝑜𝑜𝑛𝑛, through a target. 

 

4.2.7 Total Stopping Power 

The sum of total energy lost by an incident ion in the target material due to the 

electronic and nuclear stopping is referred to as the total stopping power, 𝑆𝑆(𝐸𝐸tot) 

(Equation 4.3). The two stopping powers are treated differently by SRIM with 

nuclear stopping being approximated a series of binary collisions and electronic 

stopping as a continuous slowing. The prominence of the two types of stopping 

powers as functions of energy are illustrated in Figure 4.5. 

 

 
𝑆𝑆(𝐸𝐸tot) =  −

1
𝑁𝑁

 �
𝑑𝑑𝐸𝐸tot
𝑑𝑑𝑥𝑥 � =  𝑆𝑆e + 𝑆𝑆n 

Equation 4.3 
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Figure 4.5: Comparison between the electric and nuclear stopping powers: 

nuclear stopping power curve dominates at lower energies (typically between 

10–100 keV) while electronic stopping is dominant at higher energies 

(typically MeV energies). Reproduced from [298]. 

 

4.2.8 Range of Ions  

The total distance travelled by an ion in a material depends on the energy losses it 

experiences (i.e. the combination of electronic and nuclear stopping). The rate of 

energy loss is proportional to the total stopping cross-section [292], [294]. Since ions 

can be deflected during the scattering process, the total distance travelled by the ion 

in the target material is likely not to be the same as the depth (i.e. distance from 

surface of entry) as shown in Figure 4.6. The range of implanted ions in the target 

material depends on the mass, energy and angle of incidence of the incoming ion as 

well as the composition, density and temperature of the target (however, in SRIM all 

calculations are performed at 0 K [289]). The mean free path is reduced when ions 

are slowed down in a target material and ultimately the ion may dissipate so much 

energy that 𝐶𝐶′ approaches the interatomic spacing of the target material. 
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Figure 4.6: Schematic of an ion begin scattered during a series of collisions 

with the target atoms illustrating how the actual range of the ion and the path 

length (distance from A–B) can differ. In other words, the projected range, Rp, 

is different from the path length, R. 

 

4.2.9 Channelling 

In crystalline materials, atoms are arranged in rows between which can be open 

pathways called channels. If an ion finds itself travelling along one of these channels 

then the probability of a nuclear collision is reduced. Therefore the crystallographic 

orientation of the target can affect the penetration of an incident ion and this is called 

a channelling effect. When an ion enters a channel, the electrons of the ion and of the 

surrounding atoms repel each other so as to guide the ion along the open pathway. 

Channelled ions are less likely to collide with target atoms (i.e. have nuclear 

collisions) and therefore lose energy more slowly resulting in a greater range in the 

material as illustrated in Figure 4.7. The channelling of ions depends on the surface 

of the target material (for example impurities and surface disorder due to oxidation 

may cause scattering), temperature of the substrate and most importantly the angle of 

incidence relative to the crystal structure [299]. However, SRIM does not take into 

account the crystal structure of the material and so does not model channelling 

effects [289]. 
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Figure 4.7: A schematic showing an ion being channelled in Si. The channelled 

ion may experience glancing collisions and will lose energy due to the electronic 

drag force but the probability of nuclear collisions is reduced. 

 

4.3 Binary Collision Approximation 

The binary atomic collision approximation treats the interaction of one ion or recoil 

atom with one target atom. The BCA is used in SRIM in combination with the Monte 

Carlo technique treating successive collisions as binary collisions. A seed is used to 

set off the random number generator in SRIM which then decides the free flight path, 

𝐹𝐹, and impact parameter for each collision. The flight path is given by Equation 4.4: 

 
𝐹𝐹 =  

𝑒𝑒
−1
𝜆𝜆 ′
𝐶𝐶′

 
Equation 4.4 

where 𝐶𝐶′  is the average distance between two successive collisions and can be 

determine using Equation 4.5: 

 𝐶𝐶′ =  
1
𝑁𝑁𝜎𝜎

 Equation 4.5 

where 𝑁𝑁  is the atomic density of the target material in atoms.m–3 and 𝜎𝜎 , is the 

scattering cross-section (m2) which is a measure of the probability of a collision. 

Equation 4.6 gives the parameters which determine σ: 
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4𝐸𝐸
 �  �

4
𝑠𝑠𝑠𝑠𝑛𝑛4𝜃𝜃

� 
Equation 4.6 

where 𝑍𝑍1 and 𝑍𝑍2 are the atomic numbers of the particles involved in the collision; 𝜃𝜃 

is the scattering angle relative to the direction of incident particle; and 𝐸𝐸 is energy of 

the impacting atom.  

The energy transferred to the target atom and the deflection of the projectile 

during a collision can be calculated by knowing the impact parameter,  𝑂𝑂  and 

projectile energy. SRIM uses an analytical formula to evaluate the atom-atom 

scattering known as the Magic Formula given in Equation 4.7 which determines the 

angle of scatter for both incident and recoil atoms and as illustrated in Figure 4.8.  

 

 
cos

𝜃𝜃
2

=  
𝜌𝜌1 + 𝜌𝜌2 + 𝛿𝛿1 + 𝛿𝛿2 + 𝑂𝑂′

𝜌𝜌1 + 𝜌𝜌2 + 𝑟𝑟0
 

Equation 4.7 

where: 𝜃𝜃 is the scattering angle; 𝜌𝜌1and 𝜌𝜌2  are the radii of the projectiles; 𝑟𝑟0 is the 

distance of closest approach; 𝛿𝛿1 and 𝛿𝛿2 are the correction terms for different atomic 

potentials; and 𝑂𝑂′ = 𝑂𝑂/𝑎𝑎, where 𝑎𝑎 is the universal screening length to reduce 𝑂𝑂. 
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Figure 4.8: A collision between two atoms of mass M1, and M2, drawn 

schematically in a centre-of-mass system: a “scattering triangle” is used to 

calculate the scattering angle, 𝜃𝜃. The triangle is composed of are the distance 

of closest approach, 𝑟𝑟0, between the atoms, the radii of projectiles, 𝜌𝜌1 and 𝜌𝜌2, 

and the correction terms, 𝛿𝛿1 and 𝛿𝛿2, for different atomic potentials. 

 

4.3.1 The SRIM Monte Carlo Computer Code 

SRIM allows the user to change and select various input variables. These include the 

Ed, the angle of incidence, θ, the phase of the target material, density, lattice energy, 

surface binding energy, number of ions, ion species and type of calculation. SRIM is 

capable of calculations for multi-layered targets (up to eight layers) with complex 

compositions. SRIM does not take into account the crystal structure of the material 

and calculates the damage for an implantation at 0 K [289]. 

SRIM uses the Mote Carlo method to distribute collisions along trajectories with a 

straight flight path assumed between them [289]. This procedure is applied for the 

ion itself and then every displaced target atom. For each collision, the impact 

parameter is calculated and the smallest deflections in the trajectory of the ion due to 

glancing collisions are ignored. If the energy transferred is greater than Ed then the 

atom is displaced. After a collision, if the remaining energy of the displacing atom is 

less than Ef and the energy of the displaced atom is greater than Ed then the 

displacing atom is considered to have replaced the displaced atom. In the case of the 

ion this is considered to be implanted or if the displacing atom is a target atom then 

this is considered to be a replacement collision. SRIM records the positions of 

vacancies (displacements), interstitials (knock-ons which have come to rest), 

replacement collisions (vacancies filled by displacing atom) and ions which have 

come to rest. The code is run until the energies of the ion and displaced atoms leave 

the target or are below a final cut off energy, Ef (for example, SRIM uses 2 eV for 

Si). Electronic energy loss is considered as a constant effect in the SRIM 

calculations. 

For high energy particles, typically with energy is >100 keV/amu, the impact 

parameter, 𝑂𝑂 (see Figure 4.8) is small, and collisions that causes scattering > 1° are 
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rare and so the treatment in SRIM is different to increase computational efficiency. 

The free flight path, L, (see Equation 4.4) for higher energies is calculated as the 

distance between collisions which would result in a displacement and thus non-

displacing collisions are ignored. In addition, SRIM performs a check on L that the 

electronic energy loss is less than 5% of the ion energy between collisions. For the 

lowest energy particles, the mean interatomic spacing, 𝑁𝑁−1 3⁄ , is used instead of L. 

 

4.3.2 Types of Damage Calculation  

SRIM offers several calculation modes which can be selected depending on the 

information required and offer trade-offs between their computational speeds and the 

quality of the statistics they produce. These modes are discussed below. 

 

4.3.2.1 Ion Distribution and Quick Calculation of Damage 

This type of calculation estimates the damage produced by the incident ions using a 

quick statistical method based on the Kinchin-Pease (K–P) model [300]. This mode 

of calculation in SRIM estimates the distribution of ions in the material, energy loss 

and transfer to recoil atoms, as well as the number of backscattered and transmitted 

ions. This mode does not include replacement collisions and sputtering. The Monte 

Carlo is not run for every recoil but rather the number of displacements, Nd, is 

calculated by the revised K-P formula using Equation 4.8: 

 
𝑁𝑁d =  �

0                    when 𝐸𝐸 < 𝐸𝐸d
0.8𝐸𝐸
2𝐸𝐸d

             when 𝐸𝐸 > 2𝐸𝐸d
 Equation 4.8 

where 𝐸𝐸 is the PKA energy. 

 

4.3.2.2 Detailed Calculation of Damage with Full Damage Cascades 

This mode of calculation in SRIM calculates the displacement damage in detail and 

the Monte Carlo code is run for every recoil until its energy drops below Ef. 
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4.3.2.3 Monolayer Collision Steps 

This mode of calculation uses the Monte Carlo method in such a way so as to allow a 

collision in each monolayer of the target. The concept of free flight path is therefore 

not employed in this type of calculation. However, this causes the computational 

time be much longer for this type of calculation. 

 

4.3.2.4 Calculation of Surface Sputtering 

This mode of calculation is similar to the monolayer collision steps mode and is used 

to better estimate sputtering. It allows the user to analyse sputtering plots and their 

variation as a function of surface binding energy. 

 

4.3.2.5 Other Methods of Calculations  

Further to the calculation modes described above, SRIM can also calculate the 

damage caused by the cascades of other particles such as electrons, photons or 

neutrons and ions of different starting energies or with varying angle of trajectories 

to the target surface.  

4.4 SRIM Outputs 

The number of displacements produced by the ions and recoil atoms in the target 

material can be obtained from the outputs of SRIM using Equation 4.9: 

 Displacements = Vacancies + Replacement Collisions Equation 4.9 

The number of interstitials in SRIM calculations is a bit less than the number of 

vacancies. This is due to the fact that SRIM only considers those ions and recoil 

atoms which do not leave the target and when a recoil leaves the target it reduces the 

number of interstitial by one: 

129 



 

 Vacancies = Interstitials + Atoms Exited Target Equation 4.10 

The SRIM output files are generated and stored. These give information on such 

things as the: distribution of displacements; distribution of stopped ions; ion and 

recoil atom energy loss; sputtering; and phonon generation etc. The data can be 

displayed within SRIM in 2D or 3D plots as well as being exported to third-party 

software for further analysis. 

Statistical data is accumulated on the ion-solid interactions by repeatedly running 

the Monte Carlo code to determine the average statistical projected range and 

damage profile with a maximum accuracy of ≈ 5% [289]. 

 

4.5 Modelling Radiation Damage in Nanowires Using SRIM 

4.5.1 Threshold Displacement Energy of Silicon  

The average kinetic energy needed to remove an atom from a lattice site is known as 

threshold displacement energy, Ed. When the transferred energy, E, is greater than 

Ed, an atom acquires sufficient energy to leave its lattice site and a Frenkel pair is 

created. It has remained as a difficult task to determine Ed due to its anisotropic 

nature. A wide range of experimental and computational values from 12.5 to 25 eV is 

reported in the literature [167], [301]–[307]. The accepted values for Ed in Si is 

typically 20 eV [308]  and has thus been used for the SRIM calculations in this 

thesis. 

 

4.5.2 Multislice SRIM Method 

SRIM is able to calculate damage profiles for planar and layered surfaces but not for 

other geometries such as a cylindrical NW. Therefore, the damage and implantation 

caused by an ion beam were modelled by developing the multislice approach 

discussed below using SRIM version 2013. An example of a SRIM input file and the 

MatLab code are presented in Appendix A. 
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For the first version of this custom implementation of SRIM, the circular NW 

cross-section was divided into 11 slices which were calculated individually in SRIM 

and manually processed in a spreadsheet. This approached was then developed using 

MatLab to automate the running of SRIM and processing of the data allowing the 

number of slices to be increased to 100. Each slice corresponds to a rectangle with a 

length equal to the chord length, x, at the corresponding position across the circle. 

These slices are shown schematically in Figure 4.9. The calculation of x for each 

slice was performed using the Pythagoras theorem as defined in Equation 4.12. A 

dummy gas of H with the minimum allowed density of 10–7 g.cm–3 was used for 

slices for which x was less than 2r in order to maintain the length scale in the SRIM 

output files. 

 

 

Figure 4.9: Diagram showing: (a) division of NW geometry into multiple slices 

to allow application of SRIM calculations; and (b) calculation of chord length, 

x, at distance, a, from centre, C, of a NW of radius, r, used to determine target 

thickness for the input parameters for the corresponding SRIM calculation. 

 

 
�
𝑥𝑥
2
�
2

=  (𝑟𝑟2 −  𝑎𝑎2) 
Equation 4.11 
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 𝑥𝑥 =  2�(𝑟𝑟2 −  𝑎𝑎2) Equation 4.12 

where x is the chord length to be calculated, r is the radius of the NW being 

considered and a is the perpendicular distance from the centre of the circle to the 

chord. 

The ion-beam-induced displacements and implantation profiles in the NW were 

obtained from SRIM using this multislice approach and the results are shown in 

Figure 4.10. Two-dimensional plots of damage and implantation profiles as well as 

the local excesses of interstitials and vacancies were generated from the resulting 

datasets. 

The first version of this approach used the “Detailed calculation of damage with 

full damage cascades” option and input parameters of Ed = 15 eV, N = 5×1022 

atoms.cm–3, Esurf = 4.7 eV and Elattice = 2 eV. In the latter implementation within 

Matlab, Esurf = 0 eV and Elattice = 0 eV were used as proposed by Stoller et al. [309] 

and a more appropriate value of Ed = 20 eV [308] was used. 

 

132 



 

 

Figure 4.10: Plots of vacancies (a, c) and interstitials (b, d) created by 6 keV 

Ne+ ions incident upon a 50 nm Si NW obtained using the multislice SRIM 

method. The results of the first implementation of this approach are shown in (a) 

and (b) with the results of the improved MatLab code is shown in (c) and (d). 

 

4.6 Selection of Ion Irradiation Conditions 

Ion irradiation can cause displacement of atoms and accumulation of damage 

ultimately potentially resulting in the amorphisation of a NW. However, the 

probability of the ions being implanted into the NW and the amount of damage they 

cause both vary as complicated functions of ion species, energy, NW composition 

and NW diameter. Implanted ions may perturb the damage accumulation and/or 

recrystallisation processes under study. Therefore, it is desirable to design irradiation 

conditions for experiments to achieve maximum damage with the minimum amount 

of implanted ions. 

For this purpose, calculations of the displacement per ion for different ions at 

different energies were obtained using SRIM-2013. The displacements per atom 

(DPA) threshold for the ion-irradiation-induced amorphisation of Si in the keV 

regime was obtained from the literature for different noble gases [59-61]. The noble 
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gases have complete in outermost shells of electrons and are thus chemically stable 

and hardly react with other elements. The threshold DPA for amorphisation is 

defined as the minimum displacement per atom required for amorphisation in the 

target material. Based on the threshold DPA values, the threshold fluence for 

amorphisation was obtained by considering the following Equation 4.13: 

 

𝐹𝐹𝑙𝑙𝐹𝐹𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 =  𝐷𝐷𝑂𝑂𝑂𝑂 ×  𝑂𝑂𝑡𝑡𝐴𝐴𝑚𝑚𝑠𝑠𝑐𝑐 𝐷𝐷𝑒𝑒𝑛𝑛𝑠𝑠𝑠𝑠𝑡𝑡𝑦𝑦 ×  
𝐷𝐷𝑒𝑒𝐷𝐷𝑡𝑡ℎ 𝐴𝐴𝑓𝑓 𝑂𝑂𝑚𝑚𝐴𝐴𝑟𝑟𝐷𝐷ℎ𝐴𝐴𝐹𝐹𝑠𝑠 𝐿𝐿𝑎𝑎𝑦𝑦𝑒𝑒𝑟𝑟

𝐷𝐷𝑠𝑠𝑠𝑠𝐷𝐷𝑙𝑙𝑎𝑎𝑐𝑐𝑒𝑒𝑚𝑚𝑒𝑒𝑛𝑛𝑡𝑡𝑠𝑠
𝐼𝐼𝐴𝐴𝑛𝑛 𝑠𝑠𝑛𝑛 𝑂𝑂𝑚𝑚𝐴𝐴𝑟𝑟𝐷𝐷ℎ𝐴𝐴𝐹𝐹𝑠𝑠 𝐿𝐿𝑎𝑎𝑦𝑦𝑒𝑒𝑟𝑟

 

Equation 4.13 

Once the threshold fluence for amorphisation of Si was calculated using Equation 

4.13, the atomic percentage of implanted gas at the threshold was obtained for 

different energies and for different thickness of Si. Figure 4.11 shows plots of 

percentage of ion implantation against ion energy for various Si NW thicknesses 

from 30 to 100 nm. 

Threshold DPA for amorphisation at room temperature has been obtained from 

literature. However, for the NWs bending experiments, different irradiation 

conditions were employed either to confine the damage in the first half of the NW 

or to extend the damage and range of the ions from middle to the second half of 

the NWs and the specific irradiation conditions are discussed in detail in the result 

chapters 5–7. 
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Figure 4.11: Atomic percentages of ion implantation at amorphisation against 

ion energy in different thickness of Si calculated using SRIM. 

 

4.7 Summary 

Ion solid interaction has been discussed in detail. SRIM is the most widely 

used open software to estimate damage and ion implantation in materials but is 
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applicable for flat surfaces. Physics of SRIM and different modes of 

calculation in SRIM has been discussed. To estimate the ion-beam-induced 

damage and ion implantation in NWs a multislice SRIM method has been 

introduced and a MatLab code has been developed to automate SRIM for non-

planar geometries. The calculation of ion irradiation conditions was then 

performed using this approach and two-dimensional surface plots of NWs were 

produced to better understand the ion-beam-induced damage and ion 

implantation in NWs.  
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5 Bending of Silicon Nanowires 

 

 

5.1 Introduction 

The fabrication of NWs can be performed by a variety of physical and chemical 

methods as described in Chapter 2. These methods do not provide complete control 

of the morphology and alignment of the NWs during the growth process. Therefore, 

post-growth methods are often required to modify these parameters. In the literature, 

different authors have proposed various methods to control the alignment of NWs by 

suspending them in solution such as the blown bubble film technique [310] or by 

electrophoresis [311]. Ion irradiation effects on materials and nanostructures have 

been widely studied in the literature [105], [133], [145], [312], [313] and have been 

used to control the morphology, alignment and orientation of NWs [96], [105], [134]. 

This technique has certain advantages over the other methods reported in the 

literature [310], [311] to modify NWs because a large area could be irradiated. 

Furthermore, ion irradiation can be applied to modify NWs independently of the 

fabrication method and without the necessity to suspend the NWs in solution. The 

ion-beam-induced bending phenomenon first being reported by Stichtenoth et al. 

[314] as an unwanted effect while doping GaAs NWs with Zn+ ions. 

This chapter deals with in-situ ion irradiation experiments within a TEM to study 

the bending, amorphisation and recrystallisation of Si NWs. The real-time dynamic 

and complex behaviour of defects produced in the materials under a range of 

irradiation conditions can be investigated through such experiments. 

A series of in-situ irradiation experiments were carried out with Ne+ or Xe+ ion 

beams at room temperature to investigate the bending behaviour of Si NWs using the 

MIAMI facility at the University of Huddersfield. Here, the results of 6 keV and 60 

keV Ne+ ion irradiations at room temperature whilst the Xe+ ion experiments, which 
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are specifically tailored towards practical industrial applications, are covered later in 

Chapters 6 and 7. 

 

5.2 Ion Irradiation Conditions 

The experiments were designed using the SRIM–2013 Monte Carlo code [288] 

(discussed in section 4.3.1) to explore the ion irradiation induced modification of Si 

NWs. The operating electron beam energy of the TEM was set to 100 keV in the 

experiments reported in this thesis because of the known effect of electron-beam-

induced recrystallisation of isolated amorphous pockets in Si and may perturb the 

amorphisation experiment [315]. The recrystallisation rate of amorphous pockets in 

Si decreases with increasing electron beam energy from 50 keV and a minima has 

been reported at ~100 keV [315]. Silicon NWs with diameters of 50 ±5 nm were 

irradiated at room temperature with 6 keV or 60 keV Ne+ ion beams to confine the 

peak damage in first half of the NW and to fully amorphous NWs for 

recrystallisation (discussed in section 4.6), respectively. The angle of incidence of 

the ion beam was normal to the axis of NW in these experiments except where noted 

as otherwise. 

The estimated projected range, Rp, of ions for 6 keV Ne+ ions in 50 nm of Si was 

calculated to be ~15.8 nm and is less than half the diameter of the NW. The 

distribution of the displacements and ion implantation (or range of the ions) caused 

by the Ne+ ions in 50 nm thick Si is illustrated in Figure 5.1. The total number of 

atomic displacements was calculated by summing up the vacancies and replacement 

collisions as per Equation 4.9. 

The number of vacancies produced in the Si was calculated using SRIM and 

Equation 4.10. The Si recoil atoms estimated by SRIM are the sum of the interstitials 

and the replacement collisions. The number of interstitials can be calculated from the 

following Equation 5.1: 

 𝐼𝐼𝑛𝑛𝑡𝑡𝑒𝑒𝑟𝑟𝑠𝑠𝑡𝑡𝑠𝑠𝑡𝑡𝑠𝑠𝑎𝑎𝑙𝑙𝑠𝑠 =  𝑆𝑆𝑠𝑠 𝑅𝑅𝑒𝑒𝑐𝑐𝐴𝐴𝑠𝑠𝑙𝑙𝑠𝑠 –  𝑅𝑅𝑒𝑒𝐷𝐷𝑙𝑙𝑎𝑎𝑐𝑐𝑒𝑒𝑚𝑚𝑒𝑒𝑛𝑛𝑡𝑡 𝑂𝑂𝐴𝐴𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴𝑛𝑛𝑠𝑠 Equation 5.1 
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The distribution of vacancies and interstitials calculated through SRIM are shown 

in Figure 5.2. 

 

 

Figure 5.1: Distribution of the (a) atomic displacements and (b) ion 

implantation caused by 6 keV Ne+ ions in 50 nm thick Si obtained using SRIM 

[288]. 

 

 

Figure 5.2: Vacancy and interstitial distributions in 50 nm thick Si irradiated 

with 6 keV Ne+ obtained using SRIM [288]. 
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Two-dimensional surface plots for the total number of displacements, vacancies 

and interstitials caused by 6 keV Ne+ ions in a 50 nm diameter Si NW were created 

using SRIM and MatLab as described in chapter 4 and are show in Figure 5.3 and 

5.4: 

 

 

Figure 5.3: Two-dimensional representations of (a) displacement distribution 

and (b) ion implantation in a 50 nm diameter Si NW irradiated with 6 keV Ne+ 

ions. 

 

 

Figure 5.4: Two-dimensional representation of (a) vacancies and (b) 

interstitials created by 6 keV Ne+ ions in a 50 nm diameter Si NW. 

For the amorphisation experiments on Si NWs, ion irradiation conditions were 

designed using SRIM to produce maximum damage with minimal ion 
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implantation. The selections of ion irradiation conditions are discussed in detail in 

Chapter 4. It was found from the results summarised in Figure 4.11 that 60 keV 

Ne+ ions were the most appropriate choice to produce maximum damage with the 

minimum amount of implanted ions for 50 nm thick Si. In order to produce 0.9 

displacements per atom (the threshold dose for amorphisation of Si with Ne+ 

[316]), the threshold fluence for the amorphisation of 50 nm Si with a 60 keV Ne+ 

ion beam has been calculated to be 8.2×1014 ions.cm–2. The ion irradiation 

induced damage and ion implantation profiles for 60 keV Ne+ ions in 50 nm 

diameter Si NWs obtained from the multislice SRIM calculations are shown in 

Figure 5.5 and 5.6, respectively. 

It has been shown in the SRIM results that 60 keV Ne+ ions cause significant 

damage in the Si compared to 6 keV Ne+ ions (see Figure 5.5). Range of 60 keV Ne+ 

ions in Si was calculated using SRIM to be ~129 nm but the diameter of the typical 

NW used in irradiation experiments was ~50 nm. This means that 60 keV Ne+ ions 

can produce a significant damage to transform the crystalline NW into amorphous. 

 

 

 

Figure 5.5: Distribution of displacement caused by 60 keV Ne+ ions in 50 nm 

diameter Si NW calculated using the multislice SRIM method. 
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Figure 5.6: Ion implantation profile of 60 keV Ne+ ions in 50 nm diameter Si 

NW calculated using the multislice SRIM method. 

 

Ion irradiation conditions were designed with 6 keV Ne+ ions to confine the peak 

damage in first half of the NW to investigate the NWs bending. In second stage, 

experiments were designed to subsequently irradiate the bent NW with 60 keV Ne+ 

to achieve fully amorphous phase to explore the behaviour of bent NWs upon 

thermal annealing.  

 

5.3 Procedure for Nanowire Bending Experiments 

Silicon NWs were irradiated at normal incidence in these experiments following the 

procedure discussed in chapter 3. However prior to irradiation, the NW was brought 

back to the zero-rotation zero-tilt position. The NW was then orientated to zero-

rotation minus-30o by rotating the goniometer CW and a SAED pattern was captured 

as shown in Figure 5.8. As the ion beam forms an angle of 30° to the electron beam 

in the MIAMI facility and the NW was orientated normal to the ion beam during 

irradiation, this SAED pattern corresponded to the crystallographic orientation of the 

NW as seen by the ion beam. This information could be used to explore the 

possibility of channelling having occurred should this be required in post-analysis. 

This tilt–rotation procedure is illustrated in Figure 5.7. 
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Figure 5.7: Illustration of the tilt and rotate procedure with the electron beam 

(shown in green) and the ion beam (shown in yellow): a) the selected NW is 

rotated to align with the x-axis of the TEM; b) the NW is then tilted to –30o to 

capture the SAED corresponding to the crystallographic direction in which the 

irradiation will subsequently be performed (represented by a solid black line); 

c) the NW is next tilted back to the zero position; and d) is rotated to plus-45o 

such that the ion beam is normal to the axis of the NW. 

 

To get the NW into the desired orientation for irradiation, it was tilted back to the 

zero-rotation zero-tilt position and rotated plus-45° CW so that it became oriented 

normal to the ion beam. This position will be referred to zero-tilt plus-45°-rotation. 

After irradiation, the procedures described above were repeated to capture the 

corresponding post-irradiation images and SAED patterns. 

 

5.4 Ion Irradiation Experimental Results 

5.4.1 Bending of Silicon Nanowires 

Silicon NWs were irradiated at the zero-tilt plus-45°-rotation position with 6 keV 

Ne+ ions at room temperature to fluences in the range from 3.7×1015 to 1.7×1017 

ions.cm–2. The NWs irradiated all had diameters of 50±5 nm and were observed to 

bend during the in-situ ion irradiation experiments. The damage caused by the 6 keV 

Ne+ beam predominantly accumulates in the irradiated side of the NW and the 
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majority of the implanted ions are also confined in the first half of the NW as shown 

in the Figure 5.3. 

 

 

Figure 5.8: A SAED pattern captured during the tilt–rotation procedure 

illustrated in Figure 5.7 showing the crystallographic direction presented to 

the ion beam. 

 

It was observed during all these irradiation experiments performed with Ne+ ions 

that the Si NWs demonstrated bending. A typical example of a Si NW irradiated with 

a 6 keV Ne+ ion beam to a fluence of 5.2×1016 ions.cm–2 is shown in Figure 5.9. 

The virgin and bent Si NW at zero-rotation zero-tilt is shown in Figure 5.9 b and 

e, respectively. The tilt series of the NW was performed and is shown in Figure 5.9 

reveals that the NW bend towards the ion beam under these irradiation conditions. 

This is contrary to the results obtained by Borschel et al. [55] in which the GaAs 

NWs were irradiated with either 35 keV Ar+ or 30 keV S+ ions. Since Rp for the 6 

keV Ne+ ions in 50 nm Si is less than half the diameter of the NWs, the majority of 

the ions stopped in the irradiated side of the NW. In this situation, according to the 

conclusions of Borschel et al. [55], the NW should bend in the opposite direction 

relative to the ion beam (i.e. away). 
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Figure 5.9: Micrographs showing the tilt image series of an Si NW before (a to 

c) and after (d to f) ion irradiation. The series was captured by tilting the NW 

at plus-45° (c and f) and minus-45° (a and d) about the x-axis of the TEM. The 

NW was irradiated with 6 keV Ne+ ions to an end fluence of 5.2×1016 ions.cm–

2. The scale bar in f) applies to all images. 

 

Ion-irradiation induced bending phenomenon is a plastic deformation and NWs 

remained bent when observed few months after irradiation. It was also observed that 

the NWs undergo bending as soon as the ion irradiation was started and therefore 

before any amorphous material could have accumulated. This is contrary to the 

behaviour reported in [185] that bending occurred only in those NWs which were 

fully amorphous. A BF-TEM image of one of the irradiated NW with the 

corresponding SAED pattern is shown in Figure 5.10 which clearly demonstrates that 

the Si NW bending before acquiring a fully amorphous phase. 

 

145 



 

 

Figure 5.10: A BF-TEM image of the bent Si NW irradiated with 6 keV Ne+ 

ions to a fluence of 1.1×1016 ions.cm–2. The inset shows the SAED pattern with 

intense bright spots clearly demonstrating the residual crystallinity. 

 

A typical example of a bent Si NW after irradiation with 6 keV Ne+ ions to a 

fluence of 3.5×1016 ions.cm–2 is shown in Figure 5.11b. In order to investigate the 

behaviour of the bent NWs (Figure 5.11b) when subsequently irradiated for a second 

time from the back side, the grid was removed from the microscope, flipped (turned 

upside down) and remounted in the rotation holder. The flip operation was necessary 

to irradiate the NW from back side because of the holder limitations and potential ion 

beam shadowing effect. Also, the holder had a nominal range of rotation angles of 

±180° but slip during operation can prevent access to the full range of rotation. 

For the experiment shown in Figure 5.11, unfortunately the bent NW from the 

first irradiation step was lost and so an adjacent NW from the same area was used for 

the second irradiation. The loss of the original NW was probably due to it becoming 

detached from the grid during the flip operation or because other material shifted into 

a position so as to create an obstruction. Once flipped, the bent NW was then rotated 

such that the ion beam was normal to the axis of the NW at its base. The angle of 

incidence of the ion beam was measured from the bottom of the NW which was 

attached to the grid and demonstrated no bending probably due to shadowing effects 
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from the grid. The NW was then irradiated from the opposite side to the original 

irradiation at normal incidence with 6 keV Ne+ ions to a fluence of 

3.0×1016 ions.cm–2. It was observed during this irradiation that the bent NW first 

straighten and then continue bending towards the ion beam as shown in the image 

sequence in figure 5.13. 

 

 

Figure 5.11: Micrographs showing a Si NW undergoing bending when 

irradiated with 6 keV Ne+ ions: (a) virgin NW with inset showing tip of NW; 

(b) the NW bends towards the ion beam during irradiation to a fluence of 

3.5×1016 ions.cm–2; (c) the sample was flipped to allow irradiation from the 

opposite side; (d) a bent NW demonstrates straightening when subsequently 

irradiated from the opposite side to a fluence of 1.3×1016 ions.cm–2; and (e–f) 

continued to bend back towards the ion beam. The fluences for (e) and (f) are 

1.6×1016 and 2.4×1016 ions.cm–2, respectively. The scale bar in (f) applies to all 

images. 
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In the irradiation experiments carried out with the pre-irradiated bent NWs, it has 

been observed that NWs which had previously experienced ion-beam-induced 

bending in one direction would bend in the reverse direction when irradiated from 

the opposite side. In so doing, the bent NWs first straightened (Figure 5.11d) and 

then continued to bend towards the ion beam direction (Figure 5.11e–f). The ion-

beam-induced bending direction of the NWs were confirmed at each step by 

obtaining a tilt image series. It has therefore been demonstrated that the ion-beam-

induced bending under these conditions was towards the ion beam and that not only 

could the NWs be straightened using ion irradiation but that the bending direction 

could actually be reversed. 

 

5.4.2 Fully Amorphous Silicon Nanowires 

The bent Si NWs which contained radiation damage after irradiation with 6 keV Ne+ 

ions were fully amorphised by further irradiation with 60 keV Ne+ ions. The 

objective of this was to create fully amorphous NWs with which to explore the 

process of recrystallisation during annealing. 

An example of a typical Si NW shown in Figure 5.12a was then bent under 6 keV 

Ne+ ion irradiation as shown in Figure 5.12b. The bent NW was then irradiated with 

60 keV Ne+ ions at room temperature to a fluence of 6.1×1015 ions.cm–2 which is 

seven times higher than the threshold fluence (8.2×1014 ions.cm–2) calculated for 

amorphisation of 50 nm thick Si with 60 keV Ne+ ions. At a fluence of 6.1×1015 

ions.cm–2, the 60 keV Ne+ ions will produce on average ~ 4.5 DPA in 50 nm thick Si 

with a minimum of ~2 DPA at the lowest point of the damage profile. Thus causing 

the complete amorphisation of the Si NW as the threshold dose for amorphisation 

with keV Ne+ ions is 0.9 DPA [316]. 

The SAED patterns shown in Figure 5.12 demonstrate the transformation of the 

crystalline diffraction spots into amorphous rings and that the crystal phase could no 

longer be detected at a fluence of around 3×1015 ions.cm–2. Irradiation was continued 

to twice the fluence required to remove the diffraction spots to ensure complete 

amorphisation had been achieved. 
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Figure 5.12: BF-TEM images showing a Si NW at zero-tilt plus-45°-rotation: 

(a) virgin NW with corresponding SAED pattern shown in (b); (c) irradiated 

with 6 keV Ne+ ions to a fluence of 5.2×1016 ions.cm–2 shows bending of the 

NW with corresponding SAED pattern shown in (d) demonstrating the residual 

crystallinity; (e) fully amorphous NW irradiated with 60 keV Ne+ ions to a 

fluence of 6.1×1015 ions.cm–2; and (f) the absence of any detectable 

crystallinity is confirmed in the corresponding SAED pattern. The scale bar is 

the same for all images. 
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Although the theoretical considerations above predicted that amorphisation should 

have been achieved at a lower fluence, the varying angle of incidence along the bent 

NW would have influenced the range of the 60 keV Ne+ ions into the Si resulting in 

higher fluences being required to fully amorphise material towards the tail of the 

damage distribution. In other words, higher angles of incidence in the bent section of 

the NW would have increased the effective thickness of the NW. Furthermore, the 

known recrystallisation effects of the electron beam, although minimised at 100 keV 

[317], may also have played a role in increasing the effective amorphisation fluence. 

 

5.5 Recrystallisation of Silicon Nanowires 

Having been amorphised, the Si NWs were recrystallised by thermal annealing. The 

temperature was ramped directly from room temperature to 400°C in the first 

instance with a ramp rate of 20°C.min–1. The temperature was then ramped at the 

same rate from 400°C to 600°C pausing in increments of 50°C in order to facilitate 

the acquiring of BF images and DPs. After 600°C, the temperature ramp was 

continued with dwells at increments of 20°C until no further recrystallisation was 

detected in the DP with increasing temperature. A dwell time of 10 minutes was kept 

constant between each stage in the temperature ramp to allow the sample to stabilise. 

The temperature ramp used in these experiments is plotted against the time in Figure 

5.13. 

Thermal annealing was able to recover the damage produced by the 6 keV and 60 

keV Ne+ ion irradiation in the NWs by inducing a transition from the amorphous to 

the crystalline phase. Recrystallisation into single crystal and/or, polycrystalline 

material were observed in the thermal annealing experiments. A range of activation 

temperatures were observed during the annealing experiments. Some of the irradiated 

NWs recovered at temperatures as low as 550°C but for others the recrystallisation 

temperature was higher up to a maximum of 740°C. Typically, recrystallisation was 

found to occur around 640°C. 
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Figure 5.13: Graph showing the temperature ramp versus time used to monitor 

the recrystallisation of amorphous Si NWs. The temperature increment was 

reduced above 400°C and then again above 600°C to allow the 

recrystallisation of the NWs to be monitored more closely. 

 

No correlation has been found between the diameter of the NWs and 

recrystallisation temperature as measured by the thermocouple of the heating sample 

holder. Furthermore, the NWs which were bent under ion irradiation were found to 

remain bent after thermal annealing contrary to the results reported in [53]. An 

example of typical Si NW which was bent using irradiation with 6 keV Ne+ ions and 

then subsequently amorphised with 60 keV Ne+ ions before recrystallisation via 

thermal annealing is shown in Figure 5.14. 

Recrystallisation in Si is thought to occur via one of the two mechanisms 

(discussed in Chapter 5): bond rearrangement at the c–a interfaces or IV pair 

recombination [174], [175]. Polycrystalline growth has been attributed to RNG in 

which crystallites randomly nucleate in the amorphous material and grow until they 

intersect with a neighbouring crystallite or surface. 
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Figure 5.14: Micrographs showing: (a) amorphous Si NW after 60 keV Ne+ 

ion irradiation to a fluence of 6.1×1015 ions.cm–2; and (b) recrystallisation of 

the Si NW achieved through thermal annealing to 720°C. The insets show the 

corresponding SAED patterns with amorphous rings transitioning into a 

pattern featuring bright spots indicative of a significant single crystalline 

region in combination with rings characteristic of polycrystalline material. 

This suggests that the recrystallisation occurred via a mixture of SPEG and 

RNG. 

 

The insets show the corresponding SAED patterns with amorphous rings 

transitioning into a pattern featuring bright spots indicative of a significant single 

crystalline region in combination with rings characteristic of polycrystalline material. 

This suggests that the recrystallisation occurs via a mixture of RNG and SPEG. A 

typical example of mixed growth recovery is shown in Figure 5.14 illustrating mixed 

growth with intense bright spots reflecting the SPEG and RNG due to the less intense 

spots around the amorphous rings. 

In these experiments, the Si NWs were not straightened after thermal annealing 

regardless of whether SPEG, RNG or mixed regrowth (SPEG and RNG) occurred. 

This is again contrary to results described previously in the literature [185] where 

bent Si NWs have been reported to straighten upon thermal annealing.  
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Another interesting phenomenon observed during thermal annealing was the 

increased bending in some of the already-bent Si NWs. This is again contrary to the 

results described previously in the literature [185] that the bent NWs straighten upon 

thermal annealing.  

 

5.6 Summary 

In-situ ion-irradiation-induced bending of Si NWs was observed under 6 keV and 60 

keV Ne+ ions. It has been observed that NWs starts bending immediately after 

irradiation and does not require a fully amorphous state as reported in [185]. Tilt 

image series was performed to determine the bending direction of NWs. Already 

bent NWs were subsequently irradiated with 60 keV Ne+ ions to create fully 

amorphous NWs. Amorphous NWs were then recrystallised to explore the effect of 

straightening upon thermal annealing. However no straightening of fully amorphous 

bent NWs was observed during these experiments. 
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6 Comparative Experiments to Borschel 
 

 

6.1 Introduction 

Silicon NWs have been observed to bend when irradiated with an ion beam. They 

were observed to bend towards the ion beam when irradiated with 6 keV Ne+ ions 

which is opposite to the behaviour of GaAs NWs irradiated with different ions (35 

keV Ar+ or 30 keV S+) reported by Borschel et al. [318]. As that is a key publication 

in the literature on the topic of ion-irradiation-induced bending of semiconductor 

NWs, the objective of the experiments presented in this chapter was to explore the 

ion-irradiation-induced bending of Si NWs under comparable conditions.  

Borschel et al. [318] identified the distribution of point defect accumulation as a 

driving mechanism for semiconductor NW bending [318]. The GaAs NWs 

reportedly bent towards the ion beam when the range of the ions was less than half 

the diameter of the NW and vice versa. Ion-beam-induced bending of semiconductor 

NWs and the underlying physics of the phenomenon is still not well understood in 

the literature and different authors [179]–[181], [185], [188], [318]–[320] have 

reported various mechanism to support their observations. Therefore, it was of 

interest to use the Si NWs and in-situ techniques of the current work to reproduce the 

conditions used by Borschel et al. [318] in an attempt to reproduce that study in Si. 

The GaAs NWs reported on in [318] were irradiated whilst still attached to their 

growth substrate with different species (Ar+, S+ and Xe+ ions), at different energies 

(35 keV Ar+, 30 keV S+ and 210 keV Xe+) and characterised ex-situ using scanning 

electron microscope. The GaAs NWs used in the experiments carried out by 

Borschel et al. were grown 35° off the substrate and were irradiated normal to the 

substrate (i.e. 35° off normal to the NW axis) [318]. The lower energy ions (35 keV 

Ar+ and 30 keV S+) were chosen by Borschel et al. to confine the damage caused by 

the ion beam in the irradiated side of the NWs while higher energies were used to 

accumulate the damage in the backside of the NWs. The ion irradiation conditions 
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for the experiments reported in this chapter were designed using SRIM by matching 

the damage depth, Rp, and DPA with the lower energy irradiation experiments of 

Borschel et al. [55]. The displacement energy, Ed, for Ga and As was found to have a 

wide range from 9 eV to 18 eV in the literature [321]–[325]. However, the most 

recent work of  Follies [325] gives a value of 15 eV and this was used for the SRIM 

calculations presented here. 

It was found that 5 keV and 9.5 keV Xe+ ion irradiation of 50 nm Si gave the best 

match for 35 keV Ar+ ion irradiation of 150 nm GaAs in terms of the peak damage 

depth and Rp, respectively. It was not possible to exactly match the irradiation 

conditions in terms of both the peak damage depth and Rp in a single irradiation 

because of the different atomic and physical properties of GaAs and Si. Therefore 

two sets of experiments using the two energies were performed. Furthermore, the 

incident angle reported in Borschel et al. [55] was initially incorrectly entered into 

SRIM as 55° from normal in the calculations used to design these experiments. 

However, repeat SRIM calculations using the correct value of 35° show that the 

errors introduced by this mistake was 10.5%. However, for the actually irradiation 

experiments reported here the angle of incidence was correctly set to be the same as 

in the work of Borschel et al. (i.e. 35° off normal to the NW axis). 

 

6.2 Establishing Nanowire Orientation to Irradiate 35° off Normal 

A combination of appropriate tilt and rotation was utilised in the MIAMI facility to 

irradiate at 35° off the normal to the NW axis. To do this, the axis of a chosen NW 

was aligned with the x-axis of the rod. Next, the NW was rotated by 45° about the z-

axis in the xy-plane of the TEM such the ion beam direction was normal to the axis 

of the NW (i.e. a zero-tilt plus-45°-rotation position). The NW was then further 

rotated 90° from such that the ion beam was 30° off the normal to the NW axis and 

60° off the NW axis itself. The NW was finally x-tilted to minus-7° to achieve an ion 

beam angle of 35° off normal to the NW axis. The tilt angle of 𝛽𝛽tilt = –7° was 

calculated using Equation 6.1. A schematic representation of the ion beam making an 

angle with the NW of 35° off normal in the geometry of the MIAMI facility is shown 

in Figure 6.1. 
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𝛽𝛽tilt =  sin−1 �

sin 5°
cos 135°

� 
Equation 6.1 

 

 

Figure 6.1: Schematic showing a Si NW which has been rotated 135° from the 

x-axis and x-tilted by –7° to give an angle with the NW of 35° off normal in the 

geometry of the MIAMI facility. The ion and electron beam diameters are much 

larger in the MIAMI facility than shown in the schematic. 
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Figure 6.2: Micrographs showing a virgin Si NW at a) zero-rotation zero-tilt 

position and b) the NW after 135° rotation and a x-tilt of –7° so that the ion 

beam is incident at 35° off normal. The scale bar is the same for both the 

images. 

 

6.2.1 Ion Range Matching 

In the experiments designed to match ion range, the ion species and energy were 

selected using SRIM to irradiate 50 nm thick Si NWs such that the Rp of the ions 

matched with the 35 keV Ar+ ions used to irradiate 150 nm GaAs NWs in the work 

of Borschel et al. [55] The Rp for 35 keV Ar+ ions into 150 nm GaAs was found to be 

17.2% of the thickness when irradiated at 35° off normal. The Rp for 9.5 keV Xe+ 

ions into 50 nm Si was calculated to be 20.0% of the NW thickness at 35° off 

normal. The slight mismatch in these ranges is for the reasons explained above. The 

ion implantation profiles and damage caused by 9.5 keV Xe+ ions into 50 nm thick Si 
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and 35 keV Ar+ ions into 150 nm thick GaAs are shown in Figure 6.3 and 

 

Figure 6.4, respectively. 

 

 

Figure 6.3: Ion implantation profiles calculated using SRIM for: (a) 9.5 keV 

Xe+ ions in 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions in 150 nm 

thick GaAs at 35° off normal. 
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Figure 6.4: Atomic displacement profiles calculated using SRIM for: (a) 9.5 

keV Xe+ ions in 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions in 

150 nm thick GaAs at 35° off normal. 

Single-crystalline Si NWs of 50±2 nm diameter were irradiated with 9.5 keV Xe+ 

ions at room temperature to end fluences ranging from 4.4×1015 to  

2.8×1017 ions.cm–2. As in the other experiments presented in the current work, it was 

observed that as soon as the ion beam is incident on the NW it started to bend and 

continued to bend as the fluence was increased. For the purpose of acquiring tilt 

image series after irradiation, the Si NWs were first rotated back from the irradiation 

position (135°-rotation minus-7°-tilt) to the initial position (zero-rotation zero-tilt). 

BF-TEM images of the NWs with corresponding SAED patterns were captured 

before, during and after the irradiations. Figure 6.5 shows a typical Si NW irradiated 

with 9.5 keV Xe+ ions at 35° off normal to an end fluence of 1.9×1016 ions.cm–2. The 

results revealed that the Si NWs bend towards the ion beam when irradiated under 

these conditions which is contrary to the results reported by Borschel et al. [318]. 
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Figure 6.5: Micrographs showing the tilt series of a Si NW: before irradiation 

(a–c) and after irradiation (d–f) to an end fluence of 1.9×1016 ions.cm–2. The 

tilt image series demonstrates that the NW bent towards the ion beam. The 

scale bar is the same for all the images. 

 

6.2.2 Peak Damage Depth Matching 

A suitable selection of ion energy was made by running SRIM to match the peak 

damage in 50 nm Si with the peak damage caused by a 35 keV Ar+ ions into 150 nm 

GaAs at 35° off normal. The peak damage caused by a 5 keV Xe+ ions into 50 nm Si 

(~8% of the NW thickness) was found closely approximated to the peak damage 

caused by 35 keV Ar+ ions into GaAs (~7%) as shown in Figure 6.6: 

 

160 



 

 

Figure 6.6: Graphs illustrating the matching of peak damage depth for: (a) 5 

keV Xe+ ions into 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions 

into 150 nm thick GaAs as calculated from SRIM. 

 

Although not the parameter which was targeted in these experiments designed to 

match the peak damage depth, the Rp for 5 keV Xe+ ions into 50 nm Si was 14.7% of 

the thickness, which is slightly less than the Rp for 35 keV Ar+ ions into 150 nm 

GaAs at 17.2 % of the thickness. The corresponding implantation profiles are shown 

in Figure 6.7. 
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Figure 6.7: Ion implantation profiles calculated using SRIM for: (a) 5 keV Xe+ 

ions into 50 nm thick Si at 35° off normal; and (b) 35 keV Ar+ ions into 150 nm 

thick GaAs at 35° off normal. 

 

 

Figure 6.8: Three-dimensional computer model of an inclined NW before (top) 

and after (bottom) undergoing ion-beam-induced bending. Comparison with 

the experimental result in figure 6.12 confirms that the inclination and bending 

direction of the NW have been correctly deduced and modelled. 
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The Si NW shown in Figure 6.9 was irradiated with 5 keV Xe+ ions to a fluence 

of 2.2×1015 ions.cm–2 and significant bending of the NW was observed. The tilt 

image series of the Si NWs after irradiation revealed the interesting result that it had 

bent away from the ion beam under irradiation (see Figure 6.9) which was opposite 

to the behaviour of the NWs irradiated with 9.5 keV Xe+ ions and thus in agreement 

with Borschel et al. 

In order to understand the complex combination of inclination and bending as 

observed in a tilt image series, a three-dimensional computer model (Figure 6.8) of 

such a NW on a grid was constructed to recreate the images captured in the TEM 

(Figure 6.9). The initial inclination was calculated using Equation 3.43. As can be 

seen, the 3D model matches well with the experimental images confirming that the 

inclination and bending direction of the NW have been correctly deduced and 

modelled. 

 

 

Figure 6.9: Micrographs showing a tilt image series for a Si NW before (a–c) 

and after irradiation (d–f) with 5 keV Xe+ ions to a fluence of 2.2×1015 ions.cm–

2. The series reveals the ion-beam-induced bending direction to be away from 

the ion beam when irradiated. Scale bar is applicable to all images. 
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6.2.3 DPA Matching 

Ion irradiation experiments on Si NWs were also designed to match the maximum 

DPA value in the experiments carried out by Borschel et al. [318] in which GaAs 

NWs were irradiated with 35 keV Ar+ ions to a fluence of 1015 ions.cm–2 and a 

typical example is shown in Figure 6.10. 

 

Table 6.1: Ion irradiation conditions to match the end DPA. 

NW Material Diameter 

(nm) 

Ion Energy 

(keV) 

𝜃𝜃 End Fluence 

(ions.cm–2) 

End DPA 

GaAs 150 Ar+ 35 35° 1015 1.6 

Si 50 Xe+ 9.5 90° 1016 1.6 

 

A fluence of 1015 ions.cm–2 causes 1.6 DPA averaged across the 150 nm of GaAs. In 

order to produce 1.6 DPA in Si, a typical Si NW of 50 nm diameter was irradiated 

with 9.5 keV Xe+ at a fluence of 1016 ions.cm–2. Under these conditions, it was again 

found that the NWs bent towards the ion beam contrary to the results of Borschel et 

al. 
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Figure 6.10: Micrographs showing a Si NW before (a) and (b) after with 9.5 

keV Xe+ ions to a fluence of 1×1015 ions.cm–2. Scale bar is applicable to both 

images. 

 

6.3 Summary 

In this Chapter, the Si NWs were irradiated with 5 keV and 9.5 keV Xe+ ions at 35° 

off normal whilst matching the peak damage depth and Rp with the GaAs NW 

experiments reported by Borschel et al [318]. Under these conditions, the Si NWs 

were observed to bend away from the ion beam when irradiated with 5 keV Xe+ ions 

and towards the ion when irradiated with 9.5 keV Xe+ ions. These findings are 

contrary to Borschel in the 5 keV case but not in the 9.5 keV case. The Si NWs were 

also observed to bend towards the ion beam when irradiated with 9.5 keV Xe+ ions in 

experiments designed to match the end DPA to the GaAs NW experiments of 

Borschel. Furthermore, the angle dependence on the bending direction was also 

explored by irradiating the Si NWs with the same energies (i.e. 5 keV and 9.5 keV 

Xe+ ions) at normal incidence. From the results of in-situ ion irradiation experiments 

it has been found that bending towards the ion beam does not necessitate a 50% 

implantation threshold as proposed by Borschel et al. 
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7 Industrial Semiconductor Processing Conditions 
 

 

7.1 Introduction 

The continuing miniaturisation of semiconductor technology has posed challenges 

for the physical limits of devices such as gate length and thin oxide thickness as 

predicted by the International Technology Roadmap for Semiconductors [326]. Si-

based electronic devices have revolutionised the world with fast circuit performance 

but the continuation of their development requires ever greater reductions in their 

capacitance and an increasing number of transistors per cm2 [327], [328]. 

Researchers are developing new materials and technological processing techniques 

for the next generation of microelectronic devices [329]. Nanowire Field Effect 

Transistors (FETs) are proposed structures in which a planar channel is replaced with 

NWs of semiconductor materials such as Si, Ge, AlN, InN or GaP [330]–[333]. 

Silicon NWs are among the potential candidates to replace the current Si-based 

devices in the microelectronics industry because of their compatibility with the 

existing complementary metal-oxide-semiconductor technology and excellent 

properties such as high carrier transport and robustness against short channel effects 

[334], [335]. 

Ion implantation has been a major processing technique for Si-based 

microelectronics to introduce dopants due to its reproducibility of concentration and 

ion range [67], [82], [336]. When an ion beam is incident on a wafer, it can induce 

charging of the surface and current can flow through the device under fabrication 

causing damage [337]. Therefore, wafer charging control is necessary and this can be 

achieved using a plasma deposition (PLAD) system. In PLAD, a high-density low-

energy ion plasma is used to control wafer charging by providing a flux of electrons 

over the surface [337]. 
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Silicon NWs of diameter 24–40 nm are being used in the finFET technology 

industry and are implanted using a PLAD system with a (~5%) arsine plasma in a 

(~95%) support gas of Xe+ ions [338]. In PLAD, a typical implant of 7 keV Xe+ ions 

to a fluence of 3.2×1015 ions.cm–2 is used in industry during wafer charging control 

[338]. However, the effect of these 7 keV Xe+ ions on thin NWs (for example, 

atomic displacements, NW bending and bubble formation etc) used for fins is not 

fully understood and is under investigation [338]. Therefore, in-situ ion irradiation 

experiments with 7 keV Xe+ ions were carried out to investigate the modification of 

Si NWs and the results are presented in this chapter. 

 

 

 

Figure 7.1: Graphs showing the distribution of damage of 7 keV Xe+ ions in 

(a) 24 nm  (b) 50 nm thick Si as calculated using SRIM. 

 

7.2 Structural Defects and Plastic Deformation 

In the first series of experiments, thin Si NWs of diameters ranging from 24–50 nm 

with one end attached to the grid and the other end in free space were selected for the 

irradiation experiments. The NWs were irradiated with 7 keV Xe+ ions at normal 

167 



 

incidence and the ion-beam-induced modifications were investigated. The damage 

and ion implantation profiles for 24 and 50 nm thick Si were calculated using SRIM 

and are shown in Figure 7.1 and Figure 7.2, respectively. The peak of the damage 

depth and Rp for 7 keV Xe+ ions into 24 nm Si lie at 5.8 nm and 10.5 nm, 

respectively. 

 

 

Figure 7.3: Graphs showing the ion implantation profile of 7 keV Xe+ ions  in 

(a) 24 nm  (b) 50 nm thick Si as calculated using SRIM. 

 

The NWs underwent a significant amount of bending during irradiation these 

conditions. The immediate bending of the NWs upon exposure to ion irradiation 

again demonstrates the fact that the Si NWs undergo bending before acquiring a fully 

amorphous state contrary to the results reported by Pecora et al. [180], [339]. An 

example of a NW bending during irradiation is shown in the Figure 7.4. 

The results of the tilt image series revealed that Si NWs of diameters between 

24–40 nm bend towards the ion beam (see Figure 7.5) while an opposite trend (i.e. 

bending away from the ion beam) was observed for 50 nm NWs when irradiated 

under the same conditions. Tomography of some of the NWs was also performed 

after irradiation from plus-45° to minus-45° with an increment of 3° in which a BF 
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image with corresponding SAED pattern were captured for each step to observe the 

structural changes. 

 

 

Figure 7.4: Composite micrograph demonstrating the bending of a Si NW 

during irradiation with 7 keV Xe+ ions. The bending curvature increases at 

higher fluences given in units of ions.cm–2. 

 

 

Figure 7.5: Micrographs showing the tilt image series of a Si NW before (a to 

c) and after (d to f) irradiation with 7 keV Xe+ ions at normal incidence to an 

169 



 

end fluence of 3.2×1016 ions.cm-2. The scale bar shown in (f) applies to all 

images. 

 

 

Figure 7.6: Bright-field images of a Si NW demonstrating a sputtering effect: 

(a) un-irradiated NW and (b) after irradiation to a fluence of 2.6×1016  

ions.cm-2. The insets show the corresponding SAED patterns and the scale bar 

in (b) applies to both images. 

 

 

Figure 7.7: Micrographs showing the ion-irradiation-induced structural 

deformation of a Si NW: (a) virgin NW and (b) after irradiation with 7 keV Xe+ 

ions to a fluence of 3.2×1015 ions.cm-2. Insets show the corresponding SAED 
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patterns demonstrating the partial amorphisation. Cracking defects are 

highlighted with red circles in (b). The scale bar in (b) also applies to (a). 

In addition to the bending, it was also observed during the irradiation experiments 

that the Si NWs underwent surface modifications. The structural modifications were 

observed in the BF images and the corresponding SAED patterns. The NWs were 

rendered partially amorphous by the irradiation as confirmed from the faded spots 

and amorphous rings in the DPs as shown in Figure 7.7. Thinning of the NWs was 

also observed (see Figure 7.6) after the irradiations and may be attributed to the 

degree of sputtering achieved at higher fluences. A cracking defect was observed on 

the un-irradiated side of the NWs which had undergone bending during the 

irradiation and is highlighted with red dotted circles in Figure 7.7b. Finally, ion 

irradiation induced black-spot damage was observed in the Si NWs and are shown in 

Figure 7.8: 

 

 

Figure 7.8: Micrograph of a Si NW showing black-spot damage inside the NW 

highlighted with arrows after irradiation with 7 keV Xe+ ions to a fluence of 

4.4×1016 ions.cm-2. 
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7.3 Xenon Bubbles in Silicon Nanowires 

The formation of small Xe+ bubbles in Si NWs was observed following irradiation to 

a high fluence at room temperature. It has been reported in the literature that 

nucleation of Xe bubbles during irradiation. Since the maximum range of 7 keV Xe+ 

ions is ~20 nm in Si (see Figure 7.3b), the implanted Xe+ ions may become trapped 

at vacancy sites and form bubbles. The bubbles were observed using Fresnel contrast 

imaging in the TEM by defocusing the objective lens and are shown in Figure 7.9. 

 

 

Figure 7.9: Micrograph showing a bright-field image of a Si NW 

demonstrating the formation of bubbles following irradiation with 7 keV Xe+ to 

a fluence of 4.4×1016 ions.cm–2. Greyscale levels have been enhanced to 

optimise the contrast of the bubbles. 
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7.4 Measurement of Damage Depth 

A series of irradiation experiments were designed to measure the depth of the 

damage caused by the 7 keV Xe+ ions. Silicon NWs with both ends attached to the 

grid such that the middle section was in free space were selected for these 

experiments. The ion and electron beam geometry in the MIAMI facility along with 

appropriate sample tilts were utilised to create and then observe the damage depth. 

The maximum damage depth in the irradiated NWs was measured when the electron 

beam was normal to the direction in which the ion irradiation had been performed. 

To facilitate this measurement, both bright-field and dark-field TEM imaging were 

utilised. 

In order to be able to observe and irradiate in directions normal to each other, it 

was necessary to devise a combination of tilts and rotations which would allow this 

within the geometry of the MIAMI facility and TEM sample holder. This was 

achieved by construction of 3D computer model containing the ion beam, electron 

beam and sample. It was determined that a rotation of 25° and a x-tilt of 65.0° would 

achieve the desired orientations. A schematic of the tilt procedure utilised in these 

experiments for the irradiations and observations is shown in Figure 7.10. 

Firstly, a selected Si NW was aligned along the x-axis of the TEM sample rod (i.e. 

the zero-rotation zero-tilt position) and x-tilted plus-32.5° by ACW rotation of the 

goniometer. The BF and DF images of the NWs were then captured at the zero-

rotation plus-32.5°-tilt position before the irradiation. In this position, the electron 

beam was normal to the direction the ion beam would be in subsequently as 

illustrated in Figure 7.10. The angle of 32.5° was determined as the correct  

Secondly, the NW was x-tilted back to 0° and rotated 25° about the z-axis in the 

xy-plane of the TEM such that the ion beam direction was at normal incidence to the 

axis of the NW. The NW was then tilted minus-32.5° by clockwise rotation of the 

goniometer and irradiated at this position (25°-rotation minus-32.5°-tilt). 

Thirdly, observations were made after the irradiation by bringing the NW back to 

the zero-rotation zero-tilt position and then x-tilted plus-32.5° (i.e. the zero-rotation 

plus-32.5°-tilt position). The tilt image series of the NWs were performed after the 
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irradiations from plus-32.5° to minus-32.5° with an increment of 3° during which BF 

images and SAED patterns of the NW were captured. The expected depth of the 

damage calculated using SRIM was compared with the experimental results. 

 

 

Figure 7.10: Schematic of the procedure to observe a Si NW normal to the ion 

irradiation direction in the MIAMI facility geometry using a tilt-rotate TEM 

sample holder: (a) the sample is irradiated at an x-tilt of minus-32.5° and a 

rotation of 25° from the x-axis; and (b) the NW is tilted to plus-32.5° and 

rotated back to the x-axis for analysis. The NW is shown in red with a faceted 

surface representing the direction in which it was ion irradiated. The electron 

beam is shown in green and the ion beam in translucent blue. 

The Si NW shown in Figure 7.12 was irradiated to a fluence of  

1.7×1016 ions.cm–2. The Rp for 7 keV Xe+ ions into 50 nm Si obtained through SRIM 

and was found to be 10.5 nm while the maximum range of the ions was found to be 

~21 nm. A 2D surface plot obtained using the multislice calculations is shown in 

Figure 7.11 illustrating the atomic displacements in the NW Thinning of the NWs 

was detected by comparison of the BF images captured before and after irradiation 

demonstrating the effect of sputtering at this relatively-high fluence as shown in 

Figure 7.13. 
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Figure 7.11: Two-dimensional plots showing the (a) atomic displacements and 

(b) ion implantation in a 40 nm diameter Si NW obtained using the  multislice 

SRIM method. 

 

 

Figure 7.12: Micrographs showing (a) bright-field and (b) dark-field images 

of a Si NW before irradiation captured at zero-rotation plus-32.5°-tilt, Inset is 

showing the corresponding diffraction pattern The scale bar in (b) applies to 

both images. 
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Figure 7.13: Micrographs showing bright-field images of a Si NWs 

demonstrating the effect of sputtering: (a) before and (b) after irradiation with 

7 keV Xe+ ions to a fluence of 8.1×1016 ions.cm–2. The scale bar in (b) applies 

to both images. 

 

 

Figure 7.14: Graphs showing: (a) DPA calculated from SRIM for 7 keV 

Xe+ion irradiation of Si to a fluence of 1.7×1016 ions.cm–2; and (b) a closer 

view of the tail of the damage profile with the dotted line indicating the 

required DPA to amorphise Si with Xe+ ions at room temperature. 
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The DPA value for amorphisation of Si with Xe+ ions was found to be 0.5 DPA in 

a recent study carried out by Edmondson et al. [340]. The DPA for Si at a 7 keV Xe+ 

fluence of 1016 ions.cm–2 is shown in Figure 7.14 as a function of depth and it can 

been seen that the damage was greater than 0.5 DPA to a depth of about 15 nm. The 

depth of the damage caused by the irradiation in Si NWs was measured from the DF 

TEM images captured at zero-rotation plus-32.5°-tilt. A c–a interface was observed 

in the DF images and is indicated with a dashed line in Figure 7.15b. The 

experimentally measured damage depth was found to be ~21 nm (Figure 7.15b) 

which is about 40% higher than the predicted maximum range of SRIM. 

 

 

Figure 7.15: Micrographs showing (a) bright-field and (b) dark-field images 

of a Si NW at zero-rotation plus-30°-tilt after irradiation to measure the depth 

of the damage caused by 7 keV Xe+ ions to a fluence of 1.7×1016 ions.cm–2. The 

scale bar in (b) applies to both images. 

 

Since SRIM does not consider the ordered arrangement of atoms in crystalline 

materials, the ions are being channelled through open positions and travel deep in the 

material thereby increasing the maximum range of ions. The [111] crystallographic 

orientation of the irradiated NW was determined from DP and has been shown in 

Figure 7.12 confirming the channelling effects were likely to be present during 
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irradiation which potentially increases the range of the ions and allowed the damage 

to penetrate deeper into the NWs then predicted by SRIM. 

 

7.5 Summary 

The 7 keV Xe+ ion irradiation modification of Si NWs was studied using in-situ ion 

irradiation with TEM to simulate plasma bombardment in a PLAD system as used in 

the semiconductor industry. During the irradiation experiments, bending, damage 

accumulation and amorphisation, bubble formation and surface modifications in the 

form of sputtering and cracking were observed. The total depth of the damage caused 

by the 7 keV Xe+ ions was measured normal to the ion beam direction by utilising 

the MIAMI geometry and appropriate tilt-rotation procedures. The measured depth 

of damage was then compared to the calculated data from SRIM and a difference of 

40% was found between experimentally measured depth of damage and predicted 

value of SRIM. 
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8 Finite Element Modelling of Si Nanowires 
 

 

8.1 Introduction 

The objective of the work presented in this chapter was to determine the actual 

temperature of the NWs. The Si NWs were deposited onto Mo grids and were 

typically of ~50 nm in diameter and greater than 2 μm in length. The NWs selected 

for experiments were attached at one end to the grid and held in place by VDW 

forces (discussed in detailed in Chapter 2). The samples were loaded into a Gatan 

heating holder model 652 for in-situ experiments above room temperature. In the 

heating holder, a thermocouple is attached to the heating stage and thus measures 

that temperature and not of the NWs directly. As it would be extremely difficult to 

measure the temperature on the nanoscale, a more practical approach is to calculate 

the temperature along the NWs using finite element (FE) modelling. In order to 

realistically set up the model, a number of inputs are needed including the bulk and 

nanoscale properties of the materials involved and the characterisation of the 

contacting surfaces. A schematic representation of a NW on Mo grid is shown in 

Figure 8.1. 

 

8.2 Setting up of the Problem for Modelling 

In order to calculate the temperature along the NWs, the relevant parameters have 

been found from the literature which will be used to set up the FE modelling. These 

include the correct Hamaker’s constant for the VDW forces as well as the Young’s 

modulus, thermal conductivity and specific heat capacity of Si NWs and the ultra-

thin oxide layer on their surface. 

It has been found from the literature that the Young’s modulus of Si NWs is 

thickness dependent [59], [63], [65], [219]. Young’s modulus for thin Si NWs 
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decreases with decreasing the diameter below 20 nm but above that thickness it tends 

to the value for bulk Si (154–168 GPa [228]). In the experiments reported here, no 

NWs were found to be less than ~24 nm in diameter. Therefore, it is reasonable to 

estimate the value for Young’s modulus of the NWs to the same as for bulk Si. 

The values for the thermal conductivity of Si NWs have been reported in the 

literature and depend on the surface morphologies. The thermal conductivity of 

nanostructured bulk Si is 6.3 W.m–1.K–1 [252] at room temperature. For 48 nm and 

52 nm in diameter rough-surfaced Si NWs it has been  reported to be 1.6 [233] and 

1.2 W.m–1.K–1 [256], respectively. The Si NWs used for the experiments reported 

here were surrounded by a self-passivating thin SiO2 layer of about 2–4 nm [341]. 

The thermal conductivity of SiO2 on the nanoscale tends to decrease with film 

thickness below 250 nm [8]. For 50, 8.5 and 2 nm SiO2 films it was found from the 

literature to be 0.5, 0.4 and 0.2 W.m–1.K–1, respectively [9,10]. 

 

 

Figure 8.1: Schematic of a Si NW on a Mo grid. 

 

The specific heat capacity at constant pressure for bulk crystal of Si has been 

reported to be 20.24 J.mol–1.K–1 [244]. The specific heat capacity at constant volume 

for Si NWs calculated from first principal has been found to be ≈16 J.mol–1.K–1 

which is lower than the nanostructure bulk Si (22.5 J.mol–1.K–1) [342]. 
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As well as the physical properties of the materials in the system, the contact area 

is determined by the surface morphology and the VDW forces acting between the Si 

NWs and the Mo grid. Therefore, theses are of vital importance in order to 

understand the effective thermal contact. Studies on the relaxation and deformation 

of NWs on a surface and evaluation of the resulting contact area have not been 

reported in the literature. Therefore, prior to the FE thermal calculations it will be 

necessary to determine the effective thermal contact under these conditions. 

As discussed in chapter 2, the VDW forces which adhere the NWs to the grid can 

be calculated using the appropriate Hamaker constant which describes the interaction 

of two materials separated by a third medium (air, vacuum or water etc.). A wide 

range of values for the Hamaker constant for various combinations of materials have 

been found in the literature ranging from 3.8×10–20 J for insulators (PTFE-vacuum-

PTFE) to 5.0×10–19 J [343] for metals (metal-vacuum-metal). In this study, the VDW 

interaction is between the SiO2 and the Mo grid. The Hamaker constant values in 

vacuum for PTFE-SiO2 (insulator-vacuum-oxide) and W-SiO2 (metal-vacuum-oxide) 

have been reported to be 4.8×10–20 [191] and (13±2)×10–20 J [344], respectively. 

Unfortunately, a value for Mo-vacuum-SiO2 could not be found in the literature. The 

closest comparable system for which a value could be found in the literature is W-

vacuum-SiO2. Therefore, this value of 1.3×10–19 J [344] is the most appropriate value 

available to calculate the strength of the VDW force as an input into the FE 

modelling. 

Using a value of 1.3×10–19 J for the Hamaker constant and a typical minimum 

separation of 0.35 nm [193], [196], [345], a maximum value for the VDW forces per 

unit area calculated using Equation 2.12 for two parallel planes and was found to be 

1.61×108 N.m–2 for the W-vacuum-SiO2 system. This approach can be applied across 

the area of interaction in the FE model using the separation at each node to calculate 

the VDW forces at that node. 
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Table 8.1: Values of physical properties obtained from the literature. 

Parameters Si NW SiO2  Mo grid 

Young’s 

modulus 

154–168  

GPa [228] 

75 GPa, Bulk [346] 317  

GPa 

Thermal 

conductivity 

1.4–1.68  

W.m–1.K–1 [233] 

0.2 W.m–1.K–1 [242] 138 W.m–1.K–1 [347], 

[348] 

Specific heat 16  

J.mole–1.K–1 [349] 

 23.9 

mole–1.K–1 [350] 

Density 2330 kg.m–3 [351] 2140 kg.m–3 [247] 10220 kg.m–3 [347] 

 

 

8.3 Surface Morphology of Silicon Nanowires 

The surface investigations of Si NWs and Mo grids were carried using AFM. Surface 

profiles obtained from AFM can then be imported into FE modelling software to 

investigate the deformation of these surface under the VDW forces using the 

physical properties given in table 8.1. This will then allow calculation of the effective 

thermal contact between the grid and the NW. The data obtained from the literature 

given in Table 8.1 and the effective thermal contact will serve as an input for a 

second FE model to determine the temperature along a NW when a thermal load is 

applied to the grid. 

 

8.3.1 AFM Sample Preparation and Si NW Selection 

Silicon NWs were dispersed onto optically-flat undoped Si wafers and mounted on a 

SEM specimen stub using carbon adhesive tape. The sample was mounted on the 
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AFM stage and the NWs were located using a large scan width of a few μm followed 

by zooming in to an individual Si NW with a scan size of a few hundred. 

 

8.3.2 Roughness Measurements 

The surface roughness of Si NWs and of Mo grids were examined using a Bruker 

OTespa probe with a tetrahedral geometry in a Bruker Dimension Edge AFM. The 

probe had an average radius of curvature less than 10 nm and was made of 

10 Ω–cm Si back-coated with 50±10 nm Aluminium (Al). The AFM was operated in 

the tapping and “ScanAsyst in Air” modes in which the cantilever oscillates at 

frequencies well below its resonant frequency. ScanAsyst in Air mode additionally 

uses an image-correlation algorithm developed by Bruker providing real-time 

feedback by continuously monitoring the image quality and automatically making 

appropriate adjustments to gain, scan rate and cantilever height [265]. This allowed 

images of the surfaces to be obtained with sub-nanometer resolution. 

 

8.3.3 Roughness Analysis 

Eight NWs were analysed with post-processing of five or six different regions 

from each carried out with the Nanoscope image processing software [40]. The 

surface roughness was evaluated according to the ISO specification standards 

21588 (ISO 25178 standards, 2005 [361] and an area of 50×50 nm2 per region 

was selected for the analysis. Prior to the roughness analysis, the AFM raw image 

data was filtered to remove low frequency noise, bow and tilt using the Zero order 

flatten command in the software. In second step, third order plane fitting was 

performed on the selected AFM image to remove distortions. The resulting AFM 

image was then reflecting a flat and planar profile. 

Three different roughness measure were acquired through the software: 𝑅𝑅a, 𝑅𝑅q, 

𝑅𝑅z. 𝑅𝑅a is the most commonly used parameter for roughness and according to ISO 

specification standard 4288 (ISO 4288 standards, 1996 [362]) is defined as the 

arithmetic average height of surface irregularities from the mean line – i.e. the 
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average of the heights between the peaks and the valleys from the average surface 

height. 𝑅𝑅a  is defined in Equation 8.1: 

 
𝑅𝑅a  =   

1
𝑁𝑁
� |𝑍𝑍𝑗𝑗

𝑁𝑁

𝑗𝑗=1

| 
Equation 8.1 

where 𝑁𝑁 is the number of points and 𝑍𝑍𝑗𝑗 is the height of point 𝑗𝑗. 

Rq is the root-mean-square roughness defined as the average of the measured 

height deviations from the mean line and is defined in Equation 8.2: 

 

𝑅𝑅q  =  �
1
𝑁𝑁
� |𝑍𝑍𝑗𝑗

𝑁𝑁

𝑗𝑗=1

| 

 

Equation 8.2 

Rz is the ten-point mean roughness and is an absolute roughness measurement of 

five highest peaks and five deepest valleys. 

The measured values for 𝑅𝑅a  in the current work have a wide range from 

0.05–1.9 nm for the Si NWs and 0.09–0.24 nm for the Mo grids. The distributions of 

values are shown in the histograms in Figure 8.2 and Figure 8.3, respectively.  
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Figure 8.2: Histogram of 𝑅𝑅a surface roughness measurements of the Si NWs. 

 

 

Figure 8.3: Histogram of 𝑅𝑅a surface roughness measurements of the 

molybdenum TEM grids. 
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The median surface roughness measurements of 27 different regions of eight Si 

NWs and 32 different regions of six different Mo grids are given in Table 8.2. This 

experimental data was collected to determine the roughness of Si NWs and Mo grids 

and the value closest to the median value of roughness will be imported into FE 

modelling. 

 

Table 8.3: Surface roughness measurements of Si NWs and the Mo grid. 

Parameter 𝑹𝑹a (nm) 𝑹𝑹𝐪𝐪 (nm) 𝑹𝑹𝐳𝐳 (nm) 

Median of Si NW roughness 0.147 0.892 0.301 

Experimental example closest to 

median value 
0.153 0.185 0.265 

Median of Mo grid roughness 0.10 0.134 0.362 

Experimental example closest to 

median value 
0.121 0.158 0.386 

 

The surface roughness of a typical Si NW and Mo grid are shown in Figure 8.4 

and Figure 8.5: 
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Figure 8.4:  AFM scanned image showing the (a) topography of a Si NW and 

(b) 3D view of the roughness of a typical Si NW. 

 

 

Figure 8.5: AFM scanned image showing the (a) topography of a Mo grid and 

(b) 3D view of the roughness of a typical Mo grid. 

 

8.4 Summary 

Experimental measurements of the surfaces of Si NW and Mo grids were carried out 

using AFM and physical properties for the bulk and nanomaterials present were 
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found from the literature. Using this information, Equation 2.12 can be applied in an 

FE model to calculate the VDW forces at each point across the area of interaction 

between the rough surfaces of a typical Si NW and Mo grid. In the FE model to 

calculate the effective thermal contact, the two surfaces will need to be brought 

together under this force which will need to be recalculated as the separation 

distances change. The surfaces will be allowed to deform and then reach equilibrium 

at the point where the elastic force due their deformation equals the VDW forces. 

This will then allow the effective thermal contact to be calculated. The effective 

thermal contact will then be fed into a larger FE model of an entire Si NW suspended 

in free-space on a Mo grid with a thermal load applied. This model will then be used 

to calculate the temperature profile along the Si NW. 
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9 Discussion 
 

 

9.1 Introduction 

Ion-beam-induced bending, morphological and structural changes of Si NWs have 

been observed in the irradiation experiments discussed in chapters 5, 6 and 7. Ion-

beam-induced bending of NWs has been extensively studied by different authors and 

various mechanisms have been reported in the literature [55], [178]–[183]. However, 

the mechanisms of NW bending have not yet been fully understood and has so has 

been explored through the in-situ irradiation experiments reported here. 

In the current work, ion-irradiation-induced bending of Si NWs was explored 

using different combinations of ion species and energy to understand the underlying 

mechanisms of the bending. It has been observed during the irradiation experiments 

that Si NWs bend towards the ion beam when irradiated with 6 keV Ne+ ions and 

also with 7 or 9.5 keV Xe+ ions as shown in Figure 5.9, Figure 7.5 and Figure 6.5, 

respectively. In these experiments, the bending direction of the Si NWs was observed 

to be contrary to the GaAs NWs results reported by Borschel et al. [181], [318] 

prompting the experiments reported in chapter 6. From the results of in-situ ion 

irradiation experiments it has been found that bending towards the ion beam does not 

necessitate a 50% implantation threshold as proposed by Borschel et al. Therefore a 

tipping point for NWs bending has been identified and is classified into shallow and 

deep implantation. 

Other irradiation experiments performed as part of this work, resulted in bending 

away from the ion beam. A tipping point for the reversal of bending direction of 

50 nm Si NWs irradiated with Xe+ ions at normal incidence was found to lie between 

5 and 7 keV. 

The ion-beam-induced damage and implantation profiles were calculated using 

the SRIM Monte Carlo computer code. The results of the SRIM calculations were 
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combined into a multislice model developed for non-planar surfaces and is discussed 

in chapter 4.  

Damage and implantation profiles were calculated for all the various 

combinations of NW material and irradiation conditions reported here and in the 

literature as shown in table 9.1. This allows all of these different experimental results 

to be compared against each in a systematic analysis in order for trends to be 

identified in the complex data set.  

In order to compare the 2D displacement and implant profiles it is useful to define 

parameters to quantify the depth within the circular cross-sectional geometry. The 

average depth of the atomic displacements, x̄disp, and implanted ions, x̄ion, were 

determined using Equation 9.1: 

 

�̅�𝑥 =
∑ �

∑ �𝑁𝑁𝑚𝑚,𝑛𝑛 × 𝑥𝑥𝑚𝑚,𝑛𝑛�100
𝑚𝑚=1
∑ 𝑁𝑁𝑚𝑚,𝑛𝑛
100
𝑚𝑚=1

�100
𝑛𝑛=1

100
 

Equation 9.1 

 

where: x̄ is x̄disp (or x̄ion); Nm,n is the number of atomic displacements (or implanted 

ions) calculated by SRIM in slice n at depth xm in the multislice model. 

The average displacement and implantation depths normalised to NW diameter 

are therefore 𝑥𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
Ø

 and 𝑥𝑥𝑥𝑑𝑑𝑖𝑖𝑛𝑛
Ø

, respectively. The values of x̄disp, x̄ion, 
𝑥𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

Ø
 and 𝑥𝑥𝑥𝑑𝑑𝑖𝑖𝑛𝑛

Ø
 are 

given in table 9.1 alongside the 2D damage and implantation profiles. The table is 

demonstrating the semiconductor NWs under different irradiation conditions when 

arranged by average displacement depth relative to the NW diameter. Table 9.1 has 

revealed a trend that NWs bend away from the ion beam for shallow implantation but 

the situation is reversed for deep implantation. However it does not require a 

condition that only those NWs bend towards the ion beam for which range of ions is 

greater than 50% of NW thickness as proposed by Borschel et al. [318]. 
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Table 9.1: Summary of experiments on the ion-irradiation-induced bending of semiconductor NWs reported in 

the literature and combined with those presented in this thesis. For each experiment, the damage and 

implantation profiles are shown as calculated using the multislice SRIM method described in chapter 4. 

Experiments are grouped by NW material and ordered by the average displacement depth (x̄disp) relative to the 

nanowire diameter (Ø). 

Reference 

Nanowire Irradiation Conditions Multislice SRIM Calculations 

Bending [b] 
Material Ø (nm) Ion E (keV) θ [a] 

𝑥𝑥𝑥𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠
Ø

 Damage Implant 
𝑥𝑥𝑥𝑖𝑖𝑜𝑜𝑛𝑛

Ø
 

[318] GaAs 150 Ar 35 35° 0.2284 
  

0.2743 Away 

[318] GaAs 150 Xe 80 35° 0.2285 
  

0.2562 Away 

[318] GaAs 150 S 30 35° 0.2300 
  

0.2773 Away 

[318] GaAs 150 Xe 210 35° 0.3422 
  

0.4174 Away 

[318] GaAs 150 S 180 35° 0.4965 
  

0.5381 Towards 

[318] GaAs 150 Ar 210 35° 0.5010 
  

0.5462 Towards 
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This work Ge 46 Xe 30 45° 0.2886 
  

0.3251 Away 

[188] Ge 50 Ga 30 45° 0.3225 
  

0.3753 Towards 

This work Si 50 Xe 5 35° 0.1883 
  

0.2503 Away 

[179] Si 210 [c] Ga 30 0° 0.2029 
  

0.2435 Away 

This work Si 50 Xe 5 0° 0.2052 
  

0.2647 Away 

This work Si 50 Xe 7 0° 0.2267 
  

0.3165 Away 

This work Si 50 Xe 9.5 35° 0.2275 
  

0.3061 Towards 

This work Si 50 Xe 9.5 0° 0.2519 
  

0.3501 Towards 

[189] Si [e] 50 Ga 16 54° 0.2661 
  

0.3206 Towards 

This work Si 36 Xe 7 0° 0.2727 
  

0.3948 Towards 

This work Si 50 Ne 6 0° 0.3281 
  

0.3998 Towards 
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This work Si 24 Xe 7 0° 0.3506 
  

0.5250 Towards 

[181] ZnO 60 Ar 20 38° [d] 0.2657 
  

0.3063 Away 

[181] ZnO 90 Ar 90 38° [d] 0.4402 
  

0.5329 Towards 

[a] Defined as the angle from the normal to the NW axis 

[b] Relative to the direction of the incident ion beam 

[c] Based on figure 5 and text in JVSTB 27 (2009) p3043 

[d] Based on figures 1, 2 and 6 in Nanotechnol 22 (2011) p185307 

[e] Polycrystalline silicon 
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The mechanisms of ion-irradiation-induced bending previously proposed in the 

literature have been explored in the context of the current experimental findings. 

These include the ion-irradiation-induced effects of density change, the spatial 

distribution of ion beam damage and viscoelastic flow and thermal spike models as 

discussed below. 

 

9.2 Semiconductor Nanowire Bending Mechanisms 

9.2.1 Volume Change due to Damage Accumulation 

Density change due to ion-beam-induced damage accumulation has been suggested 

as a driving mechanism for NW bending in the literature by Romano et al. [188] and 

Borschel et al. [318]. For the purposes of testing this proposed mechanism, a model 

with some maximising assumptions is considered in which an expansion due to 

damage accumulation in one half of the NW leads to a bending moment. The first 

maximising assumption is that the damage accumulation leads to amorphisation and 

is confined to one side of the NW. The NW is modelled with the boundary between 

the two halves running along the arc of the induced curvature as shown in the 

Figure 9.1. The second maximising assumption is that there is no residual stress – i.e. 

all induced stress is able to relax through the bending of the NW and thus drive the 

bending to its maximum extent. 

Consider a bent section of a NW of diameter, 2𝑟𝑟, and radius of curvature, 𝑅𝑅. This 

can be modelled as being composed of two volumes sharing an interface running 

along the axis of the NW and normal to the radius of curvature as shown in Figure 

9.1. The ratio, 𝜎𝜎, between the volume on the outside of the radius of curvature, 𝑉𝑉>𝑅𝑅, 

and the volume on the inside, 𝑉𝑉<𝑅𝑅 , can be calculated using Equation 9.2. (see 

Appendix B for derivation): 
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Figure 9.1: Schematic of a NW of diameter, 2r, illustrating a bent section with 

a radius of curvature, R, and arc length, θR. The volumes of the bent section on 

the outside, 𝑉𝑉>𝑅𝑅, and inside, 𝑉𝑉<𝑅𝑅, of R can be calculated using the expressions 

shown. 

 

The ratio of the volume on the outside of R, V>𝑅𝑅 , and inside of R, V<𝑅𝑅 , can be 

calculated using equation 9.2: 

 𝜎𝜎 =
𝑉𝑉>𝑅𝑅
𝑉𝑉<𝑅𝑅

=
2𝑅𝑅 + 𝑟𝑟
2𝑅𝑅 − 𝑟𝑟

 
Equation 9.2 

In order to test whether a damage accumulation mechanism could potentially 

explain the ion-irradiation-induced bending observed in the experiments on Si NWs 

reported here, consider the typical experimental result of a NW as shown in Figure 

9.2 of diameter 2𝑟𝑟 = 50 nm which has undergone a transition from being straight to 

having a radius of curvature 𝑅𝑅 = 700 nm at a 6 keV Ne+ ion fluence of 1.16×1016 

ions.cm–2. In order for damage accumulation to be responsible for this bending then 

amorphisation would have to account for the volume change in 𝑉𝑉>𝑅𝑅 relative to 𝑉𝑉<𝑅𝑅. 

For the NW under consideration, 𝜎𝜎 = 1.036 indicating that 𝑉𝑉>𝑅𝑅 had a 3.6% greater 

volume relative to 𝑉𝑉<𝑅𝑅. 
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Figure 9.2: A typical Si NW bending irradiated with 6 keV Ne+ ions Ne+ ions 

to a fluence of 1.16×1016 ions.cm–2.  

 

Due to the open structure of Si, the volume increase due to an interstitial is 

expected to be small (0.90 Ω𝑝𝑝𝑡𝑡𝑜𝑜𝑚𝑚𝑖𝑖𝑎𝑎 [93], where Ω𝑝𝑝𝑡𝑡𝑜𝑜𝑚𝑚𝑖𝑖𝑎𝑎 is the atomic volume) and 

the decrease for a vacancy is small (0.5 Ω𝑝𝑝𝑡𝑡𝑜𝑜𝑚𝑚𝑖𝑖𝑎𝑎 [363]). Although there are a range of 

values in the literature for volume change due to point defects, the cumulative effect 

of the introduction of these defects manifests itself in the difference between the 

densities of crystalline and amorphous silicon. Amorphous Si is known to be 1.8% 

less dense than c–Si [353]. Therefore, even under the maximising assumption that 

the NW remains in the densest crystalline form on one side and is saturated with 

damage on the other side, simple volume expansion due to the ion-beam-induced 

damage accumulation appears unable to solely account for the degree of bending 

observed. 

 

9.2.2 Amorphisation Facilitated Mechanisms 

It was observed during the in-situ irradiation experiments reported here that Si NWs 

start bending immediately upon exposure to the ion beam. This is consistent with the 

work of Borschel et al. on GaAs NWs [318] and ZnO NWs [181] but is notably in 
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contradiction to the work on Si NWs by Pecora et al. [180], [185]. Although the 

immediate response observed rules out complete amorphisation as a requirement for 

ion-beam-induced bending, it is known that amorphous pockets can be induced at the 

centre of dense atomic-collision cascades [354]. In such a scenario, the amorphous 

core is surrounded by damaged crystalline region and as irradiation continues the 

loss of crystallinity progresses by a combination of heterogeneous and homogeneous 

amorphisation. As stated above by considering the maximised case where one half of 

NW remained crystalline and other turned fully amorphous, simple volume change 

due to amorphisation does not account the observed bending.  

 

9.2.3 Spatial Distributions of Vacancy and Interstitials  

Ion-irradiation-induced collision cascades (discussed in detail in chapter 4) have 

directionality determined by the trajectory of the instigating particle. The point 

defects (i.e. vacancies and interstitials) produced within a collision cascade can be 

calculated using SRIM. The distribution of interstitials is always slightly deeper than 

that of the vacancies; the interstitials are by definition displaced from the vacancies 

and those displacements are, on average, further along that trajectory. This spatial 

separation of the two point defect populations has been proposed as a possible 

mechanism as it could cause a contraction in the vacancy-rich shallower region and 

an expansion in the deeper interstitial-rich region [71], [181], [318]. Based on 

multislice SRIM calculations, the two point defect distributions have a considerable 

degree of overlap and the difference between them is small as shown in Figure 9.3 

for 9.5 keV Xe+ ions irradiation of a Si NW. Furthermore, as discussed above, 

arguments based on the volume change associated with point defects in Si suggests 

that even the total effect due to the point defects cannot account for the observed 

bending and so the second-order effects of the separation of the vacancies and 

interstitials is certainly a minor contributor at best. 
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Figure 9.3: Example of a SRIM multislice calculation for 9.5 keV Xe+ ion 

irradiation of a Si NW showing the distributions of: (a) vacancies; (b) 

interstitials; and (c) surpluses of vacancies and (d) interstitials. 

 

9.2.4 Viscolelatic Thermal Spike Models 

Ion irradiation induced NW bending has been attributed to viscolelastic flow 

processes which have been proposed as a possible driving mechanism for bending 

[188]. The viscoelastic thermal spike model is valid only for amorphous materials 

and has not been observed in crystalline materials [355]. The Si NWs were irradiated 

with Ne+ and Xe+ ions in these experiments. Xe+ ions could induce amorphous 

pockets in the NWs in a single collision cascade due to its high mass [354] compared 

to Ne+ ions in Si under same irradiation conditions and could rendered the crystal 

amorphous. 

Under conditions in which amorphisation has already been induced, subsequent 

ions thus may experience amorphous material which could facilitate viscoelastic 

flow in a thermal spike model in which contraction occurs along the ion trajectory 

and expansion normal to it. The net effect of this phenomenon is the expansion 
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perpendicular to the ion beam direction and contraction in the parallel direction. 

Since the Si NWs we observed to start bending immediately when irradiated with 

either Ne+ or Xe+ ions, the possibility of NWs bending due to viscoelastic thermal 

spike model as a major driving force can be ruled out as the amorphous material 

would not have had a chance to accumulate to a significant degree. However, the 

effect of viscoelastic flow in a thermal spike model at higher fluences may be a 

supporting factor especially for heavier ions such as Xe+. 

 

9.3 Damage and Its Distance from NW Surface 

Ion irradiation induces more damage to the surface of NWs compared to that of the 

bulk with enhancement up to a factor of three for 3 nm diameter Si NWs at 1 keV 

Ar+ ions by virtue of their high surface–to–volume ratio [356]. However, the defect 

production at the surface decreases significantly with ion energy and increasing NW 

diameter. 

Hoilijoki et al. [356] suggested using MD simulations that the damage distribution 

at the surface compared to inside a NW is also different from bulk Si. Their 

simulation results showed that ion-beam-induced damage was largely created on 

surface of the NWs and population of vacancies at the surface of the NW was higher 

than interstitials due to the fact that each sputtered atom leaves a vacancy but the 

defect creation was same in the middle of the NW [356]. Since the displacement 

energy for sputtering, Es, is less than Ed by a factor of two to three [357] thereby 

increasing the damage at surface. 

Sputtering has been observed in the irradiation experiments reported here and at 

high fluences this can cause a significant reduction in the diameter of the NWs (see 

Figure 7.13). The displacement of atoms from the surface due to sputtering and the 

subsequent surface reconstruction through rearrangements of broken bonds to heal 

the vacancy sites creates compressive stresses. This shrinkage of the irradiated 

surface causes a bending momentum and favours NW bending towards the ion beam. 

Tensile stresses on the irradiated side of the NWs have been attributed as driving 

mechanism for NWs bending away from the ion beam direction by some authors in 
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the literature [188], [318]. Others proposed ion-beam-induced damage and build-up 

of compressive stresses due to sputtering [181], [189], [358] as a major driving 

mechanism for NWs bending towards the ion beam. It has been corroborated from 

the qualitative results of in-situ ion irradiation experiments reported in this work that 

either ion-beam-induced amorphisation along with implantation or sputtering along 

with surface reconstruction effects could be the major driving mechanisms for NWs 

bending. 

For shallow implantations conducted as part of the current work, where the 

average depth of the atomic displacements, 𝑥𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
Ø

 , is ≤ 20% of the NW thickness, the 

Si NWs have been observed to bend away from the ion beam. Ion-beam-induced 

damage in the irradiated side of the NW can increase the volume up to a maximum 

of 1.8%. Furthermore, the implanted ions may also lead to an swelling in the 

irradiated side of the NW. This volume expansion in the irradiated side will produce 

tensile stresses relative to the unirradiated side of the NW causing it to bend away 

from the ion beam. Such bending due to volume change in the irradiated side of the 

NW due to ion-beam-induced damage has concluded by Borschel et al [318] and 

additionally to the extent of amorphisation by Romano et al [188]. 

However, for deep implantation where the average depth of the displacements, 
𝑥𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

Ø
 is ≥ 22.6% of the NW thickness, the Si NWs tend to bend towards the ion 

beam. As discussed above, the loss of atoms due to sputtering and surface 

reconstruction induces compressive stresses in the irradiated surface of the NW. It 

has already been reported in the literature that ion-irradiation-induced defect 

formation and annihilation could produce significant amount of stresses of the order 

of GPa at the surface [189], [359], [360]. The relaxation of these compressive 

stresses will cause the NW to bend towards the ion beam. Similar mechanism for Si 

NWs bending towards the ion beam has been suggested by Rajput et al. [189], [358] 

in the literature.  
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9.4 Recrystallisation of Si NWs 

According to Pecorae et al.[185], [339], thermal annealing causes straightening of 

bent NWs via a SPEG process in those NWs which have a c–a interface present. The 

only NWs which remain bent after thermal annealing are those in which the 

crystalline strip (i.e. crystallinity in backside of the NW) does not drive epitaxial 

regrowth and the NW remains partially amorphous. Small pockets of crystalline 

order in otherwise amorphous NWs can act as nucleation centres for recrystallisation 

[185]. In such NWs, recrystallisation occurred through a RNG process. 

In the current experimental findings, the Si NWs were not observed to straighten 

after thermal annealing when SPEG, RNG or mixed regrowth (SPEG and RNG) 

occurred. This is again contrary to the results described previously in the literature 

[185] that the bent NWs straighten upon thermal annealing. Recrystallisation in Si 

NWs has been observed in the current work to start above ~450°C for SPEG and 

above ~550°C for RNG recovery. 

A typical example of mixed SPEG and RNG recovery can be seen from the DP 

shown in Figure 5.14 showing intense bright spots indicating SPEG and 

polycrystalline rings denoting RNG. It is therefore suggested that the activation 

energy for these processes in Si NWs is different from the bulk  (~ 2.7 eV for SPEG 

and ~4 eV for RNG [164]) with the RNG in Si NWs starting at a much lower 

temperature of ~550°C compared to ~750°C in the bulk. It is further hypothesised 

that around the temperature of 550°C, there is a competition between SPEG and 

RNG recovery in amorphous NWs leading to the potential for mixed growth as has 

been observed. More experiments with detailed analysis of these recovery processes 

are required to further understand the recrystallisation kinetics of Si in 

nanostructures. 

 

9.5 Summary and Conclusion 

Based on the experimental results presented in this work and previously in the 

literature, the ion-irradiation-induced bending direction of NW and the underlying 
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mechanisms have been explored. A tipping point of the average displacement depth 

has been identified for NWs to bend towards or away from the ion beam incident 

direction. This trend has been shown to be common to all reports of semiconductor 

NW bending in Si, GaAs, ZnO and Ge. For shallow implantations, it has been 

suggested that ion-beam-induced amorphisation along with ion implantation can 

cause a volume expansion in the irradiated side relative to the unirradiated side 

leading to a bending momentum of the NW away from the ion beam. On the other 

hand, for deeper implantations the ion-beam-induced sputtering and alleviating 

surface reconstruction effects cause the NWs to bend towards the ion beam. 
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10 Summary and Conclusion 
 

Ion-irradiation-induced modification of 24–50 nm diameter Si NWs were 

investigated in-situ with TEM in the experiments reported in this thesis. Calculations 

to design the ion irradiation conditions were performed using a custom 

implementation of the SRIM Monte Carlo computer code using a multislice method 

to model the circular cross-sectional geometry of a NW. 

Irradiation experiments were carefully designed utilising appropriate tilt and 

rotation procedures in the MIAMI facility to observe the Si NW structural and 

morphological modification. Ion-beam-induced bending of Si NWs was explored and 

the dominant mechanisms were identified for two situations of bending towards and 

away from the ion beam. It has been corroborated from the results of the in-situ ion 

irradiation experiments that for shallow implantation (where the average normalised 

depth of displacements is less than ~20.0% of the thickness of NW) that the bending 

is away from the ion beam while for deep implantations (where the average 

normalised depth of displacements is more than ~22.6% of the thickness of NW) the 

NWs bend towards the ion beam. For shallow implantation, the volume change in the 

irradiated side due to the ion-beam-induced damage accumulation and implanted 

ions relative to the unirradiated side produce tensile stresses causing the NW to bend 

away from the ion beam. For deep implantations, ion-beam-induced compressive 

stresses due to sputtering cause shrinkage of the NW surface and relaxation of these 

stresses through surface reconstruction produces a bending momentum towards the 

ion beam. 

Chapter 7 has been dedicated to the study of ion-beam-induced effects under 

semiconductor processing conditions relevant to industry. For this purpose, the effect 

of 7 keV Xe+ ions into Si NWs was investigated for their potential applications in the 

Si NWs finFET technology. Structural and morphological changes of Si NWs have 

been observed when irradiated with 7 keV Xe+ ions. These include NWs bending, 

cracking and bubble formation. Depth of damage for 7 keV Xe+ ions in Si NWs was 

also measured experimentally and the results were compared with the calculated 

depth of damage using SRIM. 
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In chapter 8, the necessary input parameters for FE modelling of Si NWs to 

calculate the temperature along a NW whilst being heated in a TEM holder have 

been presented. Surface roughness measurements to determine the effective thermal 

contact between the NW and Mo grid have been made via AFM. Additionally, 

appropriate physical properties for this nanoscale system have been researched in the 

literature. This work will underpin future investigations into the actually temperature 

of nanostructure investigated using in-situ TEM techniques. 

 

10.1 Future Work 

Different kinetics for the recrystallization of Si NWs compared to the bulk observed 

in the current experiments will be explored in more detail to measure the activation 

temperature of SPEG and RNG of Si NWs. In support of this, FE modelling of Si 

NWs will be completed based on the results of chapter 8 to calculate the temperature 

difference between the thermocouple on a TEM holder and the Si NWs themselves. 

The Matlab code developed using multislice SRIM method will be further 

improved and will be extended to other non-planar geometries to better understand 

the damage and ion implantation in nanostructures. The results of the calculated 

damage will then be compared with the experiments.  

Ion-beam-induced defects in thin Si NWs (less than 20 nm diameter) will be 

further investigated for their potential use in the next generation of novel electronic 

devices under industry-relevant irradiation conditions using more-advanced imaging 

conditions such as weak-beam dark-field, analytical techniques such as electron 

energy loss spectroscopy and tomographic reconstructions. These investigations 

could be extended to III-nitride NWs for potential use in photovoltaics and high 

temperature electronics. 
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Appendix A 
 

A multislice SRIM Computer code to produce two-dimensional plots of ion 
irradiation induced damage and ion implantation: 

 
% Variables % 

 

% Nanowire diameter 

prompt = 'What is the nanowire diameter? [nm]\n'; 

Diameter = input(prompt); 

Diameter = 10*Diameter; 

% Nanowire density 

prompt = 'What is the nanowire density? [g/cc]\n'; 

density = input(prompt); 

% Nanowire diameter 

prompt = 'How many slices in a half circle do you want? \n'; 

slices = input(prompt); 

  

  

% while nn == 0 

%     if rem(slices,2) == 0 

%        prompt = 'How many slices in a half circle do you want? 
(enter a odd number slices) \n';  

%        slices = input(prompt); 

%     else  

%        prompt = 'OKOK! \n'; 

%        nn=1; 

%     end 

% end 

  

 

width(1)=Diameter; 

D1=1; 

D2=2; 

for n=2:slices 
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    width(n) = 2*sqrt(((Diameter/2)^2)-((Diameter*(n-
1)/(2*slices))^2)); 

    D1 = (Diameter*(n-1)/(2*slices)); 

    D2 = (Diameter/2); 

    if D1 > D2 

       prompt = 'Warning: the number of slices chosen exceeds the 
real condition in the root \n'; 

       n = slices+100; 

    end 

end 

  

% create the folders and copy the file TRIM.IN 

for k=1:slices 

    f = 'trim'; 

    folder = strcat(f,num2str(k)); 

    mkdir(folder); 

    copyfile('TRIM.IN',['trim',num2str(k),'/TRIM.IN'],'f'); 

end 

    

%read the number of lines 

for ii=1:slices 

    

    ff = 'trim'; 

    ff2 = '/TRIM.IN'; 

    folder = strcat(ff,num2str(ii),ff2); 

    fid = fopen(folder,'rt'); 

    i = 1; 

    tline = fgetl(fid); 

    A{i} = tline; 

    while ischar(tline) 

         i = i+1; 

         tline = fgetl(fid); 

         A{i} = tline; 

    end 

    fclose(fid); 
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    thickness = width(ii); 

    % calculate dummy gas thickness 

    DummyThick(ii) = Diameter - width(ii); 

    % Change line 11 17 18 

    A{11} = sprintf('       5                         0            
%d',Diameter); 

    A{17} = sprintf(' 1      "Nanowire"           %.2f  %.2f       1       
0',thickness,density); 

    A{18} = sprintf(' 2      "Dummy Gas"           %.2f  .0001       
1       0',DummyThick(ii)); 

   

    % Write cell A into txtA 

    folder = strcat(ff,num2str(ii),ff2); 

    fid = fopen(folder,'wt+'); 

    for i = 1:numel(A) 

        if A{i+1} == -1 

             fprintf(fid,'%s\n', A{i}); 

             break 

         else 

             fprintf(fid,'%s\n', A{i}); 

         end 

    end 

    fclose(fid); 

  

end 

  

%phase 02 copying srim to all folders and run! 

for k=1:slices 

    f = 'trim'; 

    folder = strcat(f,num2str(k)); 

    copyfile('TRIM.exe',['trim',num2str(k),'/TRIM.exe'],'f'); 

    copyfile('TRIMAUTO',['trim',num2str(k),'/TRIMAUTO'],'f'); 

    copyfile('Data/*',['trim',num2str(k),'/Data'],'f'); 

    copyfile('SRIM Restore/*',['trim',num2str(k),'/SRIM 
Restore'],'f'); 

    copyfile('SRIM Outputs/*',['trim',num2str(k),'/SRIM 
Outputs'],'f'); 

end 
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%phase 02 running srim... 

for k=1:slices 

    f = 'trim'; 

    folder = strcat(f,num2str(k)); 

    cd(folder); 

    fname = 'TRIM.IN'; 

    prompt = '\n Running slice number '; 

    k 

    system(['TRIM.exe < ' fname]); %run executable with content of 
fname as inputs 

    cd .. 

end 

  

%importing_vacancies_data_from_files.txt VACANCY.TXT 

for k=1:slices 

        f = 'trim'; 

        folder = strcat(f,num2str(k)); 

        cd(folder); 

        ss(k) = importdata('VACANCY.txt'); 

        sss(k) = importdata('NOVAC.txt'); 

        ssss(k) = importdata('RANGE.txt'); 

        cd .. 

end 

  

  

%build the vector with vacancies + knock-on produced by ions  

% full damage 

% simulation 

for k=1:slices 

    zz(:,k)=ss(k).data(:,3)+sss(k).data(:,2); %total 
damage/displacement 

    zzz(:,k)=(ssss(k).data(:,3)/(1e8))-sss(k).data(:,2);%build the 
vector with interstitials 

    zzzz(:,k)=ss(k).data(:,3); %build the vector with vacancies 

    zzzzz(:,k)=(ssss(k).data(:,2)/(1e7)); %build the vector of 
implantation 
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end 

  

%build first slice without change it for total damage (displacement) 

%build remaining slice without change it for total damage 
(displacement) 

  

for k=1:100 

    zz1(k,slices) = zz(k,1); 

end 

  

ratio = Diameter/length(zz); 

[M,I]=max(zz(:)); 

M = M*1.15; 

for j=2:slices 

    position = round(DummyThick(j)/2); 

    position = round(position/ratio) 

    for i=1:100 

        if position+i < 101 

           zz1(position+i,slices+j-1) = zz(i,j); 

           zz1(position+i,slices-j+1) = zz(i,j); 

        end 

    end 

    

    for l = 1:position 

        zz1(l,slices+j-1) = M; 

        zz1(l,slices-j+1) = M; 

        zz1(100 + 1 - l,slices+j-1) = M; 

        zz1(100 + 1 - l,slices-j+1) = M; 

    end 

end 

zz2 = zz1'; 

  

%build first slice without change it for interstitials 
(displacement) 

%build remaining slices without change it for interstitials 
(displacement) 
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for k=1:100 

    zzz1(k,slices) = zzz(k,1); 

end 

  

ratio = Diameter/length(zzz); 

[M,I]=max(zzz(:)); 

M = M*1.15; 

for j=2:slices 

    position = round(DummyThick(j)/2); 

    position = round(position/ratio) 

    for i=1:100 

        if position+i < 101 

           zzz1(position+i,slices+j-1) = zzz(i,j); 

           zzz1(position+i,slices-j+1) = zzz(i,j); 

        end 

    end 

    

    for l = 1:position 

        zzz1(l,slices+j-1) = M; 

        zzz1(l,slices-j+1) = M; 

        zzz1(100 + 1 - l,slices+j-1) = M; 

        zzz1(100 + 1 - l,slices-j+1) = M; 

    end 

end 

  

%build first slice without change it for vacancies  

%build remaining slices without change it for vacancies  

  

for k=1:100 

    zzzz1(k,slices) = zzzz(k,1); 

end 

  

ratio = Diameter/length(zzzz); 

[M,I]=max(zzzz(:)); 

247 



 

M = M*1.15; 

for j=2:slices 

    position = round(DummyThick(j)/2); 

    position = round(position/ratio) 

    for i=1:100 

        if position+i < 101 

           zzzz1(position+i,slices+j-1) = zzzz(i,j); 

           zzzz1(position+i,slices-j+1) = zzzz(i,j); 

        end 

    end 

    

    for l = 1:position 

        zzzz1(l,slices+j-1) = M; 

        zzzz1(l,slices-j+1) = M; 

        zzzz1(100 + 1 - l,slices+j-1) = M; 

        zzzz1(100 + 1 - l,slices-j+1) = M; 

    end 

end 

     

%build first slice without change it for implantation  

%build remaining slices without change it for implantation  

  

for k=1:100 

    zzzzz1(k,slices) = zzzzz(k,1); 

end 

  

ratio = Diameter/length(zzzzz); 

[M,I]=max(zzzzz(:)); 

M = M*1.15; 

for j=2:slices 

    position = round(DummyThick(j)/2); 

    position = round(position/ratio) 

    for i=1:100 

        if position+i < 101 

           zzzzz1(position+i,slices+j-1) = zzzzz(i,j); 

           zzzzz1(position+i,slices-j+1) = zzzzz(i,j); 
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        end 

    end 

    

    for l = 1:position 

        zzzzz1(l,slices+j-1) = M; 

        zzzzz1(l,slices-j+1) = M; 

        zzzzz1(100 + 1 - l,slices+j-1) = M; 

        zzzzz1(100 + 1 - l,slices-j+1) = M; 

    end 

end 

  

% generate plots 

  

zz2 = zz1'; 

zzz2 = zzz1'; 

zzzz2 = zzzz1'; 

zzzzz2 = zzzzz1'; 

  

createfigure2(zz2,Diameter,slices) %total damage 

createfigure3(zzz2,Diameter,slices) %interstitials 

createfigure4(zzzz2,Diameter,slices) %vacancies 

createfigure5(zzz2-zzzz2,Diameter,slices) %interstitials-vacancies 

createfigure6(zzzzz2,Diameter,slices) %implantation 

  

  

toc 
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Appendix B 
 

Volume change calculation for toroid: 

Let: 𝑅𝑅 be the radius from the centre of a torus to the centre of its tube; and 

 𝑟𝑟 be the radius of the tube. 

Ratio of area of a circle of diameter 2𝑟𝑟 to area of a square with sides 2𝑟𝑟: 

𝜋𝜋𝑟𝑟2

4𝑟𝑟2
=
𝜋𝜋
4

 

Volume of a ring, 𝑉𝑉ring, with a square cross-section with sides 2𝑟𝑟: 

𝑉𝑉ring = 2𝑟𝑟[𝜋𝜋(𝑅𝑅 + 𝑟𝑟)2 − 𝜋𝜋(𝑅𝑅 − 𝑟𝑟)2] = 2𝜋𝜋𝑟𝑟[(𝑅𝑅2 + 𝑟𝑟2 + 2𝑅𝑅𝑟𝑟) − (𝑅𝑅2 + 𝑟𝑟2 − 2𝑅𝑅𝑟𝑟)]

= 2𝜋𝜋𝑟𝑟[𝑅𝑅2 + 𝑟𝑟2 + 2𝑅𝑅𝑟𝑟 − 𝑅𝑅2 − 𝑟𝑟2 + 2𝑅𝑅𝑟𝑟] = 8𝜋𝜋𝑅𝑅𝑟𝑟2 

 

Therefore, the volume of a torus is given by: 

𝑉𝑉torus =
𝜋𝜋
4
𝑉𝑉ring =

𝜋𝜋
4

8𝜋𝜋𝑅𝑅𝑟𝑟2 = 2𝜋𝜋2𝑅𝑅𝑟𝑟2 

Now calculate the volume of a torus outside the radius, 𝑅𝑅: 

𝑉𝑉>𝑅𝑅 =
𝜋𝜋
4

2𝑟𝑟[𝜋𝜋(𝑅𝑅 + 𝑟𝑟)2 − 𝜋𝜋𝑅𝑅2] =
𝜋𝜋2𝑟𝑟

2
[𝑅𝑅2 + 𝑟𝑟2 + 2𝑅𝑅𝑟𝑟 − 𝑅𝑅2] =

𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 + 𝑟𝑟] 

Similarly, calculate the volume of a torus inside the radius, 𝑅𝑅: 

𝑉𝑉<𝑅𝑅 =
𝜋𝜋
4

2𝑟𝑟[𝜋𝜋𝑅𝑅2 − 𝜋𝜋(𝑅𝑅 − 𝑟𝑟)2] =
𝜋𝜋2𝑟𝑟

2
[𝑅𝑅2 − 𝑅𝑅2 − 𝑟𝑟2 + 2𝑅𝑅𝑟𝑟] =

𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 − 𝑟𝑟] 

Check that 𝑉𝑉>𝑅𝑅 + 𝑉𝑉<𝑅𝑅 = 𝑉𝑉torus: 

 

𝑉𝑉>𝑅𝑅 + 𝑉𝑉<𝑅𝑅 =
𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 + 𝑟𝑟] +

𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 − 𝑟𝑟] =

𝜋𝜋2𝑟𝑟2

2
[4𝑅𝑅] = 2𝜋𝜋2𝑅𝑅𝑟𝑟2 = 𝑉𝑉torus 
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The difference, ∆𝑉𝑉, between 𝑉𝑉>𝑅𝑅 and 𝑉𝑉<𝑅𝑅 is given by: 

∆𝑉𝑉 =
𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 + 𝑟𝑟] −

𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 − 𝑟𝑟] =

𝜋𝜋2𝑟𝑟2

2
[2𝑅𝑅 + 𝑟𝑟 − 2𝑅𝑅 + 𝑟𝑟] =

𝜋𝜋2𝑟𝑟2

2
[2𝑟𝑟]

= 2𝜋𝜋2𝑟𝑟3 

Which surprisingly is independent of 𝑅𝑅. 

The ratio, 𝜎𝜎, of 𝑉𝑉>𝑅𝑅 to 𝑉𝑉<𝑅𝑅 is given by: 

𝜎𝜎 =
𝑉𝑉>𝑅𝑅
𝑉𝑉<𝑅𝑅

=
𝜋𝜋2𝑟𝑟2

2 [2𝑅𝑅 + 𝑟𝑟]
𝜋𝜋2𝑟𝑟2

2 [2𝑅𝑅 − 𝑟𝑟]
=

2𝑅𝑅 + 𝑟𝑟
2𝑅𝑅 − 𝑟𝑟
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