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Every research enterprise takes place in a context, political, economic, and technological. So it is with policing research. We begin by sketching out where we think the practice of policing is heading, and what we need to do differently, so as to get to a roughly envisioned future ethically and in good order. A police presence at all places at all times being impossible, the practical issue is where and when to place officers or their technological surrogates. The chapter will consider optimised distribution of effort and resource, given the central aim of fairness in the distribution of crime harm. We will illustrate current levels of inequality of victimisation, and claim that reducing the current concentration, at individual and area levels, should be an explicit underpinning vision for policing. We briefly review the relevant literature and its implications. 
A decade hence, as regards policing the physical environment, we envisage a patrolling officer wearing an augmented reality headset on which will be displayed police-relevant events or circumstances: probability, time and location of offences of various types likely to be suffered by residents or visitors. The offence probabilities will be based upon prior victimisations at and near the location in view, weighted by recency of the events concerned and perhaps by the harm typically inflicted upon victims of offences of the types in question. The information displayed would also include active criminal justice disposals against residents, thus (for example) providing full context to incidents of domestic abuse and driving while disqualified (driverless cars still being trialled). The equipment would incorporate the next generation of wearable camera. 
While some officers patrol in physical space, others will be engaged in fundamentally similar estimation and oversight of risks in cyberspace. There is as yet much less clarity about what counts as propinquity in cyberspace, where attacks come from anywhere on the planet, but the principle of deploying resources commensurate with risk or harm represents the same guiding principle. One to many communication, much easier in cyberspace, means that many potential victims may be contacted, those responding self-selecting as victims. Where offenders target victims, similarities amongst targets can be used as measures of nearness equivalent to location in physical space. Gullibility may be the cyberspace analogue of physical propinquity (see Titus and Dover 2001), and machine learning an emergent technology for identifying victim characteristics from massive data sources. Bear in mind that understanding propinquity in cyberspace is an important issue for identifying cyber hot spots, it is not needed for repeated victimisation of the same people or closely specified locations (the hot dots of the chapter title).
The information behind the headset display as described above is intentionally restricted to information which the police legitimately hold. There are other variables (such as age and poverty/wealth) which could enhance the precision of risk and harm estimates displayed on the headset. They are foregone here in anticipation of criticism that they are intrusive. However, if the majority of people accept Scott McNeally’s advice “You have zero privacy anyway. Get over it.”[footnoteRef:1] the equipment could also weight hazards by resident characteristics empirically demonstrated to carry elevated or diminished crime risks. The headset may also make directional suggestions to police officers, based upon spatio-temporal patterns of recent crime or disorder, maximising police presence (officers or drones) where the action is most likely to be.   [1:  https://www.youtube.com/watch?v=DaYn_PkrfvQ Accessed November 5th 2016] 

A future recognisable from the outline above is technically feasible and in our view on balance desirable, and the research programme for the next decade should have that image clearly in mind as its likely scenario of application. Travel without a destination in mind is pointless (albeit fun at the weekend), and one can always change one’s mind en route to the future. The envisaged research programme should address both the content and ethics of the algorithms devised to underpin the envisaged future. Just as Darwinian evolution theory has progressed through the analysis of variation, so the aim of the research will be the fuller understanding of variation in crime risks across people, places and times. At present, much fine research along these lines is already being conducted, albeit expressed with varying degrees of clarity as to the operational policing implications. In the writers’ view progress towards the vision outlined above will be expedited by keeping the following four injunctions in mind. The researcher will make most progress
i. By framing research questions as explicitly as possible in terms of implications for police policy and deployment of resources; the operational importance of much applicable research is overlooked by dint of the way in which researchers frame the questions:
ii. By examining interactions between time, place and resident population. Sub-populations may be differentially vulnerable at certain times and locations. For instance focusing exclusively on area level risks precludes analysis of area-individual interactions in risk.
iii. By complementing work on risk with intensive study of dose-response relationships linking police activity and risk consequences. There is little point in knowing how much someone is at risk without knowing the type and extent of intervention which would serve to reduce it.
iv. By obtaining clearer evidence of how crime risk clusters in cyberspace. Crimes in physical space are locatable simply in two dimensions (less so height) but the variables defining propinquity in cyberspace are not. Particularly for near repeats (discussed later) we need to know what closer might mean in cyberspace.
Concentration and Fairness
Concentration is here used to indicate disproportion between presenting risk and circumstance or condition of people or places at risk. Attention here is restricted to those disproportions which are of clear and direct relevance to the crime control enterprise, such as the concentration of victimisation on those people and places previously victimised. The extent of a society’s problem of victimisation by crime may be expressed in three different ways, alone or in combination. These are most simply described by reference to people but can be applied to locations. Crime incidence is essentially the number of crimes suffered per head of the total population (or per location), so a town of 1000 people  suffering 200 crimes in a year has a crime incidence of 0.2 or 20%. Crime prevalence is the proportion of the population suffering a crime, regardless of how many times. Perhaps 100 people in the town suffered at least one crime, so the prevalence is 100/1000 or 0.1. The final measure, concentration, is therefore the number of crimes per victim 200/100 or 2. Most crime is unfair insofar as it deprives people of freedom of use of their bodies or possessions (indeed the criminalisation of behaviours which do not do this should be questioned). The concentration of crime is arguably the central dimension in terms of which to think about fairness. In the light of this, it is surprising and regrettable that much early research has used prevalence as its key crime measure (eg Miethe and Meier 1990; Kennedy and Forde 1990). Crime concentration has been the Cinderella measure of crime until quite recently. 
A crime free society may be seen as Utopia (no victimisation) or dystopia (no freedom) For practical crime control, the relevant question concerns the equity of the current distribution of crime. Who (amongst people) and where (amongst locations) bears the burden of crime? To anticipate our conclusion, the distribution of victimisation amongst people and places is so extreme that a laudable policy priority is to distribute the burden of crime more fairly. 
 Alfredo Pareto was a 19th century polymath (see Femia 2006 for a sympathetic overview of Pareto’s work), who is now remembered primarily for his eponymous principle, also known as the 80/20 rule, or the law of the vital few. The Pareto principle holds that, in general, 80% of effects are attributable to 20% of agents. For example roughly 80% of wealth is held by 20% of a population, and 80% of train journeys use 20% of the rail network.  Someone Googling Pareto Principle today would find the bulk of sites flagged to be concerned with how entrepreneurs can exploit the predominance of the ‘vital few’ who account for most purchases, most wealth held, and most online usage. The 80/20 proportion is of course only a rough baseline, but a recognition, intuitive or data-based, of the existence of a ‘vital few’ to whom attention must be paid in order to effect change is a prudent first step in any policy. In the crime context we think of prolific offenders or areas of high crime. Operational policing is substantially a question of applying the Pareto principle to the distribution of personnel and time appropriately, attending especially to the vital few. Policing and criminal justice should be concerned to stop the vital few from remaining vital, so distributing risks and harms more equitably. Criminology has historically been more concerned with retributive justice than distributive justice. Environmental criminology brings a change of emphasis. Its point of departure is that a society’s institutions and policies shape the distribution of benefits and burdens amongst its citizens. There is an extensive philosophical literature on distributive justice (see Allingham 2014). For present purposes two variants of the concept roughly reflect what police managers might accept as aspirations of the policing enterprise. These are Strict Egalitarianism and John Rawls' alternative distributive strategy, which he calls the Difference Principle. Strict Egalitarianism is self-explanatory though its practical implementation is not. In the present context it means that citizens should bear the burden of crime and disorder equally. The Difference Principle permits diverging from strict equality so long as the inequalities in question would make the least advantaged in society materially better off than they would be under strict equality. One thinks here of subsidy of security products or patrolling attention to those at highest risk, 
At this point the distinction between crimes and crime harms should be noted briefly. Counting each crime as a single event contributing one to the crime count total neglects the wide range of impacts on victims of crime. The idea of weighting crimes according to the harm they inflict has recently excited interest ((Sherman et al., 2014; Ignatans and Pease 2015). Weighting events by harm is possible as a refinement of all of the analyses described below, but doing so within this chapter would make it less focused and more tedious. The reader is asked simply to bear in mind that different victimisation risks may be treated differently to achieve greater equality of harm, where different risk profiles are equal in anticipated harm. Equality of harm may (for instance) equate a small risk of wounding to a much higher risk of vandalism to one’s car. If this route is taken, one must further decide whether individual vulnerabilities should be taken into account. The Rawls Difference Principle may propose that (for example) the elderly should expect more policing attention by dint of greater harm from objectively similar victimisations. These complexities are addressed by philosophers in an offshoot literature on what has come to be known as Luck Egalitarianism, responsibility (see Lippert-Rasmussen 2015). 
The last paragraph sounds academic, a world away from policing the streets now. It is not. All current dispositions of police strength and resources already make these kinds of decision. A police officer decides to patrol in one place rather than another, to stop one person rather than another, or to have a special squad to address one crime type. In doing so, the officer is making the same kind of judgement as was discussed in the last paragraph, only intuitive rather than reasoned and communicable. The last paragraph was essentially a plea for policing to be clear about the perfect (albeit never to be perfected) distribution of crime and harm towards which the profession is striving. All police officers have internal algorithms of which they are only partially aware. Explicit algorithms are better,  but may turn, when unconsidered, into “weapons of math destruction” (O’Neil 2015). The preconscious heuristics of the patrolling officer are seldom if ever subject to the same scrutiny but are no less problematic. 
A Few Vital Fews
Who or what are the ‘vital few’ in policing? We may think of these in many ways, not mutually exclusive. Some of the most obvious vital fews include
i. The minority of perpetrators responsible for the bulk of crime or crime harm (prolific offenders);
ii. The minority of areas hosting most crime (hot spots)
iii. The episodic elevation of risk (hot flushes)
iv. The minority of victims or micro-locations suffering the bulk of crime events (hot dots).
v. The minority of attractive products being the most stolen (hot products)
The second, third and fourth of these will be dealt with in this chapter. We attend in most detail to the fourth, for two reasons. First, the focus of the present volume is on environmental determination of crime events, thus de-emphasising prolific offenders. Second, there is evidence that the inequality of ‘hot spots’ is substantially a function of ‘hot dots’ (Trickett et al. 1992; Johnson et al. 1997). Third, some hot dots are people rather than places (think of hate crime) who carry their risks around with them, which risks would not be evident from the analysis of spatial hot spots. A different emphasis would say that some places, such as robbery hot spots, carry elevated risks for everyone who ventures there. The only prudent course of action is to look at both and, crucially, their interactions (Bowers et al. 2005). We start with hot dots. Hot products (see Bowers and Johnson 2013) are omitted from consideration because they can be regarded as mini-micro locations (the razor blade display in supermarkets for example) and because we had to stop somewhere!
The term ‘hot dot’ (Laycock and Pease 1999) was coined to emphasise the importance of the greatest possible disaggregation of units of count (usually people or micro-locations) to maximise precision of intervention. In practical terms, in policing as in surgery, the more precise the focus the more specific is the intervention. What does a police officer put into a hot spot area do? What does a surgeon do knowing only that the problem is somewhere in the heart? Dealing with the hot dot of an individual or specific location, on the street or in the chest cavity, that question is easier to answer. There is also important empirical evidence bearing on the decision, Tseloni (2006) in a very substantial multi-level modelling exercise using census and victimisation survey data demonstrated that “the current empirical evidence that area characteristics effect, albeit statistically significant, are lower than individual household effects implies that household victimisation  first and foremost relates to households’ profile and lifestyle” (p228). The household is the important hot dot, it appears.  Tseloni’s work, alongside the Trickett and Johnson work mentioned above, vindicates the choice of the hot dot rather than the hot spot as the preferred unit of analysis. The fact that it is more helpful operationally is a bonus.
Hot Dots: People
Returning to the world we currently inhabit, what is the level of inequality in victimisation at the ‘hot dot’ level? The person is here the unit of count, and the issue is how useful is victimisation of the individual to estimating future risk. There are many ways in which the extent of repeat victimisation is inadequately captured in any data you are likely to come across. (In what follows, repeat, multiple or chronic victimisation are synonyms, to avoid boring repetition of the same term). Statistics of crime reported to and recorded by the police are flawed because only around a half of all crimes suffered are reported to and recorded by the police. This underestimation is especially large for multiple victims who become demoralised by authorities’ lack of effort or lack of success in preventing the recurrence of their victimisation. Such people often simply stop reporting what has happened. Relying on victimisation surveys is better than police recorded crime data but there are two important ways in which underrepresentation of chronic victims is a problem with such surveys. 
The first way in which victimisation surveys understate the extent of multiple victimisation is the capping of crime counts (Farrell and Pease 2007; Planty and Strom 2007; Lauritsen et al. 2012; Walby et al. 2016). It is currently almost ubiquitous amongst victimisation surveys to limit in analysis the number of events which occur as part of a series, that is with the same perpetrator in similar circumstances. The obvious example of such high levels of repetition is domestic violence. In such cases the Crime Survey for England and Wales (CSEW) caps the number of events in a series at five. So a victim tells the interviewer she has suffered a series of fifty assaults at the hands of the same perpetrator over the course of a year. This number will be capped at five events. The victim said fifty, this appears in the published data as five. Please re-read the last sentence. To the writers it represents the triumph of statistical convenience over human suffering. Long overdue changes to this convention are at the time of writing being considered in both the USA and in England and Wales. Some academics have reanalysed the data placing the cap very much higher. A cap of 49 was applied for each crime type in the analyses presented below. Ideally there would be no cap, but this would require supplementary interviews with chronic victims to establish the reliability of the numbers of events recounted. Failing that, the decision to cap at 49 was made after examining the frequencies of each offence type so that the exclusion of events was less than 0.1% in each case. 
The second way in which victimisation surveys understate the true extent of chronic victimisation is the time window (Farrell, Sousa and Weisel (2001). The underestimation occurs because with (say) a one year recall period in victimisation surveys, a crime described as having occurred in the January of the recall year may be a repetition of something that happened in the previous December, which is out of the survey’s range. Similarly, an event recounted as having happened in the December of the recall year may be precursor of events after the recall year has ended. What sort of difference does this make? Table 1, modified from the Farrell et al. work, shows the extent of underestimation of repeat victimisation involved. 
Table 1: Volume of Repeat Burglaries Using Different Time Windows, by City (Indexed to 100 at 12 months)
	
	Indexed to 100 at 12 months

	Time Window (Months)
	Baltimore
	Dallas
	San Diego

	6
	69.6
	72.7
	69.0

	12
	100
	100
	100

	18
	119.0
	117.7
	122.6

	24
	133.2
	127.3
	140.6

	30
	149.6
	137.3
	152.3

	36
	161.5
	146.1
	163.2



Indexing the typical twelve month recall period to 100, it will be seen that a two year recall period would capture around one third more repeats. A three year recall period would capture around 50% more repeats than the twelve month recall period. A six month recall period would capture only around 70% of the one year repeats. Taken together, the capping of incidents and the time window effect are significant ways in which the extent of multiple victimisation is understated. 
Table 2 sets out the distribution of victimisation events by respondent for the most recent sweep of CSEW (2014-15). It includes cross-type repeats, so shows the inequality of distribution of crime events in general. 


Table 2. Victim Frequency by Number of Crimes Suffered Crime Survey for England and Wales 2014-15.
	Number of Crimes
	Total Crimes

	
	Frequency
	N of Repeats

	1
	3978
	0

	2
	1082
	1082

	3
	396
	792

	4
	217
	651

	5
	106
	424

	6
	67
	335

	7
	24
	144

	8
	29
	203

	9
	12
	99

	10
	24
	216

	11
	9
	90

	12
	14
	154

	13
	6
	72

	14
	8
	104

	15
	5
	70

	16
	7
	105

	19
	3
	54

	20
	3
	57

	21
	1
	20

	23
	1
	22

	24
	4
	92

	25
	2
	48

	28
	1
	27

	30
	2
	58

	34
	3
	99

	42
	1
	41

	43
	1
	42

	48
	1
	47

	66
	1
	65

	80
	1
	79

	Totals
	
	


What is the reader to take from Table 2? The proportion of all crimes which are preventable in the sense that they are the second or subsequent events suffered during the year recall period is 47%. The time window effect, and what happens behind the doors of households which refuse to respond to the survey (about which we confess to worrying greatly), will take the figure well beyond half of all crime captured by the survey. 
One approach to estimating the true extent of repeat burglaries on the basis of police recorded crime data (Frank et al. (2012)) looked at data from Vancouver. It concluded
“Whereas repeat burglaries constituted 20% of recorded burglaries, after adjustment they were half of burglaries. Moreover, households with five or more burglaries accounted for less than1% of recorded but, after adjustment, one in five actual burglaries (21%)”.
An adequate visual representation of the extent of inequality of victimisation is difficult to come by. Figures 1, 2 and 3 represent our attempt at such a representation. They show data for property, personal and vehicle crime respectively from CSEW (2000-2012). They exclude cross-type repeats. [footnoteRef:2] Please look at Figure 1. Respondents were ranked in terms of the number of victimisations they suffered. This ranking was expressed as percentiles on the abscissa. In Figure 1the columns are shaded according to survey year shown in the key. Looking at the abscissa, nothing appears at the 80th percentile for any year. Thus 80% of respondents suffered no victimisations of the crime type depicted whereas the rightmost cluster of columns shows that the most victimised 1% suffered an average of five property crimes each over the year (shown on the ordinate) in the most recent survey. Figures 2 and 3 are structured in the same manner, with Figure 2 showing that the top 1% of respondents suffered an average of seven crimes against them in the most recent sweep of the survey. Figure 3 shows that the most victimised 1% of respondents with regard to vehicle crimes suffered around four such crimes each. [2:  Sample sizes varied from9000 respondents in 2001 to 46000 in 2012.] 

The data have been presented in this way to show the extreme inequality in victimisation by each type but also so as not to hide the reduction in the absolute decline in the amount of victimisation suffered in recent years, the quasi-global crop drop. Chronic victims have suffered progressively less crime over time. However, importantly, when the number of crimes suffered has thankfully dropped, the proportion of crime suffered by the ‘vital few’ has increased (Ignatans and Pease 2015, 2016). In line with our injunction to make explicit what we take to be operational implications of the research, we believe them to be as follows.
i. Crime control should concentrate on the prevention of repeat victimisation, which accounts for the bulk of all crime.
ii. As crime declines, the average travel distance between the locations of prior victimisations gets longer, making visible patrol an ever less efficient means of prevention, making reliance on self-protection and neighbour cooperation increasingly important. Put another way, as the distance between hot dots increases, the focus on individual hot dots becomes more important.






Figure 1.Average numbers of property victimisations per victim by percentile, CSEW Sweeps 2000-2012










Figure 2. Average numbers of personal victimisations per victim by percentile, CSEW Sweeps 2000-2012









Figure 3. Average numbers  of vehicle victimisations per victim by percentile, CSEW Sweeps 2000-2012


The importance of ictimisation concentration is demonstrated in a different way by figures 4 and 5. The CSEW sweep of 2002-2003 was used in building these figures because this sweep of the survey was the last in which individual sampling points were identified. Screener questions (ie the initial questions asked of all respondents) were used and events reported capped at 49 per offence. The proportion of victims (prevalence), as well as average victimisations per respondent and per victimised household (concentration) were calculated for each sampling point. Areas were ranked by average victimisation of a victimised household and split into deciles. For violent crime the first two deciles were crime-free, therefore the third decile was indexed to 100. For property crimes, the first decile was indexed. 
The pattern presented here further exemplifies the importance of inequality of victimisation. The areas in the top decile, ie with the highest average victimisations per victim (concentration) and per household (incidence) tend to have, if anything, a slightly lower prevalence of victimisation. These figures echo Trickett et al. (1992) and Johnson et al. (1997) perhaps even more dramatically than the earlier Figures.To put it in practical terms, areas where repeats are more concentrated have fewer single targets, therefore targeted prevention of repeats in the most victimised households in these areas would further amplify effectiveness of the tactic and is also easier to carry out as the likelihood of a household being victimised a single time is also lower in same areas.
Figure 4. Proportion of Victimised Households, Average Victimisation and Victimisation per Victimised Household experiencing personal crime, Indexed to 100 and aligned by Average Victimisation per Victimised Household, CSEW Sweep – 2002/2003

Figure 5. Proportion of Victimised Households, Average Victimisation and Victimisation per Victimised Household experiencing property crime, Indexed to 100 and aligned by Average Victimisation per Victimised Household, CSEW Sweep – 2002/2003

Figures 4 and 5) make the point that ranking areas by crime experienced shows that the top decile (10%) of areas suffers 17 times the violent crime and 6.5 times the property crime of the lowest decile. This is driven by concentration not prevalence.
So far this chapter seems parochial, with almost exclusive reliance on British data. This is simply because of confidence in and availability of that data. Many previous studies show the huge extent of hot dot contribution to crime problems. In Minneapolis, Sherman showed that 64% of all calls for police service were from 5% of addresses. In Canada, Perreault, Sauve and Burns (2004) showed that some 2% of adults suffered 60% of violent incidents. Sorensen (2004) showed the extent of repeat victimisation in the ‘private Danish home’. Using International Crime Survey sweeps of 1992 and 1996, Farrell and Bouloukous (1991) have presented the proportion of incidence reported as repeats in Northern Ireland, Netherlands, Scotland, England and Wales, Switzerland, Belgium, France, Finland, Sweden, Italy, Austria, USA, Canada, Australia and New Zealand. A proportion of crimes was examined in a smaller number of countries (e.g. 1992 sweep explored repeats of robbery only in Sweden). More detailed information is available in the original article, yet the presence of repeat victimisation, its severity and necessity to address reaches all corners of the world.

We conducted analyses of more fragmentary data from other countries extracted from the International Crime Victimisation Survey (Pease and Ignatans, 2016). As demonstrated by figure 6, repeated events are not merely an artefact of discourse in England and Wales. Essentially the picture is the same as that found by Bouloukos and Farrell (2001), Kleemans (2001), Morgan (2001) van Dijk (2001) and Mawby (2001). Australian data analysed by Sagosky and Johnson (2007) showed the probability of repetition to be some six times that of initial burglary victimisation. The criticism may still be advanced that victimisation surveys are exclusively conducted in the developed world, so repeat victimisation may not be a global phenomenon. This makes a study conducted by Aiden Sidebottom in Malawi of special importance and interest (Sidebottom 2012). He demonstrated substantial rates of repeat burglary victimisation, with some 2% of households suffering 28% of burglaries. This is an underestimate since the most victimised groups were asked only to specify “4 or more burglaries”. 
Another criticism is that while multiple victimisation has been amply demonstrated as regards domestic burglary, the evidence elsewhere is more sparse. This is true, but where it has been sought, it has been found. It is self-evidently true for domestic violence (and all other series offences captured in CSEW). It has been found to apply to racial attacks (Sampson and Phillips 1992), Bank and Building Society robberies (Matthews et al 2001), and bullying amongst children (Schwarz wt al. 1993). Self-reports by offenders make clear the advantages of returning to offend against the same target (Shaw and Pease 2000)). 
The ubiquity of massive levels of hot dots tempt us to think in terms of a simple reward-based explanation for repeat victimisation. If a bully beats up someone with no consequences, why would he or she not do it again? If domestic violence is inflicted and the victim stays in the relationship, what are the onstacles to its recurrence? The phrase ‘whipping boy’ captures the idea that successful victimisation fuels itself in a pan-human way. 
Having dispensed with the charges of parochialism and burglary-centrism, let us now turn to the charge that we are neglecting the demographic and economic variables which make people vulnerable to crime, and that attention to repeat victimisation allows an offender one ‘free go’ at a vulnerable person. Responses to these will be made in turn. There are many studies demonstrating differences in vulnerability according to citizen age and household attributes (Budd 1999;  Tseloni 2006; Tseloni et al., 2010; Tseloni and Pease 2014). As anticipated in the opening paragraphs of this chapter, a patrolling police officer will in the relatively short term come to have risk and harm information in real time. Privacy issues will arise insofar as information about individual households and businesses is included in the algorithm yielding risk and harm estimates. For that reason, such information is better excluded until and unless public demand for more precise harm estimation drives a change. Pragmatism also favours the use of prior victimisation as a proxy for risk, including both measured and unmeasured variables which are risk relevant (Tseloni 2006). In other words, if there are things you haven’t measured or are too subtle to measure but they contribute to victimisation risk, just look at the victimisations themselves, to which these unmeasured factors contribute. In brief, cut to the chase and look at earlier crimes. 
The argument that an exclusive attention to the prevention of repeat victimisation gives offenders ‘one free go’ is well made. We take it as a given that homes and cars should be built incorporating adequate security measures; that financial systems are designed to reduce money laundering, that facilities are available to keep perpetrators of domestic violence away from their victims and so on, in short that prudent measures are taken to minimise crime by designing it out and deploying technology which protects (for example pendant alarms to victims of domestic violence).  The stress here is simply that the prevention of repeat victimisation is a crucial and relatively neglected aspect of the crime control enterprise, not its totality. 

Figure 6. Reported repeats, ICVS Sweeps 1992 - 1996

Three closing points should be made about hot dots. 
i. Generally, repeat crimes against the same target tend to happen swiftly. First demonstrated by Polvi et al. (1990) the finding seems ubiquitous. It is one of the bases for the near repeat phenomenon described later.
ii. Diverse analyses, including offender self-report, establishes that the bulk of repeats are committed by the same offenders (Bernasco 2008; Shaw and Pease 2000). The claim that repeat offenders against the same target tend to be more prolific remains contentious.. 
iii. A systematic review of attempts to prevent domestic burglary through the prevention of repeat offences against the same target tend to be successful (Grove et al., 2012).

Hot Dots: Places
As described earlier, concentration at the most disaggregated level is important for crime control as providing the most focused attention for remedial action by police or other regulatory agencies. This is true for both people and locations. A typical pattern in any urban setting is that a small number of bars or clubs account for the bulk of crime and disorder problems. These have come to be termed ‘risky facilities (Eck et al. 2007). In their words

 “for any group of similar facilities (for example, taverns, parking lots, or bus shelters), a small proportion of the group accounts for the majority of crime experienced by the entire group” (p226).
They provide examples from stores, bars, apartment complexes, and motels and reasons for the general pattern of extreme concentration of the few risky facilities. While this chapter is about patterns of concentration rather than what to do about them, there are many classic case studies in crime prevention which demonstrate what can be done by reducing risks in risky facilities. [footnoteRef:3][footnoteRef:4]  [3:  http://www.popcenter.org/library/awards/goldstein/1999/99-22(W).pdf accessed Nov 29th 2016]  [4:  http://www.popcenter.org/Responses/urban_parks/print/ accessed Nov 29th 2016] 

Hot Spots and the Craft of Policing
The original usage of the term got spot was in geology, referring to places of anomalous heat on the earth’s surface above uprising plumes of magma. The hot spot is inferred by anomalous volcanic activity (ie not occurring at the edges of tectonic plates). Hot spots in this sense extend across time. While the term was borrowed by criminology from geology relatively recently, the existence and record of areas high in crime has a long history. Farrell and Sousa (2001) cite accounts of localities high in crime from the 118th century but one suspects that there were such areas from the point at which people took to living in permanent settlements.  
John Eck (Eck et al. 2005) defines the term hot spot so widely as to subsume the hot dot as described above.  “Researchers and police use the term in many different ways. Some refer to hot spot addresses….., others refer to hot spot blocks… and others examine clusters of blocks….. Though no common definition of the term hot spot of crime1 exists, the common understanding is that a hot spot is an area that has a greater than average number of criminal or disorder events, or an area where people have a higher than average risk of victimization” (p2).
The literature of hot spots is often treated as co-terminous with the criminology of place generally. David Weisburd, doyen of criminologists of place, proposed (Weisburd 2015) that ‘‘for a defined measure of crime at a specific microgeographic unit, the concentration of crime will fall within a narrow range of bandwidths of percentages for a defined cumulative proportion of crime’’(p138). The unit of analysis he used was the street segment, and the degree of clustering was similar across four cities and years. The Weisburd law of crime concentration thus reflects the issues of clustering set out earlier in this chapter. Cory Haberman  and colleagues (Haberman et al. 2016) sought to test Weisburd’a Law for street robberies across different ‘temporal scales’, ie clock time, date and season. Their data supported the Law. However although the same small proportion of street segments hosts a large proportion of street robberies, they were not necessarily the same street segments. The coincidence across times was slight. Put another way, the hot spots were slippery. They were not hot dots (place), stable over time. In the later section on hot flushes, we will describe how this slipperiness may be understood and put to use in predictive patrolling.
The common understanding described by John Eck is the one used here, which separates the hot spot from the hot dot (place). The default approach to the identification of hot spots is mapping and thousands of maps are routinely prepared in police forces, where high crime areas are defined by ellipses calculated to maximise the crime difference inside compared to outside the ellipse. One way of distinguishing the hot spot from the hot dot (place) is that the latter is adequately represented by an old-fashioned pin map, the former is not. The question asked throughout this chapter is, what are the police operational implications of hot spotting? Locating areas with enduring high or low rates of crime, or having varied crime profiles by type, is useful for resourcing purposes. Beyond that its benefits depend on the links between the analytic approach and presumptions about reasons for the observed concentrations. In short, as argued by John Eck, you have to have ideas about what is happening ‘on the ground’ for hot spot mapping to be useful. This point is developed in the following paragraph. Two clarifications are needed here. First, mapping which starts from an explicitly spatial base neglects those who carry their risks around with them, by dint of lifestyle or personal attributes (hot dots, people). It also neglects household-area interactions. For example more expensive homes in deprived areas are more burglary prone than equivalent homes elsewhere (Tseloni 2006). This is important information for prevention-minded officers, but will not be evident in area maps. 
Police analysis departments which produce maps with the same specification routinely are doing a useful job, but are missing an important trick. John Eck scrupulously identifies the link between how one frames questions to be addressed by mapping and presumptions about the reasons for the heat of hot spots. Clusters without theories as to the dynamics of crime are of marginal value in selecting patrolling routes, without knowing where precisely to go and what to do within the designated hot spot. One of us, in conversations with police officers, always asks what they would do first if they found themselves in an area designated a hot spot. Their answers typically take time to arrive and there is little consensus amongst them. The best (in our view) is just to talk to people and see what they say. Sophisticated hot spot mapping software exists enabling clever analyses using techniques such as spatial autocorrelation and nearest neighbour interpolation, but the many thousands of maps prepared for routine police use are in our experience more often than not unconnected with their policing implications. Our friend Gloria Laycock calls the mapping enterprise as it currently exists blobology, because of its lack of focus on operational policing decisions. 
One of the most important shortcomings of the mapping of hotspots as it is currently practised in policing is the way in which it sums events across time. The most obvious example of this is the production of maps depicting patterns across time, both clock time and date time.  Crime profiles of an area vary shift by shift, but maps tend to show data aggregated across shifts. Perhaps the assumption of stability of crime hotspots is owed to the term’s geological provenance. After all, the Old Faithful geyser in Yellowstone National Park has been erupting around twenty times a day since it was discovered in 1870. In 1870 no-one had ever stolen a car, still less issued threats to kill on Facebook. 
The above observations about the limitations of hot spotting must be qualified in one important way. Police officers are not pawns to be moved around the squares of a chessboard. Any conscientious and experienced police officer placed in a designated hot spot would attempt to work out what the problem was. This is the basis of a rough and ready but practical approach developed by Alan Edmunds, a former officer in London’s Metropolitan Police. 
His approach is most evident in Operation Cobra, whose report gained
the Herman Goldstein Prize for Problem-Oriented Policing in 2004. The unit
of count was the street rather than the individual person or home. The initial
analysis showed that 1 per cent of streets hosted 10 per cent of vehicle crime,
and 13 per cent of streets accounted for half of all crime. The tactic was
simply to talk to the people in the streets, analyse the crime data and take
remedial action. Streets with most vehicle crime applied customised warnings
to victims, property marking, lighting and structure changes to the streets,
and full forensic examination of crime scenes wherever possible. Streets with
somewhat less vehicle crime omitted the forensic work, and those with still
less crime excluded the structural changes. The crucial point, as seen by Alan
Edmunds, was making contact with local citizens who understood the problems
and in one case remarked ‘What kept you?’ to police officers responding to
the concentrated problem. The obvious objection, that some streets are longer
than others and hence will host more crime on a chance basis, is dismissed
by Alan Edmunds. He notes that where a long street is included in Operation
Cobra, the offences are clustered at one or two places along it. In the first
nine months of Operation Cobra, the number of vehicles stolen declined by 25
per cent, and there was a 33 per cent reduction in thefts from vehicles. This
reduction was not experienced elsewhere in the force area. To demonstrate
the agency of Cobra in the decline, greater declines were experienced in those
streets which had previously hosted most crime, with reductions ranging from
37 per cent to 58 per cent in the previously most victimised streets. Alan
Edmunds has since applied the same analytic approach to crimes of violence
and criminal damage, showing similar inequality across streets.
The moral of the Edmunds approach is that hot spotting at the street or area level provides a rough focus for the craft of policing to come into play. One could almost characterise the craft of policing as the ability to convert hot spots into hot dots. This is also evident in some classic crime reduction success stirues. Paul Ekblom identified that a high proportion of thefts from Oxford Street stores in London came from one store. Looking closer it was found that one single product sold in that store was responsible for the problem, and that a change in packaging practice saved the day (and much police time). 
Hot Flushes
The anticipation of offence time and location is perhaps the least contentious type of prediction for the purposes of crime reduction. It simply seeks to locate effort where and when problems exist. The extent of crime fluctuates by season, day and clock time (see for instance Johnson et al. 2012). Even modest crime ‘bursts’ are useful for resource allocation, but this section is devoted to a particular type of episodic crime pattern, the near repeat. The clearest demonstration of the phenomenon lies with domestic burglary, the subject of most research on the topic. The phenomenon involves a temporary increase in rates of victimisation following a burglary, extending over a matter of weeks and up to a distance of around 400 metres (Bowers et al. 2004; Johnson and Bowers 2004a,b; Bowers and Johnson 2004). The same basic pattern exhibits itself in the countries where it has been looked for (Johnson et al. 2007). The approach was later developed incorporating contextual variables (Johnson et al. 2009b).
An essentially similar approach and findings have been uncovered by George Mohler and colleagues (Mohler et al. 2011). Clustering in time and space has also shown itself in thefts from motor vehicles (Johnson et al. 2009a), insurgent activity in Iraq (Townsley et al. 2008) and patterns of shark predation (Martin et al. 2009). The scope of application of the near repeat approach is far from exhausted!. 
This space and time limited burglary risk elevation was interpreted as a reflection of optimal foraging, whereby homes near the initially burgled home are burgled up to the point where the rewards offered by the locale are exhausted and/or the risks involved are seen to have become unacceptable. The parallel of offender target choice with a foraging animal which exhausts one part of a habitat before moving off elsewhere is clear and simple. The optimal forager meme has proved extremely helpful as a means of communicating what this form of prediction is about. This has been immensely aided by Jerry Ratcliffe’s supply of a near repeat calculator and other useful free software. The near repeat calculator allows practitioners very easily to work out how many near repeats would occur by chance.[footnoteRef:5] The ideal prediction device is simple to use, have useful predictive power and a ‘back office’ which enables enhancement of the measure. An approach based simply on referred risk as a consequence of nearby victimisation ticks all the relevant boxes.  [5:  http://www.jratcliffe.net/software/ accessed December 1st 2016.] 

Tha Rand Corporation published a substantial report on predictive policing (Perry et al 2013). It was more wide-ranging in its scope than prediction of time and place of crime but reached conclusions germane to the present discussion. It also has the virtue of being practitioner oriented. In the final chapter of their report, titled “Findings for Practitioners, Developers and Policymakers” the authors focus on dispelling some “commonly repeated myths” about the field. These myths are
· The Computer Actually Knows the Future. “These techniques are useful to the extent that crime in the future will look similar to crime in the past” (p115). This is essentially a plea for iterative testing and flexibility.
· The Computer Will Do Everything for you “while it is common to promote software packages as end-to-end solutions for predictive policing, humans remain – by far- the most important elements in the process” (p117).
· You need a high-powered (and expensive) model. “Most police departments do not need the most expensive software packages or computers to launch a predictive policing programme”(p117)
· Accurate predictions do not automatically lead to major crime reductions. “Achieving actual decreases in crime requires taking action based on … predictions” (p119). Shane Johnson and Toby Davies of University College London are currently undertaking an examination of dose response relationships, ie how much police presence is necessary to effect reductions in crime, given the accuracy of their predictions.
The advice is wise. One of the present writers has recognised this having been involved in two impressive local initiatives (see Fielding and Jones 2012; Rowley 2013) based upon the Johnson and Bowers approach, namely to identify areas radius 400 metres around prior burglaries. These were colour coded according to time, with the first week after the event shown as red, with the colour changing until it disappeared altogether after four weeks. Patrolling was mostly directed to red areas, and reverted to normal levels when the circle disappeared altogether. In one of the projects, the mapping was done in house, in the other it was contracted out. The former alternative proved much more satisfactory primarily because of the greater closeness of the mapping analyst and police officers on the ground. In the event, both projects resulted in major reductions in domestic burglary, and the more successful one (because the analyst was the mapper) was able to show that the proportion of burglaries within targeted areas did not decline with the decreasing number of burglaries. In other words, the approach remained as successful at predicting burglary sites even as the total burglary count declined. This is important because it precludes the argument that burglars simply learn not to forage optimally. A common feature to both projects is that the crime decline was greatest the closer one came to the prior burglary event. We are almost at full circle now. There is much to be gained from the prevention of repeat victimisation.
The hot flush topic is currently fashionable and hence vulnerable to the merchandising of software which its users do not understand, formulaic implementation of projects imposed on unwilling front line police officers and in consequence inevitable failure. Yet the potential is great. 
So what?
What should police practitioners who are interested in what to do about crime concentration do next? Suggestions have been extensively made throughout this chapter so what is left must be pithy and general. Here goes.
· The successful prevention of repeat victimisation could prevent most crime, would most benefit high crime areas and carries little or no human rights baggage, ie it is helping people who have asked for help. It requires no real analytic effort. 
· The more specific a point of concentration can be identified the better (hot dots (places0 and hot dots (people) are more useful than hot spots.
· Hot spots are not useless. They are challenging but the craft of policing does exist and can be used to turn hot spots into hot dots.
· [bookmark: _GoBack]Predictive patrolling is possible, and simple locally grown software and expertise is generally to be preferred to commercial products because of the in house learning and skills enhancement which it brings.
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Mean Victimisations

% Victimised Households	3	4	5	6	7	8	9	10	100	146.96185260962838	235.00437038578431	402.70027429552079	323.84067020818912	280.30113744008065	337.61499610245681	249.26543351682599	Victimisations/ Household	3	4	5	6	7	8	9	10	100	146.96185260962812	235.00437038578332	438.32924207767496	482.0702672703942	531.2312180521526	910.79465969227545	1607.5615862653158	Victimisations/ Victimised Household	3	4	5	6	7	8	9	10	100	100	100	109.05055849500309	149.93827160493808	193.83450911228687	273.37669018224562	604.21810699588468	



% Victimised Households	1	2	3	4	5	6	7	8	9	10	100	109.30729994069087	188.17278724772339	193.1706871617813	176.95639411936466	197.58664179258281	214.16305170902925	219.7492660045817	219.64777295485496	153.35292640207362	Victimisations/ Household	1	2	3	4	5	6	7	8	9	10	100	109.3072999406908	220.23265532377906	255.5227820550719	259.73414689001635	322.02861629430504	401.80842470783563	470.68870002096611	580.23924597363157	660.59888914224837	Victimisations/ Victimised Household	1	2	3	4	5	6	7	8	9	10	100	100	115.84264843524122	132.22695514362195	147.318730652064	162.31291085457707	185.81258933110777	216.2313115553851	264.4192878452136	326.83631354927655	



1992	Robbery	Sexual Incidents	Assault and Threats	Car Vandalism	Theft from Car	Theft from Person	Motorcycle Theft	Attempted Burglary	Bicycle Theft	Burglary	Theft of Car	57.14	48.34	35.04	24.97	21.5	18.93	18.66	18.489999999999998	18.46	15.95	11.72	1996	Robbery	Sexual Incidents	Assault and Threats	Car Vandalism	Theft from Car	Theft from Person	Motorcycle Theft	Attempted Burglary	Bicycle Theft	Burglary	Theft of Car	27.77	45.95	41.27	25.03	19.55	16.43	24.84	18.64	19.600000000000001	17.14	13.25	



2000	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0.79400000000000004	1	1	1	1	1	1	1	1	1	1	1	1.3420000000000001	2	2	2.0760000000000001	3	4.0309999999999997	9.8330000000000002	2001	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0.93799999999999994	1	1	1	1	1	1	1	1	1	1.8879999999999999	2	2	2.7610000000000001	3.4710000000000001	9.5950000000000006	2002	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0.85299999999999998	1	1	1	1	1	1	1	1	1.3169999999999999	2	2.0390000000000001	3.2309999999999999	8.0399999999999991	2003	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0.09	1	1	1	1	1	1	1	1	1.0269999999999999	2	2	2.7770000000000001	7.06	2004	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0.30199999999999999	1	1	1	1	1	1	1	1	1.5780000000000001	2	2.7349999999999999	7.226	2005	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0.33	1	1	1	1	1	1	1	1.2190000000000001	2	2.512	6.23	2006	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0.123	1	1	1	1	1	1	1	1.2430000000000001	2	2.427	6.1829999999999998	2007	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0.46200000000000002	1	1	1	1	1	1	1	1.2669999999999999	2	2.5529999999999999	6.8940000000000001	2008	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0	0.38800000000000001	1	1	1	1	1	1	1	1.837	2.2170000000000001	5.923	2009	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0	0.46200000000000002	1	1	1	1	1	1	1	1.9359999999999999	2.3050000000000002	6.0250000000000004	2010	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0	0.35	1	1	1	1	1	1	1	1.8029999999999999	2.2389999999999999	5.3319999999999999	2011	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0	0.25	1	1	1	1	1	1	1	1.74	2.1640000000000001	5.4530000000000003	2012	80	81	82	83	84	85	86	87	88	89	90	91	92	93	94	95	96	97	98	99	100	0	0	0	0	0	0	0	0	0	0	0.65600000000000003	1	1	1	1	1	1	1	1.5840000000000001	2.1059999999999999	5.4349999999999996	Sample Percentile
Mean Victimisations

