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Abstract 

 

Sound has been used for scientific investigation for many years; the stethoscope 

and the Geiger counter are just two examples. Sonification is a method of 

transforming data into sound. The listener can then explore the data sonically; 

this which? can reveal hidden structures and relationships not apparent through 

visualization.  This paper discusses the advantages of sonification and introduces 

the reader to techniques such as audification, parameter mapping and model-

based sonification. It provides case studies of astronomy astronomy-based 

sonification and concludes with a brief discussion of current work on the 

sonification of radio astronomy data as part of the Search for Extra-Terrestrial 

Intelligence (SETI). 
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1.0 Introduction 

 

Just for one moment, close your eyes and listen.  

 

What cues about your environment can you establish just by listening? Are you 

sat in large reverberant hall or a small-enclosed room? Can you hear a clock 

ticking? In what direction is the clock? We are often unaware of the richness of 

information sound can portray to us. For example, if we pour water into a vessel 

it will resonate with increasing pitch, providing an acoustic indication of its 

fullness. When driving a car we often use the sound of the engine to anticipate 

changing gear. 

 

Sonification describes a process where raw data is analysed or explored through 

the medium of sound.  In Greg Kramer’s “Sonification Report” this is defined as… 

 

“The transformation of data relations into perceived relations in an acoustic 

signal for the purposes of facilitating communication or interpretation” (Kramer 

et al, 1999).  

 

Sonification is a series of techniques that take data as an input and generate 

sound as an output. Generally the input data is a numeric series such as a column 

of a spreadsheet, and it can be multidimensional. The sonification algorithm is a 

computer program that transforms data into sound. This algorithm can be 

implemented in a traditional programming language, such as C++/Java, or a 

graphical based environment such as MAX/MSP. The output is a synthesized 

sound, an audio file or a MIDI file that is later played through a synthesizer.  



 

The phrase “sonification” has parallels with the term “visualization”. Whereas 

visualization is a process of representing data in a graphical format, sonification 

is a process where data is represented sonically. Listening to data can reveal 

patterns and structures that may not be apparent through visual methods.  

Hermann (2010) identifies several areas where sonification techniques could be 

utilized within a scientific context.  Process monitoring, rapid summary of large 

data sets, searching for patterns in data, and exploratory data analysis. 

Sonification techniques have been applied in many scientific disciplines 

including astronomy, particle physics, chemistry, mechanical engineering, 

medicine, seismology and meteorology.  

 

Many scientific investigations involve the analysis and exploration of large 

multidimensional data sets that have traditionally been perceived by 

visualization techniques. There are limitations to visual perception, such as 

temporal resolution and difficulties in representing multiple dimensions of data. 

Sonification can provide an alternative to visualization techniques or used in 

conjunction to enhance analysis.  

 

1.1 Multidisciplinary aspects of sonification 

 

Sonification combines skills found in many areas such as music technology, 

computer science, sound design, composition and performance, data mining, 

acoustics and physics. An excellent example of multidisciplinary sonification is 

the sonEnvir project (Campo et.al, 2006), which investigated implementing 

sonification techniques in a range of scientific disciplines including neurology, 

theoretical physics, signal processing and sociology. The project produced a 

series of tools based around the Supercollider programming language (Cycling74 

,n.d.). 

 

 

2.0 Why use sound?  

 

There are several characteristics of auditory perception that sonification exploits 

(Kramer pg 7, 1994). The ear is excellent at perceiving time based information, 

such as rhythm and pitch. The highest pitch we can theoretically perceive is 

20Khz (in practice it is often much lower) – that is we can detect acoustic 

vibrations that oscillate over 20,000 times a second. If such a frequency rate was 

to be presented visually – much of the information would be blurred or lost 

completely. The ear is better at detecting rapid or transient changes than the eye.  

 

We are capable of perceiving several sounds simultaneously. Whilst listening to a 

classical music performance, you will be able to distinguish the individual 

components of the orchestra concurrently. This ability means that we can listen 

to several sonified streams in parallel, which is advantageous when dealing with 

multidimensional information. 

 

Backgrounding is the ability of our auditory system to relegate sounds to a lower 

priority. Although we are constantly surrounded by sound, we are not aware of 



most sounds until out attention is drawn to them. For example, you may not be 

aware of road traffic outside until a passing motorist sounds their horn. 

 

Our hearing is multidimensional; we have the ability to localize sound. If a tiger 

snaps a twig behind us, we are alerted to this danger that we didn’t see because 

it was not in our field of vision. Unlike a visualization visualisation system, we do 

not have to be orientated in the direction of the sonification. An example of this 

is the Geiger counter. As it provides its information in clicks we do not have to 

constantly observer the meter, so we can safely walk around taking 

measurements.  

 

A sonification can be “eyes free” – enabling the user to listen to the data while 

occupied with another task. So the addition of sound can increase the amount of 

data presented without increasing visual overload. Our hearing is constant; we 

do not have the ability to stop listening. This can be useful when monitoring data 

because if the data was visual we could miss an event if we blinked or looked 

away momentarily.  

 

There are of course some disadvantages of using sound. Auditory perception is 

relative. When comparing two stimuli we can only state if they are same or if one 

is larger than the other; we cannot give an absolute value. Many characteristics 

of hearing are co-independent upon others, so a change in one will change how 

we perceive another – for example our perception of loudness changes with 

pitch. 

 

Some individuals may find the use of sound to be an irritation. Consideration 

should be given to environmental issues of sound; someone quietly working in 

the next office may not appreciate hearing your sonification. The hearing 

capabilities of the listener may also be a consideration. Some may have noise-

induced hearing loss or even amusia (tone deafness). 

 

3.0 Sonification techniques 

 

There are several algorithmic techniques used to transform data to sound, in this 

section we discuss these processes and provide examples within a science. 

 

3.1 Auditory graphs 

 

Most readers will be familiar with the concept of a graph, having an x and y axis 

and a series of data points plotted between. Auditory graphs are a sonic 

representation of graphical data. Each data point on the graph is mapped to a 

note on a synthesizer. The pitch of the note depends upon where the point falls 

upon the Y axis. Starting at the XY origin each point is played from left to right – 

so that the output is a series of notes that corresponds to the input sequence. 

Multidimensional graphs can be represented by converting each dimension into 

a different instrument, for example piano, guitar and violin. This form of 

sonification can be beneficial for presenting graphical data to both visually 

impaired and sighted users. 

 



 

3.2 Audification 

 

Audification is where data is directly converted to sound. Techniques are based 

around converting the data to digital audio samples, which can then be saved in 

an audio file. This practice is beneficial for working with large data sets. One 

second of CD quality audio requires 44100 data points. If the playback length is 

too short the listener may not be able to distinguish any sonic features or 

recognize patterns.  

 

Audification has been applied to seismology with relative success. Speeth (1961) 

found that it was difficult to differentiate atomic bomb explosions from 

earthquakes just by visual observation of seismograph data. By audification, 

listeners were able to distinguish between the two types of events. 

 

In an engineering context, audification was used by Pauletto and Hunt (2004) in 

collaboration with Westland Helicopters to analyze flight data. There are 

numerous flight sensors on a helicopter, which the Westland engineers would 

print out in graphs and placed on the floor so that they could examine all the data 

visually at once. Sonifying the data was found to accelerate the diagnostic 

process. 

 

Audification was utilized by Pereverzev et. al. in their research on weakly 

coupled super fluids. Presenting data visually demonstrated no useful 

information, but when the data was directly audified Pereverzev was able to 

hear frequency components that led to a discovery. 

 

“If the electrical output of the displacement transducer is amplified and 

connected to audio headphones, the listener makes a most remarkable observation. 

As the pressure across the array relaxes to zero there is a clearly distinguishable 

tone smoothly drifting from high to low frequency during the transient, which lasts 

for several seconds. This simple observation marks the discovery of coherent 

quantum oscillations between weakly coupled superfluids.” (Pereverzev et al, 

1979) 

 

3.3 Parameter Mapping 

 

Parameter mapping is a sonification technique where input data is used to 

control a characteristic of a synthesized sound such as pitch, loudness, timbre, 

rhythm, and melody. This is perhaps the most common form of sonification. In 

‘sinification’ the data is mapped to the frequency of a sine wave oscillator. 

Midification describes a process where the data is converted to MIDI note values 

that can then be “played” on a MIDI synthesizer. As there are numerous acoustic 

characteristics of sound, parameter mapping can be used for sonifying multi-

dimensional data sets. 

 

An early example of parameter mapping was demonstrated by Sara Bly (1982) 

who showed that sound could be used to distinguish between 3 species of Iris 

flowers. She mapped characteristics such as sepal length and width to pitch, 



volume and timbre. When this was played back each variety of iris had its own 

characteristic “sound”. Bly found that most listeners had the ability to accurately 

identify each species through sound alone. 

 

An audio-visual browser was developed by Grond et.al (2010) to explore the 

structure of RNA. The software developed provides a visualization of RNA 

structure that the user can interact with, i.e. focus upon a particular section or 

expand out.  The software maps RNA shape information to parameters of sound 

such as loudness, phase and timbre. This is a good example of how sonification 

can enhance visualization techniques. 

 

3.4 Model Based Sonification 

 

Developed by Thomas Herman (2002), this moderately new technique data is 

used to form points in a multidimensional space. Each point of data has physical 

laws imposed upon it, which dictate how the data points relate to each other and 

the modeled space. The user then excites the data points by stimulating the 

system and the reaction of the points is sonified. In model based sonification the 

data forms an instrument that is played by applying a stimulus. The prepared 

piano is a good analogy for model based sonification. This instrument has 

physical objects inserted between its strings and dampers with the purpose of 

altering timbre. For example, a composer may attach Ping-Pong balls, paper clips 

or spoons. In this analogy the objects are data, and the piano is the data space. 

The presence of objects on the strings changes the sound of the piano when the 

instrument is played, very much how the data points interact with the model 

space when excited by an input. 

 

3.5 Interactive sonification 

 

Interactive sonification is an area that focuses on the importance of interaction 

between the listener and the sonification (Hermann & Hunt, 2005). Rather than 

passive listening, the user interacts with the data. They may have a controller 

that allows them to navigate the sound, replaying a section, and adjusting 

playback speed and position. 

 

3.6 Sonification Toolkits 

 

Several authors have developed open source sonification toolkits. A toolkit is a 

set of off-the-peg software that provides sonification functionality. The toolkit 

can be an entire application or a library of functions that can be incorporated 

into other tools. These applications make sonification more accessible to those 

new to the area, providing a quick and easy introduction to sonification 

techniques.  

 

The sonification sandbox (Walker & Cothran , 2003) is a standalone Java 

application developed to facilitate the creation of auditory graphs. The user can 

upload vector data in a comma separated values (CSV) format and control many 

parameters to the graph output such as voice, note length etc.  

 



MAX/MSP is a visual programming language for sound, which is popular with 

music composers. Instead of text the user manipulates graphical elements to 

build a program. aeSon Toolkit is a framework that adds sonification 

functionality to MAX/MSP’s impressive set of audio objects. This toolkit includes 

objects to extract data from files, to transform the data and to map to 

synthesizers.  

 

Some toolkits have been developed to extend the functionality of existing 

programing environments. The use of these tools enables users to rapidly 

incorporate sonification into their existing research. SKDtools is a library that 

extends the MATLAB (MathWorks ltd, n.d.) numerical computing environment, 

and Sonipy (Sonipy, n.d.) is a set of modules that add sonification modules to the 

Python computer programming language.  

 

 

4.0 Case study of sonification within astronomy 

 

Exploring the vacuum of deep space with sound may seem to be counter 

intuitive, but there are some interesting examples of sonification within an 

astronomical context.  

 

The Jet Propulsion Laboratory (JPL) has a multimedia presentation called 

“Spooky Sounds” intended to introduce concepts of sonification of space-based 

data (Jet Propulsion Laboratory, n.d.). This resource includes a variety of 

sonifications including Jupiter’s radio emissions, Ganymede’s magnetosphere, 

Cassini spacecraft flybys of Enceladus and Saturn, and Voyager 1 recordings of 

Jupiter’s bow shock. This site is an interesting introduction to space-based 

sonification. 

 

Sonification techniques were used to detect the impact of micrometeoroids upon 

the Voyager 2 spaceship while investigating Saturn’s rings (Scarf et al, 1992). 

There was a problem with the spacecraft that its controllers were trying to 

pinpoint using visual methods – but this only resulted in visual noise. By 

sonifying the data, a “machine gun” sound was perceived. This machine gun 

sound was caused by micrometeoroid impacts on the spacecraft.  

 

Selene (Selenological and Engineering Explorer) was a lunar orbiter spacecraft 

launched by JAXA (Japan Aerospace Exploration Agency) in 2007. Sobue et al 

(2010) developed a Geographical Information System based upon laser altimeter 

data obtained from the mission. The altimeter provides a topographical contour 

of the surface of the moon. The system developed was a web-based Java 

application called Moonbell (Higashiizumi et al, 2009). This application sonifies 

the altitude along the route by converting the measured reading into musical 

notes. The interface is highly configurable, allowing the user to adjust many 

parameters such as speed, note range, instrument and volume.  

 

Cosmic Microwave Background Radiation (CMBR) is a nearly uniform space- 

based radiation that is received in all directions with the majority of its power 

spectrum contained within the microwave bandwidth. CMBR is a background 



“noise” signal that is found all over the universe. It is now considered that this is 

the faint afterglow of radiation generated by the big bang. The Planck 

Visualization Project is a NASA education and public outreach initiative to public 

understanding of the CMBR. This project plans to create multimedia displays 

using CMBR data sourced from the Planck space observatory. Sonification of this 

data is also being implemented (Van der Veen, no date). This team has also 

sonified the power spectrum of the CMBR (Van der Veen, 2009, 2010). 

 

                       

xSonify is a Java-based sonification toolkit developed to assist in the development 

of astronomy based data (Candey et al, 2006). It is designed to implement 

sonification functionality of NASA’s Space Physics Data Facility (SPDF). The SPDF 

is an online collection of data collated during space-based missions from 1963 

onwards. Data is organized by spacecraft and then individual instruments. This 

resource includes “heliospheric, magnetospheric, ionospheric and upper-

atmospheric data from all NASA and some non-NASA space physics missions” 

(NASA, 2009). 

 

Finally, audification functionality has been incorporated in relatively new 

software used to detect the presence of exoplanets (planets orbiting a star other 

than our own sun) (Systemic, 2011). This approach is experimental but further 

investigation may be beneficial.  

 

 

5.0 Summary and further work 

 

There are several examples where sonification techniques have proven 

advantageous in scientific research. The work of Pereverzev, Scarf and Speeth 

demonstrates that transforming data into sound can provide insights not 

revealed by visualization alone.  There is a history of sonification within 

astronomy from the detection of micro meteors at Saturn, to contemporary 

research on cosmic microwave background radiation and exoplanet detection. 

Nevertheless, are there spheres of astronomical research that would warrant 

investigation using sonification techniques? 

 

Wall (2010) describes the deluge of information that is facing modern 

astronomers, who are increasingly trying to find a needle in a haystack of data. 

This data overload has motivated the formation of several citizen science 

projects such as Galaxy Zoo (2010) and Stardust@Home (n.d.). These projects 

distribute images to the public so that they can classify them. There is essentially 

more astronomical data available than there are astronomers to process it. 

Sonification is a tool that could be utilized for the exploration of large amounts of 

data.  

 

This paper’s authors are currently researching into sonifying radio waves used 

in the Search for Extra Terrestrial Intelligence (SETI). SETI is a project, initiated 

in 1961, to search for evidence of intelligent life by the detection of 

electromagnetic radiation emitted by extra terrestrial technology (SETI Institute, 

2010). If there is intelligent alien life, it may use radio waves for communication, 



much like earth-based television transmission. Radio waves will propagate 

through the universe, and might be detected as they reach earth.  SETI’s 

approach is to selectively position the Allen Telescope Array at a co-ordinate and 

then take measurements. This process produces a large amount of data that is 

freely available to researchers through the setiQuest project (SETIQuest, 2011). 

We will be investigating how sonification techniques can be implemented in 

conjunction with a high performance computer cluster to assist in rapid data 

exploration.  
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