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ROBUST MOULDABLE INTELLIGENT SCHEDULING USING Uniﬁ:;ayqf
APPLICATION BENCHMARKING FOR ELASTIC HuppERSTIELD
ENVIORNMENTS

I. Kureshi, V. Holmes, D. Cooke, R. Allan, S. Liang, D. Gubb and Y. James
Computing and Engineering

In 2 “Green IT” obsessed world system power efficiency in key! While manufacturers are striving to reduce energy costs
incurred by their hardware, IT managers are experimenting with ‘sleep states’ to conserve power on desktops. This applies
even more to the world of HPC and other centralised On-Demand computing paradigms. Efforts need to be made to
maximise the utilisation of the system, and to ensure that these systems are not sitting idle.

In an attempt to achieve the seemingly irreconcilable goals of maximizing usage and minimizing turnaround time this research
aims to adapt existing scheduling tools and benchmarking suites to optimise the usage of a system while delivering a high
Quality of Service (QoS) to the end users.
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parameters and these can lead to the \’

system being utilised inefficiently.

Fig 2b: With multiple queues and fine tuning system utlisation reaches near perfect levels




