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ABSTRACT 

One of the most noticeable perceptual effects of interchannel crosstalk in multichannel microphone technique is an 
increase in perceived source width.  The relationship between the perceived source-width-increasing effect and its 
physical causes was analysed using an IACC-based objective measurement model.  A description of the 
measurement model is presented and the measured data obtained from stimuli created with crosstalk and those 
without crosstalk are analysed visually.  In particular, frequency and envelope dependencies of the measured results 
and their relationship with the perceptual effect are discussed.  The relationship between the delay time of the 
crosstalk signal and the effect of different frequency content on the perceived source width is also discussed in this 
paper.  

 

1. INTRODUCTION 

Since surround sound recordings became popular, 
interchannel crosstalk in multichannel microphone 
technique has become an issue of much discussion.  
Most current three-channel or five-channel main 
microphone techniques are designed so that phantom 
imaging of a sound source primarily relies on the time 
and intensity relationship between the signals from the 
two microphones covering the sector of the 

stereophonic recording angle in which the source lies.  
In those types of microphone techniques, therefore, 
there is the implicit assumption that signals from 
microphones other than the pair that is primarily 
responsible for phantom imaging can be treated as 
crosstalk.  For instance, if a three-channel microphone 
array was used for recording a single sound source 
located in one recording sector of the array, signals from 
the microphone pair that covered the recording sector 
where the source lies would be considered to be primary 
while any signal from the contralateral microphone 
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The perceptual effects of interchannel crosstalk have 

Additionally, [2] reported the result of an investigation 

would be regarded as crosstalk.  The crosstalk channel 
would have certain time and intensity relationships to 
the wanted channels depending on the distance and 
angle between microphones in the array and therefore 
the presence of the crosstalk would be likely to affect 
certain aspects of the perception of the phantom image, 
even if the location of that phantom image could be 
determined solely by the primary channels. 

been investigated and reported by Lee and Rumsey [1].  
That research was conducted with a series of subjective 
elicitation and grading experiments involving such 
independent variables as microphone array type, sound 
source type and acoustic condition.  The main result of 
the elicitation experiment was that the most salient 
effects of interchannel crosstalk were increase in source 
width and decrease in locatedness (localisability).  From 
the grading experiment, it was found that the 
magnitudes of both source width increase and 
locatedness decrease significantly depended on the ratio 
of interchannel time and intensity differences in the 
microphone arrays used.  For both attributes, arrays 
employing a greater interchannel time difference 
(conversely, a greater intensity of the crosstalk signal 
due to the fact that the microphone arrays used for the 
experiment were near-coincident types) caused a greater 
effect.  It was also found that sound source type was a 
significant factor for the source-width-increasing effect 
but not for the locatedness effect, while acoustic 
condition had a significant effect on the locatedness 
decrease, but not on the source width increase.   

into the crosstalk effects on subjective preference of the 
perceived sound quality.  A subjective experiment was 
carried out to test the preference between practical 
recordings of musical performances made with ‘OCT’ 
[3] and those with ‘ICA-3’ [4], which are popular three-
channel microphone techniques that differ in their 
characteristics regarding interchannel crosstalk (i.e. the 
OCT had a greater reduction of interchannel crosstalk 
than the ICA-3).  Sound sources comprised solo piano, 
solo violin, string quartet and percussion ensemble.  The 
result was that the ICA-3 was preferred to the OCT 
technique for the string quartet and solo piano 
recordings while the OCT was preferred to the ICA-3 
for the solo violin and percussion recordings.  This 
might suggest that the effects of interchannel crosstalk 
on perceived sound quality are not always regarded 
negatively but can be regarded positively, depending on 

the characteristics desired for recordings of different 
types of sound source. 

This paper describes an investigation designed to extend 
the study summarised above.  The effect of interchannel 
crosstalk was objectively measured using a perceptual 
model, and the relationship between the perceived 
results and their physical causes was analysed.  The 
increase in perceived source width was of particular 
interest in the current research.  In the context of concert 
hall acoustics, there have been numerous studies 
conducted on the relationship between the effect of 
acoustic reflections on the perceived source width and 
physical metrics for that effect.  For example, it was 
reported [5, 6, 7] that low frequency reflections in 
particular have a significant influence on the perception 
of source width.  Also, there has been research related to 
the effect of the temporal characteristics of a signal on 
the perceived source width [8].  However, in the context 
of sound recording and reproduction, such studies have 
rarely been conducted.  Although interchannel crosstalk 
and acoustic reflections have a similar form (both 
represent delayed secondary arrivals of a primary 
signal), the former typically has a shorter delay time 
compared to the latter.  In this regard, it would be 
meaningful to investigate the effects of physical 
parameters of a crosstalk signal on the perceived source 
width increase.  It is expected that the findings from this 
investigation will contribute to extension of our 
understanding of the perception of the source width 
attribute in general. 

The measurement model used in the investigation is 
introduced below, and the procedure of stimuli creation 
is described.  Secondly, the results of the measurements 
are reported and compared with those of the subjective 
experiments described in [1].  Finally, the frequency and 
envelope dependencies of the measurement results and 
their relationship with the perceived effect are 
discussed. 

2. DESCRIPTION OF THE MEASUREMENT 
MODEL 

The binaural hearing model was developed to predict 
aspects of the perceived spatial impression of a wide 
range of signals.  The main factors that are predicted are 
the location (in terms of an azimuth) and width (in terms 
of a subtended angle) of the signals, in a number of 
frequency bands, dynamically over time.  In addition, 
there is a simple prediction of the perceived loudness (in 
phons) when a calibrated input signal is used.  
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Depending on the content of the measured sound, the 
predicted parameters are either of the perceived source 
or the perceived environment (i.e. reverberation). 

The measurement was designed to be as widely 
applicable as possible, in that it should be able to 
accurately predict the perceived source or environment 
width of any binaural signal that is fed into it.  This 
means that it should work for any situation where a 
human listener can perceive the source or environment 
width of a sound, be it concert hall acoustics, 
reproduced sound, virtual reality, or any other form of 
listening.  In addition, it should give comparable results 
for any input signal rather than having to rely on a 
single test signal or audio extract. 

The central calculation on which the measurement 
model is based is the interaural cross-correlation 
coefficient (IACC).  This was shown to be inversely 
related to the perceived width of auditory stimuli as 
early as the 1960s [9, 10].  Whereas recent research has 
suggested that it is not an accurate representation of the 
physiology of the binaural hearing process [11], the 
predictions of models of binaural perception based on 
the IACC have shown remarkable similarity to 
experimental data relating to lateralisation (e.g. [7, 12, 
13]), binaural detection thresholds (e.g. [14, 15, 16]), 
and the perceived source width of an auditory stimulus 
(e.g. [17, 18, 19]). 

Measurements based on this calculation that attempt to 
predict aspects of the perceived spatial impression have 
been developed previously by a number of researchers, 
however there were problems with the implementation 
of these, as the results were not directly comparable for 
a wide range of situations.  The model described in this 
paper was developed to solve a number of these 
problems, such as the dependence of the perceived 
width on the loudness and frequency of stimuli. 

The basic block diagram of the binaural model is shown 
in Figure 1.  The main features of this binaural hearing 
model are as follows: 

• inclusion of half-wave rectification and low-pass 
filtering so that the correlation of high frequency 
signals is affected by the envelope of the signal 
rather than the fine temporal detail [20] 

• the use of a ‘running’ measurement to uncover 
variations in the perceived parameters over time 
[21] 

• the effect of the frequency and loudness of the input 
signal is taken into account when predicting the 
perceived width [20, 22] 

• predictions of the perceived location and width are 
integrated into a single output [23] 

• the results are output in terms of an angle rather 
than an unintuitive value such as a coefficient [21] 

• the effect of the IACC on the perceived localisation 
is taken into account [23] 

• the effect of double peaks in the IACC calculation 
are taken into account in the width and localisation 
prediction [23] 

The results of this analysis can be output as an 
animation or as an interactive plot.  The animated 
display (an example screenshot is shown in Figure 2) 
shows the width and location as an angle against 
loudness and frequency, which is animated over time. 
The interactive plot (an example is shown in Figure 3) 
shows either the width or location or a combination as 
an angle, together with loudness against time, for 
selected frequency bands and time segments. 

Binaural input

Filterbank

Rectification and low-pass filtering

Integration of localisation and width

Windowing 

Loudness measurement

Detection of interaural level difference

Detection of interaural level difference

Cross-correlation calculation

Frequency and loudness compensation

Combination of localisation cues Temporal smoothing

Conversion to angle

Display

Localisation 
detection

Width 
detection

 

Figure 1: Block diagram of the main processing stages 
of the binaural model. 
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Figure 2: Example output of the animation display, 
showing the combined width and location in degrees on 

the x-axis, over frequency on the y-axis, with the 
loudness indicated by the brightness of the plot. The red 
and green lines indicate the ‘peak hold’ of the extreme 

left and right values respectively. 

 

 

Figure 3: Example output of the interactive plot display 
showing the width of the sound on the y-axis over time 
on the x-axis in the upper plot, and the loudness of the 

sound on the y-axis over time on the x-axis in the lower 
plot, for the frequency bands selected on the left hand 

side. 

 

 

A number of evaluations have been conducted on the 
resulting binaural model, including those reported in 
[21].  This has demonstrated that the model accurately 
predicts the perceived spatial impression of most simple 
stimuli (for example consisting of a single source in a 
reverberant environment), and with much greater 
accuracy than simple IACC measurement techniques. 

3. STIMULI  

A total of six sets of binaural stimuli were created for 
the current investigation.  For this, six sets of 
multichannel stimuli used for the authors’ previous 
subjective experiments [1], involving the combinations 
of two types of simulated microphone arrays and three 
types of sound source, were reproduced in University of 
Surrey’s ITU-R BS.1116-compliant [24] listening room 
and the created soundfield was recorded using a dummy 
head placed in the listening position.  Each set of the 
stimuli consisted of a pair of recordings made with and 
without interchannel crosstalk.  The sound sources and 
microphone arrays involved in the stimuli are explained 
below. 

The sound sources used for this investigation comprised 
cello, bongo and speech and they were chosen for their 
diverse temporal and spectral characteristics, with the 
cello being relatively continuous and having a complex 
harmonic structure, the bongo having a strong transient 
nature, and the speech having a mixture of transient and 
continuous sounds as well as a wide frequency range.  
The signal for each sound source was an anechoic mono 
recording of a performance excerpt taken from the Bang 
& Olufsen Archimedes project CD [25]. 

The microphone technique used was the so-called 
‘critical linking’ three-channel microphone technique, 
proposed by Williams and Le Du [26].  The basic 
design concept of this technique aims to achieve a 
continuous distribution of phantom images across 
channels L (Left), C (Centre) and R (Right) by linking 
the stereophonic recording angles (SRAs) of each 
stereophonic segment C-L and C-R without overlap.  
Within one segment, the psychoacoustic laws for 
localisation in conventional two-channel stereophonic 
reproduction such as summing localisation or the 
precedence effect are applied independently without 
considering the influence of the other segment.  For 
example, when a sound source is located at 45° in the 
recording segment C-R, localisation of the phantom 
image should be governed by the summing localisation 
effect between C and R only, and in this case L can be 
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regarded as crosstalk to the channels C and R.  Ideally, 
L should not be taken into account in the localisation 
process.  In this regard, it is logical to examine the 
effect of interchannel crosstalk by comparing the image 
that is created with the crosstalk channel turned on 
(image formed by contributions from L-C-R) and that 
with the crosstalk channel turned off (C-R only).  The 
critical linking technique supposedly enables one to 
create various array styles having different distances 
and angles between microphones while keeping the 
SRA across L, C and R constant.  Therefore, the effect 
of the ratio of time to intensity differences between the 
crosstalk signal and the other channels can be 
investigated by comparing different microphone arrays 
sharing the same SRA. 

AES 123rd Convention, New York, NY, USA, 2007 October 5–8 
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For the current investigation, two critical linking arrays 
were simulated based on the relationship between 
interchannel time and intensity differences that are 
documented in [27].  The configurations for these arrays 
are shown in Figure 4.  These particular arrays were 
chosen because the difference between each array in 
terms of the distance and angle between microphones 
was considered to be large enough to provide distinctive 
interchannel relationships for the crosstalk signals.  The 
common SRA for these arrays was 180°, the simulated 
direction of the sound source was 45° from the centre 
line of the array and the distance from the centre point 
of the array was five metres.  The interchannel time and 
intensity differences between L and C and between R 
and C calculated for each array for a source located at 
45° from directly in front of the array are shown in 
Table 1. 

Examples of the waveforms of the short binaural stimuli 
created for each anechoic sound source are shown in 
Figure 5.  The durations of the created stimuli were 1.6 
– 2.0 seconds.  The selection of the excerpts was made 
so that they included representative temporal 
characteristics of the sound sources (e.g. note and bow 
changes for the cello, syllable changes for the speech, 
and ongoing hits for the bongo).  

 

 

 

 

 

 C to L 
delay 

C to L 
intensity 

C to R 
delay  

C to L 
intensity

Array 1 0.64ms - 20.5dB - 0.08ms - 0.7dB 

Array 2 1.09ms - 4.6dB 0.21ms 1.4 dB 

Table 1: Time and intensity relationships between each 
microphone channel for two types of ‘critical linking’ 

array with a sound recording angle (SRA) of 180°, 
calculated for a source located at 45°. 

 
 

17.25cm 17.25cm

13.57cm

 

C 

L R

(a) Array 1: the L-R angle is 100° 

 

21.4cm 21.4cm

31.75cm

 

C 

  L   R

(b)  Array 2: the L-R angle is 40° 

 Figure 4: Configurations of ‘critical linking’ 
microphone arrays simulated for the measurement: the 

common SRA is 180°. 
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Figure 5: Waveforms of the stimuli used for the 
objective measurements, which were created from 

three-channel stereophonic recordings made with ‘Array 
2’ (see Figure 4) in ‘crosstalk-on’ condition. 

 

4. ANALYSES OF THE MEASURED 
RESULTS  

4.1. Correspondence between the Measured 
Data and the Perceived Data 

In order to validate the usability of the current 
prediction model as a tool for analysing the physical 
factors causing the perceived crosstalk effects, it would 
be first necessary to compare the measured results with 
the perceived results and to confirm whether the former 
could be used to predict the latter.  If they did not match 
reasonably, it might be because the model does not 
implement all aspects of the complex cognitive process 
of spatial perception.  Due to this model using a time-
varying measurement of IACC in a number of 
frequency bands, there is no simple method of 
converting the magnitudes of measured differences 
between crosstalk-on stimuli and crosstalk-off stimuli 
into single numerical values for statistical analysis.  
Nonetheless, it is possible to measure the magnitudes of 
the visual changes indicated in the measured plots 
approximately, and compare the general trends between 
the perceived results and the measured results.    

(a) Cello 

For comparison between the crosstalk-on stimuli (LCR) 
and crosstalk-off stimuli (CR), which were described in 
Section 3, with respect to the magnitude of change in 
measured source width, it was predicted that the LCR 
would appear to have a greater source width than the 
CR since the addition of the crosstalk signal would 
decrease the IACC.  The plots in Figures 6 – 8 (see 
Pages 12 – 13) show the source width measurements 
made in 22 different octave frequency bands for each 
sound source.  From the plots it can be seen for every 
source type that the source width measurements of CR 
and LCR have similar trends for microphone array 1 
(see Figure 4), although there are some minor 
differences in the variation pattern of certain frequency 
bands.  Microphone array 2 (see Figure 4), on the other 
hand, shows more obvious changes between CR and 
LCR in general.  There are more frequency bands that 
produce large peaks in the LCR, and therefore the plot 
of LCR shows more erratic variations in source width 
measurement over time.  This means that when the 
crosstalk signal has a higher ratio of time difference to 
intensity difference, it causes a higher degree of 
interaural decorrelation, leading to the perception of a 
greater source width.  According to Mason [28] who 
suggests a close relationship between the interaural 
fluctuations over time and the IACC, this can be also 
explained as a more time-difference-based crosstalk 

(c) Bongo 

(c) Speech 
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signal producing a larger magnitude of fluctuations in 
ITD over time.  These measurement results agree well 
with the perceived results that showed a statistically 
significant difference between microphone arrays. 

For comparison between the magnitudes of source 
width change for each sound source, two cases can be 
considered separately depending on the behaviour of 
predicted values in different frequency bands.  The first 
is for source widths determined by the frequency bands 
in which predicted values vary erratically, and the 
second is for those determined by the frequency bands 
crowded in the lower region of the plots in which 
predicted values remain relatively consistent.  With 
respect to the former case, the cello appears to have 
more obvious changes between CR and LCR than the 
bongo and speech.  However, for the latter case, it 
appears that the speech source gives rise to the most 
obvious change between CR and LCR.  The cello does 
not seem to give rise to much difference between CR 
and LCR in this case.  For example, it appears that most 
of the peaks for the cello source arise erratically in a 
single or a small number of frequency bands (Figure 6), 
while those for the speech source arise relatively 
regularly in a larger number of frequency bands (Figure 
8).  This might suggest that the source width changes 
for the speech source would have been more audible 
than those for the cello due to the wide range of 
frequency bands that gave rise to the changes.  In this 
regard, the measurement results seem to agree with the 
perceived results showing that the speech source gave 
rise to the greatest change in source width. 

4.2. Influences of Frequency Components and 
Signal Envelope 

In order to investigate the frequency dependency of the 
source-width-increasing effect of interchannel crosstalk, 
the pattern of each frequency band was analysed in 
detail for each sound source.  Only the stimuli for 
microphone array 2 were considered in this 
investigation because array 1 appeared to indicate no 
obvious changes between CR and LCR overall.  The 
measured data for this investigation are presented in 
Figures 9 – 19 (see Pages 14 – 19).     

From the observation of the measured differences 
between CR and LCR for each frequency band of the 
anechoic cello and bongo stimuli, it was possible to 
separate the frequency bands into four groups based on 
the variation patterns.  The centre frequencies included 
in each group are shown in Table 2. 

Table 2: Grouping of centre frequencies of the 
frequency bands that share similar time-varying patterns 
in the measured source width change for the cello and 

bongo sources. 

Figure 9 shows the measurements made for the 
frequency bands of group 1.  It can be firstly observed 
that there is no great difference between CR and LCR.  
The source width measured over time is relatively 
constant in both CR and LCR.  However, for the 
frequency bands of group 2, the changes between CR 
and LCR become obvious in that the LCR has a greater 
magnitude of source width and a more erratic pattern of 
variations than the CR (Figure 10).  In comparison with 
the loudness plot of the source signal shown in the 
figure, it can also be observed that the peaks of the 
measured source width over time for each frequency 
band in the LCR appear to correspond to the peaks of 
the loudness envelope of the frequency band signal.  
The overall plots for the frequency bands also appear to 
be largely related to the envelope of the overall 
waveform shown in Figure 5.  Figure 11 shows the 
measurements of the frequency bands of group 3.  Even 
though there are obvious changes observed between CR 
and LCR for these frequency bands, the patterns of 
source width increase for them appear to be different 
from those for the lower frequency bands shown above.  
The changes are mainly due to the random and sharp 
peaks, and therefore no envelope dependency is found.  
On the other hand, the measurements of the highest 
frequency bands of group 4 shown in Figure 12 have 
similar trends to those of the lowest frequency bands.  
That is, the source width is mostly constant over time, 
and no obvious change between CR and LCR is 
observed.  

For the measurements of the bongo stimuli, the 
frequency bands can be separated into four groups in the 
same manner as shown for the cello stimuli (see Table 
2).  Firstly, it can be seen from Figure 13 that the 
measurements of the frequency bands of group 1 for the 
anechoic bongo stimuli change regularly over time 
depending on the envelope of the signal in both CR and 
LCR.  The peaks appear to occur at the offset of each 
transient hit, and this is likely to be due to the influence 

Group Centre frequencies (Hz) 
1 150, 250, 455, 570 
2 700, 845, 1000, 1175, 1375 
3 1600, 1860, 2160, 2510, 2925, 3425, 4050, 

4850, 5850 
4 7000, 8600, 10750 
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of the decorrelated resonant sound during the decay.  
However, the differences between CR and LCR do not 
appear to be dominant for these frequencies.  For the 
frequency bands of group 2, there are more noticeable 
differences between CR and LCR as can be observed in 
Figure 14.  The LCR appears to have slightly greater 
widths in general and a greater number of large peaks 
than the CR, although these differences seem to be 
relatively small compared to the differences observed at 
the same frequency bands of the cello stimuli.  It is 
interesting to note that the measurement of each 
frequency band in the LCR appears to be related to the 
signal envelope.  Whereas the peaks of the 
measurements for the lower frequency bands occur at 
the dips of the signal envelope, the peaks for these 
frequency bands occur at the peaks of the signal 
envelope.  Figure 15 indicates that the measurements 
change more randomly at the frequency bands of group 
3, but the differences between CR and LCR are 
relatively small.  The measurements for the highest 
frequency bands shown in Figure 16 (group 4) appear to 
be similar to those for the lowest bands in that the 
noticeable variations in the measurement occur at the 
dips of the signal envelope although their magnitudes 
are smaller.  It can also be seen that the differences 
between CR and LCR are negligible. 

The frequency bands of the speech stimuli can also be 
separated into several groups, the number of groups and 
the range of frequencies belonging to each group differ 
from the cello and bongo.  There are a total of three 
groups of frequency bands that show different trends in 
the measurements, as indicated in Table 3. 

 

Table 3: Grouping of centre frequencies of the 
frequency bands that share similar time-varying patterns 

in the measured source width change for the speech 
source. 

The measurements made for the group 1 frequency 
bands of the anechoic speech stimuli are shown in 
Figure 17.  It can be seen that for both CR and LCR, the 
measurements increase at the dips of the signal 
envelope, in other words in the space between each 
syllable.  However, the difference between CR and LCR 

appears to be very small.  For the frequency bands of 
group 2, as shown in Figure 18, there are more obvious 
differences in the measurements between CR and LCR.  
The temporal variations in the measurements for the 
LCR appear to occur at the peaks of the signal 
envelopes of the corresponding frequency bands.  
Finally, Figure 19 indicates that the measurements made 
for the frequency bands of group 3 have more erratic 
temporal variations compared to those for the lower 
frequency bands.  Due to the sharp and random peaks, 
none of the frequency bands appear to exhibit envelope-
dependency.  However, it is interesting to note that with 
all the frequency bands of this group considered 
together, there are certain temporal regions where the 
large peaks become crowded (e.g. in the region around 
1.3 - 1.4 seconds), and the envelope of the crowded 
peaks appear to be related to the signal envelope. 

5. DISCUSSIONS 

From the measurement results, relationships between 
the source width increasing effect of interchannel 
crosstalk and the related physical factors can be 
discussed. 

The results showed that for the frequency bands up to 
570Hz there were no obvious differences between the 
crosstalk-on and crosstalk-off stimuli of all source types 
in the measured source width.  This means that the 
source width increasing effect of interchannel crosstalk 
was small at low frequencies.  At the lower-middle 
frequencies in general, the crosstalk appeared to have 
the most obvious effect on the increase in the measured 
width.  It was also found that the source width increase 
caused by crosstalk at the lower-middle frequencies 
mainly occurred around the onsets of the signal 
envelope rather than the offsets, and this seems to be 
related to the delay time of the crosstalk signal and the 
onset duration of the primary signals.  Griesinger [8] 
hypothesises that source width is perceived only when 
the secondary delayed sound arrives within the onset 
duration of the primary sound.  From this point of view, 
the range of the delay time of the crosstalk signal used 
in the current studies (0.5 – 1.1ms) is small enough to 
contribute to the perception of source width since the 
onset durations of the current sound sources are greater 
than 10ms.   

Furthermore, the dominance of the middle frequency 
effect seems to be due to the relationship between the 
pattern of interaural fluctuation and the delay time of 
the crosstalk signal.  The range of delay times involved 

Group Centre frequencies (Hz) 
1 150, 250, 455, 570 
2 700, 845, 1000 
3 1175, 1375, 1600, 1860, 2160, 2510, 2925, 

3425, 4050, 4850, 5850, 7000, 8600, 10750 
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in the crosstalk signal corresponds to approximately the 
cycle duration of signals around 1,000 Hz, and therefore 
strong interaural time and intensity fluctuations (thus 
low IACC) might have occurred at the middle 
frequencies.  However, in the case of acoustic 
reflections in rooms, which typically have longer delay 
times, the effect of interaural fluctuation on source 
width increase might occur at lower frequencies.  In 
fact, the ranges of delay times of the reflected signals 
used for studies that reported the importance of low 
frequencies in source width perception [5, 6] were much 
greater than those used in the current study.  Based on 
the above discussion, it is generally suggested that the 
measured effect of the frequency component of the 
secondary signal on source width perception might be 
dependent on the range of delay time of the secondary 
signal.  

It was observed from the results that the upper-middle 
frequencies generally produced very erratic and random 
variations in the measurements across all frequency 
bands in this range.  From this, it might be proposed that 
some kind of cognitive process (or rapid decision 
making process in the brain) was involved in the 
perception of source width change.  That is, plausibility 
of the change in each frequency band might have been 
taken into account in the detection of audible changes.  
In the context of localisation studies, the ‘plausibility 
hypothesis’ of Rakerd and Hartmann [29] suggests that 
unreasonably large ITD (Interaural Time Difference) 
cues produced by the interaction between direct sound 
and room reflections are ignored by the brain in the 
process of localisation and only plausible ITD cues are 
used.  Similarly, the rapid and large variations in IACC 
(or rapid and large ITD fluctuations) shown in the 
measurement results for the upper-middle frequencies 
might have been recognised as implausible cues by the 
brain, and therefore disregarded in the process of source 
width perception.  

It was shown in the results that the patterns of the 
temporal variations at the highest frequencies became 
very similar to those at the low frequencies.  This is 
likely to be due to the simulation of the breakdown of 
phase locking that is included in the process of the 
current model.  The human hearing system fails to 
detect fine temporal details at high frequencies due to 
the breakdown of phase locking, and the perceived 
width becomes dependent on the IACC of the signal 
envelope rather than the signal itself [30].  From this, it 
is considered that the source widths of those higher 

frequency bands were determined by the envelope of the 
signal, having a relatively low frequency. 

6. SUMMARY AND CONCLUSIONS 

This paper described an investigation into the measured 
effects of interchannel crosstalk, using a perceptual 
model.  The measurement model chosen for this 
investigation was an IACC-based width and location 
prediction model, which was described in Section 2.  
This model was particularly useful for the current study 
since it is intended to measure any audible signal rather 
than specific test signals.  Firstly, the correspondences 
between the measured data and the perceived data were 
examined.  For this, the measurements of the crosstalk-
on stimuli and crosstalk-off stimuli were compared with 
respect to the independent variables, which were the 
type of microphone array and the type of sound source. 

It was found that the measurements for the source width 
attribute matched the perceptual data reasonably well.  
The influences of the different frequency components 
and their relationship with the signal envelope were 
investigated with regard to the source width increasing 
effect of interchannel crosstalk.  It was found that at low 
frequencies up to the centre frequency of 570Hz there 
was no obvious crosstalk effect.  At the middle 
frequencies up to around 1000Hz, the source width 
increasing effect of crosstalk was most dominant, 
having a positive correlation with the onsets of the 
signal envelope.  At the higher frequencies, the 
measurements became largely erratic and the envelope 
dependency disappeared.  

It is concluded that the perception of increased source 
width due to interchannel crosstalk, within the context 
of the current experimental study, is mainly a middle 
frequency phenomenon and dependent on the temporal 
characteristics of signal.  It is also suggested that the 
effect of the frequency content of the secondary signal 
on perceived source width might be closely related to 
the delay time of the secondary signal. 
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(a) Array 1: crosstalk-off (CR)                                      (b) Array 1: crosstalk-on (LCR) 

        

(c) Array 2: crosstalk-off (CR)                                      (d) Array 2: crosstalk-on (LCR) 

Figure 6: Comparisons of the plots of width measurements for the ‘cello’ stimuli. 

 

 

         

(a) Array 1: crosstalk-off (CR)                                     (b) Array 1: crosstalk-on (LCR) 

         

(c) Array 2: crosstalk-off (CR)                                      (d) Array 2: crosstalk-on (LCR) 

Figure 7: Comparisons of the plots of width measurements for the ‘bongo’ stimuli 
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(a) Array 1: crosstalk-off (CR)                                    (b) Array 1: crosstalk-on (LCR) 

        

(c) Array 2: crosstalk-off (CR)                                   (d) Array 2: crosstalk-on (LCR) 

Figure 8: Comparisons of the plots of width measurements for the ‘speech’ stimuli 
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(a) Crosstalk-off 
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(b) Crosstalk-on 
 

 
(c) Waveform 

(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform 

  
Figure 9: Plots of the width measurement made for the 

cello stimuli of microphone array 2, with centre 
frequencies of 150, 250, 350, 455, 570 Hz, and 

waveform of the binaural signal 

Figure 10: Plots of the width measurement made for 
the cello stimuli of microphone array 2, with centre 
frequencies of 700, 845, 1000, 1175, 1375 Hz, and 

waveform of the binaural signal 
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(b) Crosstalk-on 

 

 
(c) Waveform 

(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform 

  
Figure 12: Plots of the width measurement made for 
the cello stimuli of microphone array 2, with centre 

frequencies of 7050, 8600, 10750 Hz, and waveform of 
the binaural signal 

Figure 11: Plots of the width measurement made for 
the cello stimuli of microphone array 2, with centre 
frequencies of 1600, 1860, 2160, 2570, 2925, 3425, 
4050, 4850, 5850 Hz, and waveform of the binaural 

signal  
 

Lee et al.                                                                                                 Effects of Interchannel Crosstalk
 



 

  

AES 123rd Convention, New York, NY, USA, 2007 October 5–8 
Page 16 of 19 

(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform  

 
Figure 13: Plots of the width measurement made for 

the anechoic bongo stimuli of microphone array 2, with 
centre frequencies of 150, 250, 350, 455, 570 Hz, and 

waveform of the binaural signal 

(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform  

 
Figure 14: Plots of the width measurement made for 

the anechoic bongo stimuli of microphone array 2, with 
centre frequencies of 700, 845, 1000, 1175, 1375 Hz, 

and waveform of the binaural signal 
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(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform 

 
Figure 15: Plots of the width measurement made for 

the anechoic bongo stimuli of microphone array 2, with 
centre frequencies of 1600, 1860, 2160, 2570, 2925, 

3425, 4050, 4850, 5850 Hz, and waveform of the 
binaural signal 

(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform  

 
Figure 16: Plots of the width measurement made for 

the anechoic bongo stimuli of microphone array 2, with 
centre frequencies of 7050, 8600, 10750 Hz, and 

waveform of the binaural signal 
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(b) Crosstalk-on 
 

 
(c) Waveform 

(a) Crosstalk-off 
 

 
(b) Crosstalk-on 
 

 
(c) Waveform 

  
Figure 17: Plots of the width measurement made for 
the anechoic speech stimuli of microphone array 2, 

with centre frequencies of 150, 250, 350, 455, 570 Hz, 
and waveform of the binaural signal 

Figure 18: Plots of the width measurement made for 
the anechoic speech stimuli of microphone array 2, 
with centre frequencies of 700, 845, 1000 Hz, and 

waveform of the binaural signal 
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(a) Crosstalk-off 
  

 
(b) Crosstalk-on 
 

 
(c) Waveform 

 
Figure 19: Plots of the width measurement made for 
the anechoic speech stimuli of microphone array 2, 
with centre frequencies of 1175, 1375, 1600, 1860, 

2160, 2570, 2925, 3425, 4050, 4850, 5850, 7050, 8600, 
10750 Hz, and waveform of the binaural signal 
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