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Abstract 

Abstract 

The presented thesis documents the successful investigation and design, of a novel active 

vibration control system for milling machines. To the authors knowledge this has never been 

tried before on conventional milling machines. It is important to realize that most work on 

machine tool vibration control is based on process control, which is optimizing the parameters 

of the machining process, such as spindle speed and feederate. Compared to active vibration 

control, which changes the structural dynamics actively through the energy supplied by the 

actuators, it does not increase the Maximum Metal Removal Rate (MMRR) of the machine. 
Examples of active vibration control systems on machine topls are very rare and usually done 

on simpler single cutting operations such as boring. 

The developed system was able to demonstrate that active vibration control reduces the 

vibration level of an intermittent time varying, non-linear, cutting process and improve the 

surface finish. Furthermore the system demonstrated that the unstable cutting process (chatter 

or self-excited vibrations), which reduces the MMRR on machine tools, could be stabilized. 
Improvements in the vibration level by about 23dB (92.9%) and 24.5dB (93.9%) at the main 

structural resonance frequencies of 339Hz and 102411z have been achieved. As a result the 

surface finish has been improved significantly. The vibration control system is universal and 

can be easily implemented onto a variety of vertical machining centers. 
Different control methods have been explored, by simulation and evaluation on a simple test 

rig. The time invariant nature of machine tool structures led to a deeper investigation of 
adaptive control algorithms. It was found that compared to the continuous methods, discrete 

adaptive filters are ideal for this application, since they are able to track and ad ust in real time 
to the change in machine tool dynamics. 

This prototype system leaves much potential for further work. The presented work has already 
attracted the attention of the machine tool industry and it is planned to develop an industrial 

version of an active control system, which is going to be integrated into the spindle head of a 
conventional machining center. 

I 



Acknowledgments 

Acknowledgments 

First of all I would like to thank my supervisors Dr. Stephen Lockwood and Professor Derek 

Ford, who both have made this project possible. I also wish to thank, without naming anyone 
in particular, the whole Ultra-Precision Engineering Centre (UPEC) at the University of 
Huddersfield, from the research fellows to the technicians. Their help and support, which 
always gave me a lot of encouragement, has motivated me to finish the presented work 
successfully. Further, I would like to give thanks to the EPSRC and collaborating companies 
of the CAPM- and STRUCTURES/REDUCE projects, of which this work was part. 
Finally I would like to give special thanks to my parents Ursula and Reiner Haase and my 
sister Deike Haase, for their years of support and encouragement. 

11 



Content 

Content 

Chapter 1 

Introduction ................................................................................................................................ 
I 

1.1 Background and motivation ....................................................................................... 
1 

1.2 Inaccuracies of the machine tool structure ................................................................. 
2 

1.2.1 Geometric inaccuracies ...................................................................................... 
3 

1.2.2 Thermal errors .................................................................................................... 
4 

1.2.3 Load errors ......................................................................................................... 5 

1.2.3.1 Deformations caused by weight forces .......................................................... 5 

1.2.3.2 Deformation caused by cutting forces ............................................................ 
5 

1.2.3.3 Structural vibrations in machining ................................................................. 
6 

1.2.3.3. a Random or free vibrations ........................................................................ 
6 

1.2.3.3. b Forced vibrations ...................................................................................... 7 

1.2.3.3. c Self-excited vibrations .............................................................................. 7 

1.3 Error avoidance .......................................................................................................... 
9 

1.4 Error compensation .................................................................................................... 9 

1.5 Summary 
.................................................................................................................. 10 

1.6 Aim ........................................................................................................................... 10 

1.7 Objectives ................................................................................................................. 10 

1.8 Thesis organisation ................................................................................................... II 

Chapter 2 

Previous research and literature survey .................................................................................... 12 

2.1 Introduction to methods for preventing chatter ........................................................ 12 

2.2 Process control ......................................................................................................... 13 

2.2.1 Off line techniques ........................................................................................... 17 

2.2.2 On line techniques ............................................................................................ 20 
2.2.3 Other approaches .............................................................................................. 25 

III 



Content 

2.3 Passive vibration control .......................................................................................... 
27 

2.4 Active Control ........................................................................................................... 
30 

2.5 Active control in turning and boring ........................................................................ 
30 

2.5.1 Active control in milling .................................................................................. 
34 

2.6 Summary of the literature review ............................................................................. 
37 

2.7 Novelty of the research project ................................................................................ 
38 

Chapter 3 

Mechanics of metal cutting ...................................................................................................... 
40 

3.1 Introduction .............................................................................................................. 
40 

3.2 The chip formation ................................................................................................... 
40 

3.3 Single point operations ............................................................................................. 
44 

3.3.1 Tool geometry in turning .................................................................................. 
44 

3.3.2 Power and forces in turning operations ............................................................ 45 

3.4 Multi-point tool operations ....................................................................................... 
47 

3.4.1 Tool geometry in milling .................................................................................. 
49 

3.4.2 Power and forces in milling ............................................................................. 
50 

3.5 Cutting process dynamics ......................................................................................... 
53 

3.5.1 Derivation of the chatter loop ........................................................................... 
54 

3.5.1.1 Transfer function of the uncut chip thickness .............................................. 
55 

3.5.1.2 Transfer function of the cutting process ....................................................... 55 

3.5-1.3 Transfer function of the vibratory system .................................................... 56 

3.5.1.4 Block diagram of the chatter loop ................................................................ 58 

3.5.1.5 Stability of the chatter loop .......................................................................... 59 

3.6 Summary .................................................................................................................. 60 

Chapter 4 

Theory for adaptive active vibration control ............................................................................ 61 

4.1 Introduction to vibration control .............................................................................. 61 

4.2 Smart materials and adaptronic structures ............................................................... 62 

4.2.1 Background ...................................................................................................... 62 

4.2.2 Actuators .......................................................................................................... 63 

4.2.3 Sensors ............................................................................................................. 64 

IV 



Content 

4.2.4 Control algorithm and memory ........................................................................ 
65 

4.3 Mechanical system modelling using digital filters ................................................... 
67 

4.3.1 Traditional methods of modelling mechanical systems ................................... 
67 

4.3.2 The digital approach of modelling mechanical systems .................................. 
69 

4.3.2.1 Difference equations and digital filters ........................................................ 69 

4.4 Adaptive filters .......................................................................................................... 72 

4.4.1 Introduction ...................................................................................................... 
72 

4.4.2 Adaptive filters for system identification using the LMS algorithm ............... 74 

4.5 Adaptive control ....................................................................................................... 77 

4.6 Summary .................................................................................................................. 82 

Chapter 5 

Vibration analysis of a vertical machining centre .................................................................... 83 

5.1 Introduction .............................................................................................................. 83 

5.2 Practical structural investigation of a vertical milling machine ............................... 83 

5.3 The sensor design ..................................................................................................... 84 

5.3.1 MEMS sensors ................................................................................................. 
84 

5.3.2 The AD XL 105 accelerometer ........................................................................ 85 

5.4 The vibration sources of the Beaver machine .......................................................... 87 

5.5 Experimental modal analysis ................................................................................... 91 

5.6 Cutting tests .............................................................................................................. 95 

5.7 Investigation of the surface-finish .......................................................................... 106 
5.8 Summary ................................................................................................................ 108 

Chapter 6 

Implementation and results on a test rig ................................................................................. 110 

6.1 Introduction ............................................................................................................ 110 

6.2 The mechanical structure for adaptive control ....................................................... 111 

6.2.1 Identification of the mechanical parameters of the beam structure ............... 111 

6.2.2 Simulation of the beam structure ................................................................... 115 

6.3 Analogue feed-forward control of the beam 
.......................................................... 116 

6.4 The real time data, acquisition platform for the digital controller .......................... 118 

6.5 Adaptive digital filters 
............................................................................................ 121 

V 



Content 

6.5.1 Off line system identification and simulation platform ................................. 
121 

6.5.1.1 Adaptive FIR filter (LMS and FXLMS algorithm) .................................... 
121 

6.5.1.2 Adaptive IIR filter (LMS and FULMS algorithm) ..................................... 
123 

6.5.2 System identification of the FRF's of the cantilever beam 

using digital filters .......................................................................................... 
124 

6.5.2.1 System identification of the primary path .................................................. 
125 

6.5.2.2 System identification of the secondary path .............................................. 
126 

6.6 Adaptive control ..................................................................................................... 
127 

6.6.1 Simulation results ........................................................................................... 
127 

6.6.1.1 Initial simulation and exPerimental validation ........................................... 
128 

6.6.1.2 Simulation of suitable adaptive control algorithms .................................... 132 

6.6.2 Experimental validation ................................................................................. 
135 

6.7 Optimisation of the sensor and actuator location ................................................... 138 

6.8 Traditional vibration control vs. adaptive vibration control .................................. 142 

6.8.1 Theoretical background to traditional active vibration control ...................... 
142 

6.8.2 Controller comparison on the beam structure ................................................ 
146 

6.8.2.1 Vibration control using a collocated sensor ............................................... 
147 

6.8.2.2 Vibration control using a non-collocated sensor ........................................ 
148 

6.9 Controller comparison with regard to machine tools vibrations ............................ 150 

6.10 Summary ................................................................................................................ 
152 

Chapter 7 

The design of an active vibration control system for machine tools ...................................... 153 

7.1 Introduction ............................................................................................................ 153 

7.2 Identification of the sensitive design parameters ................................................... 154 
7.2.1 Theoretical estimation of the cutting forces ................................................... 154 

7.2.2 Measurements of cutting forces and displacement ........................................ 156 

7.3 Selection of suitable actuators ................................................................................ 160 

7.4 Mechanical design of the active work-piece holder 
............................................... 

164 

7.4.1 High resolution flexure guide way system and additional PZT pre-load ....... 166 

7.4.1.1 The mathematical model and given parameters for the flexure 

guiding system ............................................................................................ 167 

7.4.1.2 Prediction of the maximum stresses in the flexure guiding system ........... 170 

vi 



Content 

7.4.1.3 The predicted factor of safety for the flexure guide system ....................... 
173 

7.4.1.4 Evaluation of the estimations made on the manufactured system ............. 176 

7.4.2 The integrated sensors .................................................................................... 
178 

7.4.2.1 Accelerometer ............................................................................................ 
178 

7.4.2.2 Piezoelectric force sensor ........................................................................... 
180 

7.4.2.3 Strain gauges .............................................................................................. 
182 

7.4.2.4 Humidity sensor ......................................................................................... 
184 

7.4.3 Signal conditioning ........................................................................................ 
185 

7.5 Dynamic testing ...................................................................................................... 
186 

7.6 Summary ................................................................................................................ 
187 

Chapter 8 

Active vibration control of a machine tool ............................................................................. 
188 

8.1 Introduction ............................................................................................................ 
188 

8.2 Identification of the usable bandwidth of a standard axis drive system ................. 189 

8.2.1 Single axis Bridgeport Ballscrew rig ............................................................. 
189 

8.2.2 3 axis Cincinnati vertical machining centre ................................................... 
193 

8.3 One dimension vibration control of the single axis ballscrew rig .......................... 195 

8.3.1 Simulation ...................................................................................................... 
196 

8.3.2 Experimental validation ................................................................................. 
200 

8.4 Cutting tests on a 3-axis machining centre with integrated 

active vibration system ........................................................................................... 203 

8.4.1 Superimposed vibration .................................................................................. 
203 

8.4.2 Active vibration control of a light and stable cutting operation ..................... 
205 

8.4.2.1 Active vibration control using the manual feedback controller ................. 205 

8.4.2.2 Active vibration control using the adaptive feedback controller ............... 206 

8.4.2.2. a Identification of the secondary path ..................................................... 207 

8.4.2.2. b Acceleration feedback .......................................................................... 210 

8.4.2.2. c Force feedback ...................................................................................... 211 

8.4.3 Active vibration control of a heavy and unstable cutting operation .............. 214 
8.5 Summary ................................................................................................................ 221 

vii 



Content 

Chapter 9 

Conclusions and suggestions for further work ....................................................................... 222 

9.1 Conclusions ............................................................................................................ 222 

9.2 Suggestions for further work .................................................................................. 225 

Chapter 10 

References .............................................................................................................................. 227 

Appendix A 

A selection of the adaptive control program code .................................................................. 238 

A. 1 The secondary path calibration program ................................................................ 238 

A. 2 The Adaptive FIR feedback/feed forward controller 
(LMS or FXLMS algorithm) .................................................................................. 241 

A. 3 The Adaptive FIR feedback controller using IMC (FXLMS algorithm) ............... 244 

Appendix B 

Mechanical drawings of the active work-piece holder ........................................................... 247 

B. 1 Universal active work-piece holder produced for vertical machining centres 247 

B. 2 Active work-piece holder Lay Out ......................................................................... 248 

B. 3 Active work-piece holder details ............................................................................ 250 

B. 4 Active work-piece holder small parts ..................................................................... 252 
B. 5 Active work-piece holder 2 axis acceleration aluminium housing ........................ 253 

Appendix C 

Design drawings for the signal conditioning .......................................................................... 254 
C-1 Overview of the designed analogue signal conditioning ....................................... 254 

C-2 Electrical drawing for the main signal conditioning unit ....................................... 258 

C. 3 Electrical drawing for the Amplifier and attenuator unit for the controller ........... 259 

CA Electrical drawing for the precision P order all-pass filter unit ........................... 260 

C. 5 Electrical drawing for the over-voltage protection unit 
for the HVPZT amplifier ........................................................................................ 261 

C-6 Adapter cards for the data acquisition system ........................................................ 262 

C. 7 Calibrating the DAC and ADC of the data acquisition system .............................. 
263 

Vill 



List of figures 

List of figures 

Chapter 1 

Figure 1.1: Factors influencing the accuracy of the work-piece ................................................ 
3 

Figure 1.2: The geometric errors of a single linear axis ............................................................. 3 

Figure 1.3: The main types of mechanical Vibrations in machine tools .................................... 6 

Figure 1A Stable cutting process simulation software .............................................................. 8 

Figure 1.5: Process starts to become unstable ............................................................................ 8 

Figure 1.6: Vibration grows until saturation .............................................................................. 8 

Figure 1.7: Closed loop behaviour of chatter ............................................................................. 8 

Chapter 2 

Figure 2.1: The chip thickness variation .................................................................................. 16 

Figure 2.2: Modal test (hammer test) on the tool structure ...................................................... 16 

Figure 2.3: Stability Lobe of a SDOF system ......................................................................... 16 

Figure 2.4: Generation of a lobe from the transfer function of the vibrating structure ............ 16 

Figure 2.5: The CUTPROO measurement and simulation software ........................................ 18 

Figure 2.6: The hardware of the MetalMaXTm system .............................................................. 19 

Figure 2.7: The software of the MetalMax TM system .............................................................. 19 

Figure 2.8: Photograph and diagram of the prototype device .................................................. 20 

Figure 2.9: The comparison between conventional and intelligent CNC's ............................. 22 

Figure 2.10: The HarmonizerTm system ................................................................................... 24 

Figure 2.11: Schematic diagram of the machine used in the experiment ............................... 26 

Figure 2.12: Chatter vibrations for various values of eccentricity ........................................... 26 

Figure 2.13: Effect of work eccentricity on chatter magnitude and frequency ........................ 26 

Figure 2.14: Passive vibration control using damping absorbers ............................................. 28 

Figure 2.15: The commercial tuned damper 
............................................................................ 29 

Figure 2.16: Active vibration control of a Boring Bar ............................................................. 31 

Figure 2.17: The Terfenol-D actuator and the developed DSP board ...................................... 
32 

IX 



List of figures 

Figure 2.18: The active boring bar system ............................................................................... 
33 

Figure 2.19: Schematic diagram of the experimental set up .................................................... 
35 

Figure 2.20: Photograph and schematic diagram of the gantry prototype ............................... 35 

Figure 2.21: Schematic diagram and photograph of the SSU .................................................. 
37 

Chapter 3 

Figure 3.1: The metal cutting process ...................................................................................... 
41 

Figure 3.2: Geometries in orthogonal and oblique cutting ....................................................... 
41 

Figure 3.3: The 3 different types of chip formation ................................................................. 42 

Figure 3.4: Chip formation in common machine tool operations ............................................ 
44 

Figure 3.5: Tool geometry in turning ....................................................................................... 44 

Figure 3.6: Cutting forces in turning ........................................................................................ 45 

Figure 3.7: The constant chip thickness in turning .................................................................. 46 

Figure 3.8: Chip formation in a milling operation ................................................................... 47 

Figure 3.9: Up- and down milling ............................................................................................ 
48 

Figure 3.10: Form errors in up- and down milling ................................................................... 
49 

Figure 3.11: Tool geometry of a face mill cutter ..................................................................... 49 

Figure 3.12: The cutting forces in milling ................................................................................ 50 

Figure 3.13: The chip thickness variation in face milling ........................................................ 51 

Figure 3.14: The chip thickness variation in end milling ......................................................... 51 

Figure 3.15: The chip thickness variation as a function of rotation angle of the cutter ........... 52 

Figure 3.16: The chip width b as the decisive parameter for chatter ....................................... 54 

Figure 3.17: Regenerative chatter in orthogonal cutting .......................................................... 55 

Figure 3.18: Measuring the orientated transfer function (OTF) 
............................................... 

57 

Figure 3.19: The chatter block diagram ................................................................................... 58 

Figure 3.20: Inner and outer feedback of the chatter model .................................................... 59 

Figure 3.21: Chatter model simplified to a simple feedback system ...................................... . 59 

Figure 3.22: Resulting chip thickness transfer function 
.......................................................... . 59 

Chapter 4 

Figure 4.1: The technical definition of a smart material and structure .................................... 62 

Figure 4.2: Feedforward- and feedback control in active noise control applications .............. 66 

Figure 4.3: A mechanical SDOF system .................................................................................. 67 

x 



List of figures 

Figure 4.4: Parameter estimation method of a mechanical system .......................................... 
68 

Figure 4.5: Digital filters .......................................................................................................... 70 

Figure 4.6: Block diagram representation of a digital filter ..................................................... 71 

Figure 4.7: Adaptive filters in digital signal processing (here FIR filter) ................................ 
72 

Figure 4.8: Adaptive FIR filter using the LMS ........................................................................ 
74 

Figure 4.9: 4.14: Error surface of a filter with 2 coefficients (taps) ........................................ 
75 

Figure 4.10: Adaptive IIR filter updated using Feintuch's IIR-LMS algorithm ...................... 
76 

Figure 4.11: Parts of an adaptive control scheme .................................................................... 
77 

Figure 4.12: The simplified block diagram for adaptive control ............................................. 
78 

Figure 4.13: The filtered-X algorithm ...................................................................................... 
79 

Figure 4.14: Digital feedback controller using the IMC structure ........................................... 81 

Chapter 5 

Figure 5.1: 3-axis machining centre ......................................................................................... 84 

Figure 5.2: Principle and beam structure of micro-machined accelerometers ......................... 85 

Figure 5.3: The calibration of the accelerometer ..................................................................... 
86 

Figure 5.4: The spectrum of the acceleration at 3000 RPM ..................................................... 88 

Figure 5.5: The spindle drive characteristics ........................................................................... 88 

Figure 5.6: Light cutting tests .................................................................................................. 90 

Figure 5.7: Experimental set up for the modal testing ............................................................ . 92 

Figure 5.8: FRF (compliance) between machine table and tool tip ........................................ . 93 

Figure 5.9: Modal test results .................................................................................................. . 94 

Figure 5.10: Experimental set up for the first cutting tests ..................................................... . 95 

Figure 5.11: Comparison of the time response between a stable cut and a unstable cut ........ . 96 

Figure 5.12: The magnified time response of the chatter signal ............................................. . 96 

Figure 5.13: Comparison of the frequency response (spindle housing acceleration X axis) .. . 97 

Figure 5.14: Comparison of the frequency response (spindle housing accelerationY axis) ... . 98 

Figure 5.15: Comparison of the frequency response (spindle current) ................................... . 99 

Figure 5.16: Comparison of the frequency response (sound pressure) .................................. 
100 

Figure 5.17: Cutter run-out - the increased chip load at the beginning and end of the cut .... 101 

Figure 5.18: Amplitude Modulation (AM) ............................................................................ 102 

Figure 5.19: Chatter on the Cincinnati Arrow 500 ................................................................. 104 

Figure 5.20: Chatter control using the feed and spindle override .......................................... 
105 

XI 



List of figures 

Figure 5.21: The difference between roughness and waviness .............................................. 
106 

Figure 5.22: Image of the work-piece surface after the 4mm. cut (axial depth of cut) ........... 107 

Figure 5.23: 3D scan of the waviness caused by the chatter vibrations ................................. 
107 

Chapter 6 

Figure 6.1: The investigated cantilever beam structure ......................................................... 
111 

Figure 6.2: FRF (accelerance) of the cantilever beam ........................................................... 
112 

Figure 6.3: Identified mode shape (2. mode) of the beam structure ...................................... 
113 

Figure 6.4: Graphical display of the MATLAB routine estimating the damping .................. 114 

Figure 6.5: Representation of the modal data as impulse response ....................................... 
115 

Figure 6.6: The experimental set up of the analog feed-forward controller ........................... 116 

Figure 6.7: The control scheme of the analogue feed-forward controller .............................. 116 

Figure 6.8: Block diagram of the analogue controller ........................................................... 117 

Figure 6.9: Comparison of the vibration with and without the analogue controller .............. 117 

Figure 6.10: Block Diagram of an typical real time DSP ...................................................... 118 

Figure 6.11: The PC and data acquisition card used as a digital filter 
................................... 

119 

Figure 6.12: Implemented 60 taps FIR filter on DOS versions ............................................. 119 

Figure 6.13: Two analog signals sampled over 2 ADC channels .......................................... 120 

Figure 6.14: The adaptive FIR filter routine .......................................................................... 122 

Figure 6.15: The adaptive Feintuch IIR filter routine ............................................................ 123 

Figure 6.16: The experimental set up for the data capture of the beam models .................... 124 

Figure 6.17: The estimated transfer-function of the primary path ......................................... 125 

Figure 6.18: FRF's of the primary path and its model ........................................................... 126 

Figure 6.19: The estimated model of the secondary path ...................................................... 126 

Figure 6.20: Simulation of the adaptive FIR feed-forward controller ................................... 128 

Figure 6.21: Initial experimental validation ........................................................................... 129 

Figure 6.22: Stable controller regions of the secondary path ................................................. 130 

Figure 6.23: The SIMULINK model for the adaptive FIR feedforward controller ............... 131 

Figure 6.24: Comparison between the LMS and the filtered-x LMS algorithm .................... 132 

Figure 6.25: The simulation of the adaptive FIR feed-forward controller (FXLMS) ............ 133 

Figure 6.26: The simulation of the adaptive controller using the classical feedback ........... . 133 

Figure 6.27: The simulation of the adaptive controller using the IMC feedback structure.. . 134 

Figure 6.28: The experimental set up of the validation of the adaptive controller ............... . 135 

xii 



List of figures 

Figure 6.29: Performance of the adaptive feedback controller .............................................. 
135 

Figure 6.30: The global vibration response of the structure .................................................. 
136 

Figure 6.3 1: The adaptive feedback controller the beam structure ........................................ 
137 

Figure 6.32: On- and Off-line models of the secondary path ................................................. 
138 

Figure 6.33: Collocated and non- collocated sensors on the beam structure ......................... 
139 

Figure 6.34: Secondary path FRF .......................................................................................... 
139 

Figure 6.35: Various sensor/actuator locations on the beam structure .................................. 
140 

Figure 6.3 6: Frequency response functions of the secondary path ........................................ 
141 

Figure 6.37: Passive vibration isolation system ..................................................................... 
143 

Figure 6.38: Active vibration isolation system ...................................................................... 
144 

Figure 6.39: Active vibration isolation system characteristics .............................................. 146 

Figure 6.40: Controller comparison on the beam test structure ............................................. 147 

Figure 6.41: Non-parametric open loop FRF of the velocity feedback system ..................... 148 

Figure 6.42: Increasing the damping using collocated active vibration control .................... 148 

Figure 6.43: Open loop FRF of the velocity feedback system (non-collocation) .................. 149 

Figure 6.44: Increasing the damping using non-collocated active vibration control ............. 149 

Figure 6.45: Wavelet analysis on the impulse response of the beam structure ...................... 
150 

Figure 6.46: The effectiveness of the adaptive controller on the beam structure .................. 151 

Chapter 7 

Figure 7.1: Measurement of cutting forces and spindle housing displacement ..................... 156 

Figure 7.2: The recorded cutting force and acceleration in X and Y axis .............................. 157 

Figure 7.3: The static and dynamic cutting force of the unstable cutting operation .............. 157 

Figure 7.4: The Discrete Fourier Transform (DFT) on the signals for machine chatter ........ 158 

Figure 7.5: The vibration of the spindle housing ................................................................... 159 

Figure 7.6: A piezoelectric stack transducer and the energy conversion of a PZT ................ 161 
Figure 7.7: Pre-loading the PZT stack actuator with a spring ................................................ 163 
Figure 7.8: The design of the active work-piece holder for vertical machining centres ........ 165 
Figure 7.9: The flexure guiding system ................................................................................. 167 
Figure 7.10: The simplified model and redundant forces after opening the system . ............. 170 
Figure 7.11: The maximum deflection and stress in a single cantilever flexure bridge ........ 171 
Figure 7.12: The predicted deflection and stresses due to the 45OHz chatter forces ............. 173 
Figure 7.13: Fatigue strength diagram after Smith ................................................................ 174 

xiii 



List of figures 

Figure 7.14: The graphical user interface of WSTIO ............................................................. 
175 

Figure 7.15: Validation of the flexure guiding system stiffness ............................................ 
177 

Figure 7.16: The assembling of the Y-axis ............................................................................ 
178 

Figure 7.17: The integration of the designed accelerometers units ........................................ 
179 

Figure 7.18: Piezoelectric- load washers and accelerometers ................................................ 180 

Figure 7.19: The difference between a load washer and a preloaded washer ........................ 
181 

Figure 7.20: Re-calibration of the load washers after the assembly ...................................... 
182 

Figure 7.21: Single strain gauge sensor and load cell ............................................................ 
182 

Figure 7.22: Integration and calibration of the strain gauges ................................................. 
183 

Figure 7.23: The integrated humidity sensor ......................................................................... 
185 

Figure 7.24: Dynamic testing of the active work-piece holder .............................................. 
186 

Chapter 8 

Figure 8.1: Experimental tests on the single axis ballsrew test rig ........................................ 190 

Figure 8.2: Harmonic excitations of the Bridgeport VMC 800 servo drive .......................... 191 

Figure 8.3: The non-parametric FRF's of the VCM 800 Bridgeport single axis rig .............. 192 

Figure 8.4: The test set up to determinate the bandwidth of the Cincinnati Arrow 500 ........ 193 

Figure 8.5: Harmonic excitations of the Cincinnati Arrow 500 ............................................. 
194 

Figure 8.6: The non-parametric FRF's of the Cincinnati Arrow 500 .................................... 
195 

Figure 8.7: The measurement of the primary path FRF on the single axis Bridgeport rig .... 196 

Figure 8.8: Comparison between the unknown system and the estimated digital models ..... 197 

Figure 8.9: Simulation of the adaptive vibration control system on the Bridgeport rig ........ 198 

Figure 8.10: Simulation of the table movement of the Bridgeport rig at 80Hz ..................... 198 

Figure 8.11: Axis movement of the Bridgeport table with adaptive controller active ........... 199 

Figure 8.12: Schematic of the experimental control set up on the Bridgeport rig ................. 200 

Figure 8.13: Experimental set up to control vibrations on the Bridgeport rig ....................... 201 

Figure 8.14: Vibration reduction on the Bridgeport single axis rig ....................................... 201 

Figure 8.15: Experimental set up of the vibration control system on the Bridgeport rig ....... 202 

Figure 8.16: The vertical machining centre with active vibration control system ................. 203 

Figure 8.17: The measured cutting force with superimposed 330 Hz vibrations .................. 204 

Figure 8.18: The experimental set up for the dry cutting tests ............................................... 205 

Figure 8.19: The performance of the manual controller ........................................................ 206 

Figure 8.20: The schematics of the experimental set up for the adaptive controller ............. 207 

xiv 



List of figures 

Figure 8.21: Identification of the dynamics of the secondary path ........................................ 
208 

Figure 8.22: The X-axis secondary path using the force sensor as feedback sensor ............. 208 

Figure 8.23: The Y-axis secondary path using the force sensor as feedback sensor ............. 209 

Figure 8.24: Performance of the adaptive acceleration feedback control system .................. 
211 

Figure 8.25: Performance of the adaptive dynamic force feedback control system .............. 213 

Figure 8.26: The generated surface with and without the controller activated ...................... 
213 

Figure 8.27: The pneumatic air supply for keeping the PZT actuators dry ........................... 215 

Figure 8.28: The experimental set up for the dry cutting tests ............................................... 
216 

Figure 8.29: Control of chatter vibrations using the adaptive vibration control system ........ 216 

Figure 8.30: The linear spectral density of the X-axis work-piece accelerometer ................. 217 

Figure 8.3 1: The linear spectral density of the Y-axis work-piece accelerometer ................. 218 

Figure 8.32: The linear spectral density of the X-axis spindle housing accelerometer ......... 218 

Figure 8.33: The linear spectral density of the Y-axis spindle housing accelerometer ......... 219 

Figure 8.34: Improvement of vibration level through the active chatter control system ...... . 220 

Appendix B 

Figure Bl: The active work-piece holder on the Beaver milling machine ............................ 247 

Appendix C 

Figure C. l: The main signal conditioning unit ...................................................................... 
254 

Figure C. 2: Amplifier and attenuator unit for the controller .................................................. 255 

Figure C. 3: The precision 3 rd order all pass filter unit ........................................................... 255 

Fi gure CA: The over-voltage protection unit for the HVPZT amplifier ................................ 256 

Figure C. 5: The PC adapter cards for the digital control system ........................................... 262 

Figure C. 6: The mechanical design of the adapter plates ...................................................... 262 

Figure C. 7: Calibration of the data acquisition cards ............................................................. 263 

xv 



List of tables 

List of tables 

Table 2.1: Factures influencing self-exiting vibrations on machine tool chatter control ......... 12 

Table 4.1: Comparison between different smart materials ...................................................... 63 

Table 6.1: The reduction of the chatter vibration on the beam structure ............................... 152 
Table 8.1: The parameter settings of the adaptive acceleration feedback controller ............. 210 
Table 8.2: The parameter settings of the adaptive force feedback controller ........................ 212 
Table 8.3: Overall improvement through the adaptive force feedback controller ................. 214 
Table CA: The PIN connections of the adapter cards ............................................................ 262 
Table C. 2: The estimated calibration functions of the ADC's and DAC's ............................ 264 

I 

xvi 



List of equations 

List of equations 

Chapter 1 

Eq. 1.1: The deflection between tool and workpiece ................................................................. 
5 

Chapter 2 

Eq. 2.1: The structural equation ............................................................................................... 
14 

Eq. 2.2: The drive equation ...................................................................................................... 
15 

Eq. 2.3: The chip thickness variation ....................................................................................... 
15 

Eq. 2A The algorithm used by Smith ...................................................................................... 
23 

Chapter 3 

Eq. 3.1: The cutting speed ........................................................................................................ 
46 

Eq. 3.2: The chip load in metal cutting .................................................................................... 
46 

Eq. 3.3: The chip area ............................................................................................................... 
46 

Eq. 3.4: The depth of cut .......................................................................................................... 
47 

Eq. 3.5: The Metal Removal Rate ............................................................................................ 
47 

Eq. 3.6: The tangential cutting force ........................................................................................ 
47 

Eq. 3.7: The main cutting power .............................................................................................. 
47 

Eq. 3.8: The cutting speed in milling ....................................................................................... 
52 

Eq. 3.9: The feed per tooth in milling ...................................................................................... 
52 

Eq. 3.10: The chip thickness in milling ................................................................................... . 52 

Eq. 3.11: The Mean Metal Removal Rate ............................................................................... . 52 

Eq. 3.12: The axial depth of cut .............................................................................................. . 52 

Eq. 3.13: The mean power of the spindle motor ..................................................................... . 53 

Eq. 3.14: The tangential force in milling ................................................................................ . 53 

Eq. 3.15: The radial force for milling operation ...................................................................... 
53 

. .. ...... . . ....................................................... 
55 Eq. 3.16: The dynamic chip thickness . . . . . ............... 

Eq. 3.17: The dynamic chip thickness in the LAPLACE domain ............................................ 
55 

xvii 



List of equations 

Eq. 3.18: The dynamic cutting force 
........................................................................................ 

56 

Eq. 3.19: The cutting stifffiess .................................................................................................. 
56 

Eq. 3.20: The equation of motion ............................................................................................. 
56 

Eq. 3.21: The equation of motion in the frequency domain ..................................................... 
57 

Eq. 3.22: The chip thickness transfer function 
......................................................................... 

59 

Eq. 3.23: The open loop transfer function 
................................................................................ 

60 

Eq. 3.24: The generalised "structural equation' . ...................................................................... 
60 

Chapter 4 

Eq. 4.1: A simple mass, spring and damper system in the LAPLACE domain ....................... 
68 

Eq. 4.2: The difference equation ............................................................................................... 
69 

Eq. 4.3: Differential equation for modelling continuous systems ............................................ 
70 

Eq. 4.4: Difference equation for modelling discrete systems .................................................. 70 

Eq. 4.5: Digital filter representation in time domain (general differential equation) ............... 71 

Eq. 4.6: Digital filter representation (transfer function) in the z-domain ................................ 71 

Eq. 4.7: The discrete convolution of a FIR filter kernel .......................................................... 
73 

Eq. 4.8: The scalar error signal ................................................................................................ 
73 

Eq. 4.9: The method of steepest decent .................................................................................... 
75 

Eq. 4.10: The calculation of the gradient ................................................................................. 
75 

Eq. 4.11: The real time estimation of the gradient used by Widrow ........................................ 
76 

Eq. 4.12: The LMS or stochastic gradient ................................................................................ 
76 

Eq. 4.13: The optimum filter solution in direct system identification using adaptive filters ... 78 

Eq. 4.14: The optimum filter solution in adaptive control ....................................................... 
78 

Eq. 4.15: Filtered x LMS algorithm ......................................................................................... 79 

Eq. 4.16: Leaky FXLMS algorithm ......................................................................................... 80 

Chapter 5 

Eq. 5.1: Calculation of the unknown sensitivity of the accelerometer ..................................... 
86 

Eq. 5.2: Calculation of the spindle run out ............................................................................... 87 

Eq. 5.3: Torque characteristic for DC drives ............................................................................ 89 

Eq. 5A Calculation of the tooth pass frequency ...................................................................... 90 

Eq. 5.5: Mathematical description of the AM signal ............................................................. 102 

Eq. 5.6: Calculation of the vibrations from the measured surface ......................................... 
107 

xviii 



List of equations 

Eq. 5.7: Calculated tooth pass frequency ............................................................................... 
108 

Eq. 5.8: Calculated chatter frequency .................................................................................... 108 

Chapter 6 

Eq. 6.1: Transfer-function, natural frequency, damping ratio and parametric FRF ............... 143 

Eq. 6.2: The controller transfer function ................................................................................ 
144 

Eq. 6.3: The open loop transfer-function ............................................................................... 
144 

Eq. 6A The closed loop transfer-function ............................................................................. 
144 

Eq. 6.5: Modified natural frequency and damping for displacement feedback ..................... 144 

Eq. 6.6: FRF for displacement feedback ................................................................................ 144 

Eq. 6.7: Modified natural frequency and damping for displacement feedback ..................... 145 

Eq. 6.8: FRF for velocity feedback ........................................................................................ 145 

Eq. 6.9: Modified natural frequency and damping for acceleration feedback ....................... 145 

Eq. 6.10: FRF for acceleration feedback ................................................................................ 145 

Chapter 7 

Eq. 7.1: Power of a rotating shaft ........................................................................................... 
155 

Eq. 7.2: Torque of a rotating shaft ......................................................................................... 155 

Eq. 7.3: The instantaneous cutting torque .............................................................................. 156 

Eq. 7A PZT displacement with spring load .......................................................................... 163 

Eq. 7.5: Lost displacement caused by the spring load ........................................................... 163 

Eq. 7.6: Natural frequency of the PZT actuator system ......................................................... 164 

Eq. 7.7: PZT pre-load factor ................................................................................................... 168 

Eq. 7.8: Reduced PZT stroke ................................................................................................. 168 

Eq. 7.9: Second moment of inertia of the flexure .................................................................. 169 

Eq. 7.10: Stiffness of a single flexure of the guiding system ................................................. 169 

Eq. 7.11: The estimated static deflections due to the cutting forces ...................................... 170 

Eq. 7.12: Static force component on a single flexure 
............................................................. 171 

Eq. 7.13: The maximum bending stresses .............................................................................. 171 

Eq. 7.14: The section modulus ............................................................................................... 171 

Eq. 7.15: The section modulus of a single flexure ................................................................. 172 

Eq. 7.16: The maximum bending stresses due to the static cutting force .............................. 172 

Eq. 7.17: The estimated shearing stresses .............................................................................. 172 

XIX 



List of equations 

Eq. 7.18: The allowed stresses including safety factor .......................................................... 
173 

Eq. 7.19: Estimation of the maximum allowed stress ............................................................ 
176 

Eq. 7.20: The predicted safety factor of the guiding system .................................................. 
176 

Eq. 7.21: Young's modulus .................................................................................................... 
184 

xx 



List of abbreviations and symbols 

List of abbreviations and symbols 

MMRR Maximum Metal Removal Rate 

ar Radial depth of cut (width of cut) 
b Axial depth of cut 

C Chip load 

M Number of teeth on the cutter 

n Spindle speed 
b1i .. it The maximum stable axial depth of cut 
K, The specific cutting force per unit chip area 

(specific power) of a material. (Sometimes simply 

called static cutting stiffness) 
G(l) Transfer-function between tool and workpiece 
Re[(G(l)] Real part of a transfer-function 

Im[(G69] Imaginary part of a transfer-function 

f Frequency 
fchaller Chatter frequency 
flooth Tooth pass frequency 

Phase shift between the vibrations of a tooth and 

the wavy surface left by the previous tooth 

e Amount of eccentricity between the spindle axis 

and the centre line of the workpiece 
N The number of entire waves between two 

succeeding teeth of the cutter 
FRF Frequency Response Function 
FFT Fast Fourier Transform 
FIRfilter Finite Impulse Response filter 
IIRfilter Infinite Impulse Response filter 

LMS Least Mean Square algorithm 

xxi 



List of abbreviations and symbols 

DSP Digital Signal Processing 

0 Shear plane angle 

a Tool rake angle 

,8 Wedge angle of the tool 

Y Clearance angle 
ho Uncut chip thickness 

h,,, t Chip thickness 

Ft Tangential cutting force vector 

Ff Feed or thrust force vector 
F,. Radial cutting force vector 
B UE Build-up edge 
SCEA (a) Side cutting edge angle 

V Cutting speed 
f In this contend it is the feedrate of a machine tool 

Feed per tooth (milling) or feed per revolution 

(turning) 

Workpiece diameter 

D, Diameter of the cutter 
A Chip area 

aa Axial depth of cut 
bcum Cumulative chip width for all the teeth cutting 

simultaneously - 

MCUM Number of inserts inside the cut 
MRR, n Mean Metal Removal Rate 

PM Mean Power of the spindle motor 
h (t) Instantaneous chip thickness 

T Time period 
F(t) Instantaneous cutting force 

SDOF Single degree of freedom system 
MDOF Multi degree of freedom system 

YW Instantaneous motion (vibration or output of a 

SDOF system - equation of motion) 

X(t) Displacement (input of a SDOF system) 

xxii 



List of abbreviations and symbols 

k Stiffness (spring constant) 

C Damping coefficient 

M mass 

0) Angular frequency 

co, undamped natural frequency (angular) 

faction of critical damping 

OTF Orientated Transfer Function 

F(s) LAPLACE transform of f(t) 

k. Static stiffness of the structure 
k, Cutting stiffness 
LVDT Linear variable displacement transducer 

L T1 Linear time invariant system 

x(n) Input sample of a digital system 

y(n) Output sample of a digital system 

ao ... an Weight coefficients of a digital filter (numerator) 

bo 
... 

bn Weight coefficients of a digital filter 

(denominator) 

F(z) Z-transform of f(t) 

H(z) A digital system in the z-domain (digital filter) 

MA Moving average filter 

ARMA Autoregressive moving average filter 

RLS Recursive Least Square algorithm 
MSE Minimum squared error criterion 
Efl Expectation operator 

JU Adaptation coefficient 
ADC Analogue to Digital converter 
DAC Digital to Analogue converter 
RUMS Filtered-x LMS algorithm 
IMC Internal Model Control 

MEMS Micro-Electro-Mechanical Systems 

IC Integrated Circuits 

CMOs Complementary metal oxide semiconductor 
M Generally the Torque of a motor 

xxiii 



List of abbreviations and symbols 

C In this contend the machine constant of a 

electrical motor 
0 Magnetic flux 
IA Armature current 
DC Direct current 
AC Alternating current 
ODS Operational deflection shape 
FEM Finite Element Method 

M In this contend the modulation index 

fcs Frequency of the carrier signal 
f's Frequency of the modulated signal 
Ecs Peak amplitude of the carrier signal 
E,,,, Peak amplitude of the modulated signal 
CPU Central Processing Unit 

ISA bus Industry Standard Architecture bus 

PCIbus Peripheral Component Interconnect bus 

DOS Microsoft DOS (disk operating system) 
1/0 Input-Output 

YTL Transistor-transistor logic 

FORTRAN Formula Translator (high level programming 
language) 

C High level Programming language 

MATLAB Commercial mathematic software from 

MathWorks 

MATL01SIMULINK Toolbox of MATLAB 

NCDT Non contact displacement transducer 
PID Proportional Integral Derivative controller 
EMI Electromagnetic Interference 
CNC Computerized Numerical Control 
PZT Lead titanium-zirconate 
HVPZT High voltage PZT 
A Resonance frequency 
F Force 

xxiv 



List of abbreviations and symbols 

n In this contend the number of PZT layers 
433 Piezoelectric coefficient for stacked design 

U Applied voltage 
AL Remaining elongation of the PZT stack actuator 
ALo Nominal displacement of the PZT with no 

external spring 
ALR Lost displacement cause by the external spring 

load 
Fpre-load Preload force 
FT Force acting on the actuator 
Fs Force acting on the external spring 
ks Spring stiffness 
kT PZT actuator stiffness 
kTnew New pre-loaded actuator stiffness 
Meff Effective mass (about 1/3 of the PZT mass) 
M In this contend the added mass to the PZT 

actuator 
ANEF American National Extra Fine Standard for 

threads 
HRC57 Rockwell hardness C57 
kPZT Stifffiess of the PZT actuator 
kDs Stiffness of the disc spring 
kGs Stifffiess of the guide system 
kcB Stiffness of a single flexure (cantilever bridge) 

PF Pre-load factor of the PZT actuator 
F, tat Static cutting force 
Fdy, Dynamic cutting force 
Ub Stress level (due to bending) 

C Strain of a material 
E Young's modulus 
IXX Second moment of inertia (axial direction of X) 
Wb Second modulus (due to bending) 
Tq Shearing stress 



List of abbreviations and symbols 

Fq Shear forces 

S In the contend of fatigue stress analysis it is a 

safety factor, which can be found in handbooks 

K In the contend of fatigue stress analysis it is a 

material and form factor, which can be found in 

handbooks 

R In the contend of fatigue stress analysis it is the 

tensile strength of a material 
ST3 7 DIN definition for mild steel (R=37N/mM2) 

ICP sensor Integrated circuit piezoelectric 
RH Relative Humidity 

BNC connector Standard connector for coaxial cables (Bayonet 

Neill-Concelman) 

EPSRC Engineering and Physical Science Research 

Council (UK agency for research funding) 

Xxvi 
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Chapter 1 

Introduction 

1.1 Background and motivation 
In today's modem manufacturing industry there always has been an increasing demand 

concerning the accuracy and productivity of a highly automated manufacturing environment. 
The ultimate goal is to produce accurate components, which satisfy the customer level of 

tolerance with the minimum amount of resources. 
Some advantages of producing accurate components are: 

" Greater accuracy of each component often increases the performance of the assembled part 
(e. g. car engines). 

" Greater accuracy of each component often accelerates assembly time. 

" Greater interchangeability. 

" Reduction of scrap rates. 

The invention of numerical control in the early 1960's and later, computer numerical control 
has improved the productivity and consistency of accurate parts that a manually controlled 

machine would find difficult to achieve. This has reduced, the possibilities for human error in 

the machining process, but the limitation, in terms of accuracy of each machine tool still 

remains. The optimisation of the machine tool performance using advanced control strategies 
has therefore become the motivation of many researchers [1]. 
The improvement of machine tool accuracy is the aim for the Ultra-Precision Engineering 
Centre (UPEC) at the University of Huddersfield. This group led by Professor Ford has had 

much success by improving the geometric and thermal [2] machine tool accuracy. The 

correction systems can be retrofitted to any already installed machine and update to the 

machine capabilities. 
The purpose of this research is to follow the strategy of the group by developing and 
designing a general-purpose vibration compensation system, which can be fitted to any 
existing conventional milling machine in order to improve its dynamic performance. 
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It is well known that vibration problems on machine tools are related to the dynamic stiffness 

of the machine structure. It therefore has a significant impact on the tool life, surface finish 

and productivity. To avoid this, an experienced machine tool operator will try to change the 

cutting parameters or the work-piece clamping. In the past many researchers have used the 

cutting parameters such as spindle speed, feedrate and the depth of cut as variables for their 

vibration control systems. Active control of machine tool vibration is a relatively new and 
totally different solution to this problem. It is becoming popular and very promising results 
have already been reported on turning operations [3]. Secondary vibrations are introduced by 

an actuator system near the cutting process, which can reduce the amplitude of the primary 

vibrations (forced or self-excited). To achieve this, the control strategy must model the 

machine tool structures adaptively in the digital domain in order to control machine tool 

vibrations. The advantage is that the stifffiess and damping of the most important part of the 

machine tool structure, the tool/work-piece interface, can be changed actively during 

operation. It is therefore not just a passive method of optimising the machine tool structure, 
but more a method of changing its mechanical properties (e. g. stiffness) actively depending 

on the output of the adaptive controller without redesigning the machine. 

1.2 Inaccuracies of the machine tool structure 
The precision of a machine tool is affected by the positioning accuracy of the cutting tool with 

respect to the work-piece. There are 3 major sources of machine tool errors, that affect the 

accuracy of machine tools and which will directly relate to the machined component: 

" Geometric or rigid body errors, caused by the geometric inaccuracies of the machine itself 

" Non-rigid body errors (load errors) 

" Thermal errors 

However machine tool accuracy is just one of several inputs affecting the workpiece 

accuracy, which need to be controlled in order to achieve the ultimate goal [4]. 

Figure 1.1 shows the various factors, which influence the work-piece accuracy. 
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1.2.1 Geometric inaccuracies 

The concept of geometric accuracy was historically established in the 1930's, when Professor 

Schlesinger in Berlin undertook tests in accuracy specifications for machine tool acceptance 

on the manufacturers and customers behalf [4]. He established a system to define the 

geometric accuracy of machine tool structures. His tests have been adapted as the basis of 

many national and international standards. They are non-machining tests designed to isolate 

the accuracy of machining motions. 

Geometrical errors result from imperfections of the machine tool structure due to 

misalignments of individual machine tool parts. It is for example impossible, to produce a 

mechanically perfect slide. When the slide with its rigid body (cutting tool or work-piece) is 

moving along the axis it will produce small, unwanted motions in all six possible degrees of 
freedom. The small unwanted motions are the geometric errors of a machine tool and are 

inherent in its production. Geometric errors for a single linear axis are known as linear 

positioning error, horizontal and vertical straightness error, and roll, pitch and yaw errors 

(Figure 1.2). 
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Geometric errors change over time due to wear or a sudden crash and depend on the quality 

and size of the machine tool. They are classified only to include the machine tool itself and do 

not include any additional structural deformations due to work-piece mass or cutting loads. If 

we consider that each machine tool axis produces unwanted motion in all six degrees of 

freedom one can assume that the combined effect of geometric errors results in a volumetric 

error [5] of the cutting point with respect to a reference frame. This error will change 

throughout the working volume of the machine. 

1.2.2 Thermal errors 
There are a number of heat sources present, when a machine tool operates in a general 

workshop environment. They cause changes in the temperature distribution (isothermal lines 

i. e. lines with the same temperature potential), within the machine tool structure and machine 

components depending on loading and time. 

Heat sources can be classified into two groups [6]: 

-Intemal heat sources 

-Extemal heat sources 

The heat sources, cause thermo-elastic deflections of the machine tool structure and result in 

geometric inaccuracies. The effect of the various heat sources on the machine tool and work- 

piece accuracy differ. The shop floor temperature variation, radiation caused by the sun or 
heating of neighbouring machines are examples for external heat sources. The energy 
dissipation in bearings, motors, gear boxes, guide-ways, drive system, hydraulic system and 
the cutting process, are heat sources generated by the machine itself and defined as internal. 

The effect of these heat sources on the machine or machine part deformations is determined 
by its design, the material properties (temperature gradient) and heat transfer mechanism. The 

thermal deformations that the machine tool structure and work-piece undergo, depend on the 
temperature pattern or distribution, its geometry and fixing or clamping conditions. The 
distortion between the tool and work-piece at the cutting point are the sum of the deformation 

of all the components involved. In addition to the geometric errors, thermal errors change the 

volumetric accuracy of the machine during operation. Also the deformation of the work-piece 
clamping can have an effect on the relative displacement between tool and machine 
component. Therefore thermal errors vary according to each operation of the machine tool. 
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1.2.3 Load errors 
Loads or forces during machining operations result in deformations, which disturb the 

accuracy of machining. These forces may be due to the weight of the moving parts in the 

machine, which affect its geometric accuracy. More significant however, are forces due to the 

cutting process. 

In general load errors can be divided into 5 classes: 

Deformation caused by weight forces 

Deformations caused by cutting forces 

Random vibrations 
Forced Vibrations 

Self-excited vibrations 

1.2.3.1 Deformations caused by weight forces 

Moving masses such as the travelling headstock and table affect the positional error between 

tool and work-piece. The moving masses are constantly changing the form of the structure 

and the machine must be designed so as to minimise these effects. Such structural 
deformations have such a large time constant that they are normally assumed to be static. Or 

to illustrate this differently, the force-displacement function (Force =f (displacement)), 

whether it is linear or non-linear, slowly changes its point of operation, so that it does not 

produce dynamic effects (i. e. resonances). 
Ford et al [7], identified sources of non-rigid errors in particular for moving slides and work- 

piece weight and their effect on the machine tool accuracy on a wide range of machines. 

1.2.3.2 Deformation caused by cutting forces 
The cutting forces deform the machine tool structure, which in turn, results in geometric 
errors between the tool and workpiecc. 
Furthermore as the cutting tool travels along a tool path, the magnitude and direction of the 

cutting force, at the point of contact may vary and the resulting deformations of the frame will 
change, causing deviations of the form of the machined surface. These deviations from the 
desired dimensions of the workpiece are called "dimensional form errors". 
The deformation X depends on the cutting force F and on the stifffiess k between tool and 
workpiece: 

X=F 
k 

Eq. I. I: The deflection between tool and workpiece 
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Also, the stiffness is a variable during cutting operations and will change depending on the 

position of the tool and machine tool geometry. In an end milling process for example, the 

tool can be considered as the most flexible part in the machine tool system, since the ratio of 

diameter over the tool length is very small. This kind of structure can be considered as an 

elastic cylindrical beam, cantilevered to the spindle. In practice the cutting force varies during 

the cut and therefore the defori-nation between tool and work-piece also varies. This forin 

error caused by the flexibility of the end mill transfers onto the machined surface. To avoid 

form errors the cutting process is tenninated with a final "light cut". This results in an more 

accurate work-piece, because the cutting forces are low mimmising the cutter deformation. 

1.2.3.3 Structural vibrations in machining 

Machine tool vibration plays an important role in precision machining, because it is a function 

of speed, feed and depth of the cut (cutting parameters), which have to be controlled in order 

to achieve acceptable vibration levels. Excessive vibration accelerates tool wear, causes poor 

surface finish and may damage the cutter or spindle bearings. 

Machine tool structures are multi -degree-of-freedom systems that can not easily be described 

mathematically [8] and therefore, experimental modal analysis, (structural testing) is often 

used to identify the trans fer- fun cti ons of existing systems. 

There are 3 main types of mechanical vibrations in machine tools, (see figure 1.3): 

Free Vibration Forced V, bration Self-Excited Vibration 

T, me 

Figure 1.3: The main types, of'mechanical Vibrations itt machine tools 

1.2.3.3. a Random or free vibrations 
Shock or impulsive loading of the machine tool causes random or free vibrations. An example 
is when the tool strikes a hard grain in the work-piece during the cutting operation. When the 

damping is assumed to be zero the structure will oscillate at its natural frequency because the 

potential energy will be converted without loss (friction-damping) into kinetic energy. In 

practice however real systems always have damping, which decays the oscillation amplitude 
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with time. In machine tools, this kind of vibration is often neglected since forced or self- 

excited vibrations play a more important role. 

1.2.3.3. b Forced vibrations 
Forced vibrations are caused by periodic excitation, such as spindle imbalance, gear drive 

irregularities, electric motors, pumps, the periodic break of the chip due to the build up edge 

or shear angle variations, and the tooth entry impact. The machine system will oscillate at the 

frequency of the excitation force. These excitation forces can be amplified through the 

structure of the machine when a resonance frequency of the structure is excited. This kind of 

vibration can be reduced by removing the source, by changing the exciter frequency so that is 

not close to the natural frequency of the system or the excitation force can be de-coupled by 

passive or active dampers [1]. 

1.2.3.3. c Self-excited vibrations 
In processes where a large amount of energy is transmitted as a steady input and mechanical 
damping of the system is low, a small amount of transient energy can be enough to bring the 

system out of balance. This can then be modulated into vibrations. 
Initially the system will be stable (figure 1.4) and no excitation force will be significant. At 

some critical depth of cut, the static cutting forces become so large, that even a small transient 

force (may be caused by a hard grain in the work-piece), can "trigger" a self-excitation 

mechanism called chatter. Forces then build up over a period of time, depending on damping 

and in turn, this leads to the generation of variation in the chip thickness which results in 

further varying cutting forces. 

Chatter leads to the excitation of one of the structural modes of the machine tool-work-piece 

system (figure 1.5) and this results in a relative displacement between tool and work-piece. A 

wavy surface finish left during the previous revolution in turning or by a previous tooth in 

milling will be removed by the following revolution or tooth period. If the phase between 

previous cut and current cut is 1800, the varying cutting forces can grow and oscillate at the 

chatter frequency (close to the resonant frequency of the excited mode of the structure, see 
figure 1.6) [9]. 

The cutting process and the vibratory system of the machine form a closed loop, where the 

cutting force (F) and the relative displacement between tool and work-piece (Y) are the 
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variables, (figure 1.7) [4]. This closed-loop characteristic of self-excited vibrations becomes 

unstable when the closed loop gain, rises above a certain value. 

Cutting 
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Figure 1.5: Process starts to become unstable 

The excited sunuctun-al mode 

Tool Cutting 
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Figure 1.6: Vibration arows until saturation 

Cutting process 
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Figure 1.7. - Closed loop behaviour of chatter 
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1.3 Error avoidance 
One way of reducing errors is to avoid them in the first place. Each machine type will have its 

own specification or tolerances. The customer will then decide whether the machine meets his 

own requirements. The machine tool builder has to consider the cost of improving the 

behaviour of a certain error source and will also try to control the machining and assembly 

process in order optimise their product. 
There are several ways to reduce errors by optimisation: 

0 Design of the structural elements, joints and assembly to minimize geometric load and 

thennal errors. 

0 Orientate the component, so that the critical dimensions are machined by an axis with 

smaller errors. 

0 Improvement of environmental effects (temperature control, good vibration isolation 

of foundations). 

0 Optimisation of the machine parameters such as feed, spindle speed, tool wear and 
tool holding etc. 

It is extremely expensive to "design out" the errors for a specific machine type and an 

alternative approach is to improve the performance of a machine tool by error compensation. 
[2,10] 

1.4 Error compensation 
The lowest cost techniques of error avoidance are by quasi static means, and these need to be 

exhausted before real-time error correction can be applied. 
Previous research in the Ultra-Precision Engineering Centre (UPEC), has already shown the 

capability of this approach. 
The UPEC team developed a machine tool error compensation system [11,12,13], which 

compensates for geometric error, head-slide thermal error and work-piece distortion. 

The limit of the geometric error compensation lies in its repeatability. As long as the error is 

repeatable, it is possible to correct for it. In a current UPEC project, the compensation system 

will be fitted to a refurbished machine to establish if the error correction performance can 

reach the standard of a new machine. 
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1.5 Summary 

There is an ever-increasing demand in high precision machine tools to optimise and improve 

the machine tool performance using advanced control techniques. This is the key strategy of 

the UPEC at the University of Huddersfield. This is done through error compensation and 

error avoidance and systems have been developed to compensate for geometric and thermal 

errors. The purpose of this research is to find new ways to compensate for structural vibration 
(self-excited and forced) at the cutting point in order to improve surface finish, productivity 

and tool wear. The intended control approach should be based on adaptive algorithms in order 

to change the mechanical properties of the cutting process, such as stiffness and damping, 

actively, during operation. 

1.6 Aim 

To investigate vibrations in CNC machine tools and design a universal active control system 
to compensate for vibration effects at the tool/work-piece interface. 

1.7 Objectives 

a. ) Review current state of the art vibration control techniques for machine tools. 
b. ) Design/select appropriate sensors to measure vibrations in machine tools. 

c. ) Derive a greater understanding of measured vibrations on the machine under 
investigation by analysing the sensor signals and comparing these with the surface 
finish of the component. 

d. ) Identify low cost passive techniques (e. g. optimisation of the cutting operation) in 

order to reduce the vibration level. 

d. ) Design and build a test rig, in order to prove that active vibration control can reduce 
the vibration of machine tool structures. 

e. ) Investigate adaptive algorithms through simulation methods and identify those 

techniques that are suitable for machine tools by use of the test rig. 
f) Select appropriate actuators and sensors that can be used for active vibration control 

on machine tool structures. 
g. ) Design an active work-piece holder, which can be integrated to a vertical milling 

machine. 
h. ) Test the active work-piece holder statically and dynamically and perform cutting 

tests. 

10 
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i. ) Draw conclusions from the work and make recommendations for future studies. 

1.8 Thesis organisation 
The thesis is divided into 11 chapters, which are outlined below: 

Chapter 2 reviews previous research done on vibration 

control of machine tools and explains the novelty of this 

research 

- Chapter 3 analyzes the basic mechanics of metal cutting 

operations 

- Chapter 4 overviews the theory of vibration control 

- Chapter 5 describes the investigation of the structural 
behaviour of a vertical machining centre 
Chapter 6 investigates how active vibration control can be 

implemented on a test rig in order to demonstrate its 

potential 

- Chapter 7 describes the design and development of an active 

work piece holder for milling machines 

- Chapter 8 describes the testing phase of the vibration 
compensation system 

- Chapter 9 concludes the work and suggests further 

developments 

11 
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Chapter 2 

Previous research and literature survey 

2.1 Introduction to methods for preventing chatter 
The value of a machine tool is usually directly proportional to the speed at which it can 

perfon-n machining operations. The speed of cutting is often limited by chatter and machine 

vibrations induced by the cutting process. Regenerative chatter occurs when a steady input 

force is modulated into larger amplitude vibrations at the natural frequency of the system 
(compare with self-excited vibrations in a violin where the steady pull of bow across the 

string produces a tone depending on the acoustic systern of the body). A quantitative measure 

of the productive capacity of a machine too] is the Maximum Metal Removal Rate (MMRR). 

The MMRR is limited by dynamic stiffness of the machine and too]. 

MMRR = a,. x bli,,, i, xcx ni xn 

Where a,. is the radial depth of cut (width of cut), b is the axial depth ofcut, c the chip load, in 
the number of teeth on the cutter, and n the spindle speed. One way of controlling chatter 

therefore would be to change the cutting parameters and another, to improve the dynarnic 

stiffness of the machine or tool. The table 2.1, introduced by Week [14], shows a summary of 
factors IFIALlencing, the chatter behaviour, and therefore gives a good overview. 
Machine Work-piece/Tool Cutting process 
Operating conditions mrectional orientation 

II 01,111datiOlIS. (icometric influence III a i%cii I 11c\11,11111ý 

installation covidilioný macliiýiing operation 
' I ork Ina- 'CIIIC IT I IT It III' DirectiOrl of Ilic dý liall)[1. - 

? Positiollill", ol inachilli: CLIttilIg liorce duc to 
3 Work clampnii, 1001 Nk CarL. M ILI IIIM)' 

componcia, 
witing angle and rakc 

4 Work or too I LI ia II it- tc 1 4 Point radiu, 
3 Spindle I)ccd all"IC 

s Tool 11cmi'llm 3 ('Uttillg ý011L It\ 
4 Slide and I 11,1C 61 ool nia" 6 Feed rate A-piecc Tool 

movement 71 o"I clalllpiiiý, Hysteresis determine The 
slack, backlash, non- hilliting Chip NN idth 

linearity, pre-strcssiw2, x and ý\ ork-pici, c 
lamping Conditions oinbination 

0 )pcratiii, temperature 1) 1 ncwri di, tribunon on 

joulti cutfing-cdge tool, 

10 ('oofing and 11.1hricalion 

T1ICdILITlI 
I 

I able 2. kFactures influencing self-'exiting vibrations on machine tool chatter control 1141 
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For machine tool chatter control and therefore the improvement of the NMRR of an already 

existing machine tool, there are 3 different approaches, which attract researchers: 

o Process Control (Changing the cutting parameters) 

Passive vibration control 

Active vibration control 

All the other methods involve the physical re-design or modification of the machine tool 

structure and therefore do not fall within the category of chatter control. 

Most reviewed literature refers to traditional process control and passive vibration control, 

examples of active systems to alter the dynamics during machining are relatively few. 

2.2 Process control 
During the last decade, there has been an increased need in the industrial market, to use a so 

called high speed machining technology. This decade has seen the development of machining 

centres capable of spindle and slide speeds that are a magnitude higher than those available on 

conventional machining centres. For example a number of different machine tool suppliers 
have recently introduced reliable machining centres with feed rates that exceed 40 meters per 

minute and spindles that deliver more than 20 KW of power at spindle speeds greater than 

20,000 RPM [ 15]. While these machining centres have the possibility of much higher material 

removal rates, chatter is one of the most difficult phenomena to deal with in high speed 

machining. By choosing the "right" cutting conditions the machine tool stability can be 

optimised. 
For example speeding up the spindle or increasing the overhang of the tool may actually 

eliminate chatter from the system. 
Especially the correct choice of the spindle speed for a particular tool is critical because under 

some conditions a spindle speed change of only 10% can result in a magnitude change of 

achievable material removal rates [16]. 

Because of its simplicity and effectiveness various researchers have chosen the method of 

process control as the chatter control solution. But it has nothing to do with structural 

vibration control, whether it is active or passive, since it does not alter the nominal stiffness 

and therefore does not increase the MMRR capability of a machine [ 17,18]. 
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Over the next few pages several very different examples of dynamic control are chosen to 

show the effectiveness of this approach in order to control chatter. 

J. Tlusty [19] was one of the first researchers, to model the cutting process, by assuming a 

linear transfer function between the vibration and the force. The structure was assumed to be a 

vibratory system that is characterised by individual modes of vibration, each representing a 

degree of freedom of the relative motion between tool and work-piece with a particular 
direction. The resulting amplitude of vibration of all modes normal to the cut surface create a 

variation in chip thickness. This is because the magnitude and phase shift of this vibration are 

then copied onto the work-piece surface. The variation in the chip thickness then generates a 
dynamic cutting force, which excites the vibrating system even further (chip thickness 

variation or regenerative effect - figure 2.1). This closed loop feedback of force and vibration 

provides the mechanism for regenerative chatter. The assumption was made that this mainly is 

influenced by the elasticity of the machine tool frame rather than the dynamics of the cutting 

process itself [ 19,20]. 

Merrit [20] has shown that self-excited vibration can be represented by a feedback loop. In 

practice the system is always non-linear and therefore the chatter amplitude only grows to a 
finite value [21]. But since the stability question is of more importance than the maximum 

vibration amplitude the linear models are generally considered to be adequate. 
Using classical feedback theory the limit of stability of the cutting system (stability threshold 

of the cutting process) can be obtained with the open-loop transfer function and the Nyquist 

criterion (explained in more detail in chapter 4). 

This leads to 3 independent basic equations: 

The limit of system stability ("structural equation7): 

2K. Re[G(f)l neg 

where: 
bii. it = The maximum stable axial depth of cut 

Eq. ZI: The structural equation 

K, = The static cutting stifffiess (dynamics of the cutting process are neglected) of the 

material (Steel -- 200ON/mm2, aluminium ý-- 80ON/MM2 ) 

Re [G(fil,, g = The real part of the transfer function between tool and work-Piece, where the 

function is negative 
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Note: Since the depth of cut is a physical quantity, the solution is only valid for the negative 

values of the real part of the transfer function G(f). 

The relationship between the chatter frequency and the tooth pass frequency is the "drive 

equation7': 
60xf 

mx(N+ ý; -, r) 

Eq. Z2: The drive equation 

where: 

n= The rotational seed of the spindle in RPM 

60 = The conversion factor 60 sec/min since the spindle speed n is in RPM 

m= The number of teeth so that mn is the tooth pass frequency 

f= The frequency, at which chatter should occur 

e= The phase shift between the vibration of a tooth and the wavy surface left by the previous 

tooth 
N= The number of entire waves between two succeeding teeth of the milling cutter 

The phase shift between the vibration of a tooth and the surface left by a previous tooth has 

been derived as (chip thickness variation): 

21r -2 arctan 
(Re[G(f)] 
(Im[G(f)] 

Eq. 2.3: The chip thickness variation 

where: 
Re [G(O] = The real part of the transfer function between tool and work-piece 

Im [GW] = The imaginary part of the transfer function between tool and work-piece 

These equations lead to stability charts presented by Tobias [22] indicating chatter free 

spindle speeds and critical axial depths of cut. Stability lobes allow the selection of larger 

depth of cut at high spindle speeds, because large stable gaps occur at spindle speeds, where 
the rotational frequency of the work-piece (turning) or the tooth passes frequency in milling 
(or one of its harmonics) is equal to the natural frequency of the dominant mode of the 

structural system. Therefore chatter can not occur at the tooth pass frequency (or any of its 

harmonics) in milling or at the rotational frequency in turning [23]. In simple terms: 
Stability lobes separate stable machining from chatter. If the transfer function of the 

tool/work-piece is known, either through structural simulation or through measurement the 
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stability lobes can be calculated. For example the transfer function of the structure is obtained 

by a modal test (Figure 2.2). 
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Figure 2. ]: The chip thickness variation [231 

Force Sensor 

IC P 

Accel ometer er 
Hammer 

Figure 2.2: Modal test (hammer test) 
on the tool structure 

The stability lobes of the most dominant mode (single degree of freedom) are numerically 

generated by dividing the chatter frequency into a vector of small steps. For each frequency 

the critical axial depth of cut is calculated (equation 2.1). Then the phase lag angle E;, using 

equation 2.3. The spindle speed at which the stability limit is reached can then be calculated 

using equation 2.2. Standard software like Microsoft EXCEL 0 or Math Works MATLAB"ý) 

can be used for the computation, since the modal test results can normally be converted into 

ASCII format. Figure 2.3 shows such a stability chart. 

The relationship between the spindle speed, a single stability lobe, and the real part of the 

most dominant mode of the frequency response function of the tool work-piece interface is 

shown in figure 2.4. 
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All conditions above the line of stability result in chatter, while the ones below do not. It very 

clearly shows that the most stable spindle speed is at the resonance of the most dominant 

mode and the most critical speed at the most negative value of the real part of the transfer 

function. The figures also show that by changing the spindle speed, chatter can be eliminated. 
However, this analysis also shows that the use of stability lobes may be practical for high 

speed machining, but not for low spindle speeds. At low spindle speeds, where there is no 
lobe effect, process damping is a phenomenon that helps to stabilise an unstable cut (figure 

2.3) [4]. 

The use and identification of stability lobes for a specific machine tool, can therefore be 

divided into categories: 

" Off-line approaches (Finite element modelling or modal testing of the dynamics of the 

tool/spindle structure) 

" On-line approaches, where the dynamics of the machine structure are unknown, but 

the stable pockets are identified by measuring the chatter frequency under cutting 

conditions using a suitable sensor 

2.2.1 Off line techniques 

There are already chatter avoidance packages commercially available. Most of them are based 

on the prediction of the stability lobes using the machine conditions and the frequency 

response function (FRF) of the vibrating structure obtained by a modal test. Although it is 

possible to write software (eg. MATLAB) to solve the stability equations, as shown earlier, 

these packages offer much more. 
There is for example, the simulation and measurement software CUTPRO'o supplied by MAL 

(Manufacturing Automation Laboratories) [24,25,26]. This software is developed and 
licensed by the University of British Columbia (Dr. Yusuf Altintas and co workers). Apart 

from the prediction of chatter free spindle speeds using stability lobes, it can provide: 

Prediction of the cutting forces in 3 directions 

Prediction of the vibrations 

Prediction of surface finish 

Design and analysis of variable pitch cutters, helical end mills and inserted cutters 

Finite element based design and optimisation of machine tool spindles 
Incorporated experimental modal analysis software, which automatically obtains the 

modal parameter of a frequency response function (FRF) 
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Even with these facilities, the main function for chatter prediction of an existing machine tool 
is still the stability lobes. This allows the software to identify stable spindle speeds and large 

depths of cut, which do not lead to chatter. Figure 2.5 shows a typical graphical user interface 

of this software. 
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Figure 2.5: ]he C'UI'PMU- measurement and simulation software [261 

The researchers of the University of Florida (Tiusty, Smith, Delio), who were probably the 
first offering a commercial simulation package based on the stability theory derived from 

Tlusty's work in vibration and high speed machining, have fon-ned the Manufacturing 

Laboratory Inc. (MLI) 1987. They offer the MetalMaXTM system [27]. Again this software 

optimises the spindle speed without cutting tests by analysing the stability of the machine tool 

structure under cutting conditions and predicting the stable pockets. The hardware consists of 

an impact hammer with a force sensor to excite the tool/spindle structure and an 

accelerometer to pick up the response of the system (figure 2.6). 

Through charge amplifiers both sensors are linked to a PC based data acquisition system. A 

visual programming software has been used for the additional computation to create the 

stability lobes on a practical user interface (figure 2.7). 
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Figure 2.6: The hardware of the MetalMax" ýýI, stem 

Figure 2.7., The software of the MetalMax"'system 1271 

MetalMax I'M is proven software and has been used successfully in both industry and research 

[28]. 

Another very similar software package has been developed and licensed by Boeing [29]. It is 

called NIPS (Machine Prediction Software) and again predicts the stability lobes from a 

Nyquist or stability plot of the machine tool structure. The disadvantage of both the above 

systems is that they require a certain amount of expertise in modal testing in order to operate 

them correctly. 

Snyder et al, took a different approach [15], again, without the need for exhaustive cutting 

tests. They used a "magnetic non-contact force actuator" and non-contact displacement sensor 

to excite the spindle tool structure at various spindle speeds and measured the structural 

response. The force actuator is fed by an impulse train, which excites the tool structure. As 

the spindle speed is ramped from zero to its maximum speed, those speeds that maximise the 

dynamic response of the tool are the speed that minimise regenerative chatter at the measured 

frequencies. Figure 2.8 shows the principle of how the impact force is generated. 
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A permanent magnet is positioned either on tool or work- piece depending whether it is a 

milling or turning application. As the magnet comes close, with either the lathe tool or a flute 

of the milling cutter, a large force is produced. This force is impulsive due to very rapid, non- 

linear change in the magnetic attractive force with distance. The device is suitable for 

integration into the machine controller and has the potential to allow optimal speeds to be 

downloaded and stored for later CNC programming. A prototype of this system has been 

designed and built (figure 2.8). The experimental set up uses a steel rod clamped into the 

spindle, flat sections at the end of the rod simulate the flutes of a milling tool. 
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Figure 2.8: Photograph and diagram of the prototype device and the principle how theforce is generated 1151 

The results are encouraging but more work especially concerning the quality of the excitation 

force needs to be done. 

2.2.2 On line techniques 

in many cases production is a cyclic process between the part programmer and the shop floor. 

The part program is non-nally written by a programmer, who has little knowledge about the 

dynamic characteristic of the machine tool or work-piece. As a result he may specify cuts 

which are well within the available power and torque range of the machine, but which result 

in self excited vibrations. The machine operator then has to override the program (non-nally 

decrease the axial depth of cut) or the programmer has to re-write his program. An ongoing 

dialog between the part programmer and the shop floor then is necessary. If the axial depth of 

cut is used to stabilize the process it is at the expense of the fact that the machine is not being 

used to its full capability and production time and cost increase. If off-line techniques are used 

to allow the use of the whole machine capability, the programmer needs knowledge about the 

dynamic characteristic of each tool, even each tool/work-piece configuration. This again 

increases the production time. 
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On line techniques take data during the machining process and attempt to make corrections to 

the process parameters to guide the machine to stable cutting conditions. So again they use 

stability lobes indirectly, but instead of the time consuming off line identification procedures 
they are done on-line during cutting. This saves time for the off line identification. Another 

advantage is that most on line techniques identify the stable pockets of the whole tool/work- 

piece interface, where the off-line modal testing is normally only done on the tool itself, 

which is assumed to be the most flexible part in this system. If for example thin walled 

aluminium parts for the aerospace industry are to be machined, the problematic dynamics may 

very well be caused by the work-piece itself. If the stable pockets can be detected by adjusting 
the spindle speed, the regenerative effect is eliminated since there is no regenerative feedback 

loop. But some off line techniques are based on cutting trials, which again means down time 

for the machine. 
The simplest approach to measure the stability lobes on-line is by controlled cutting trials. 
The stability lobes are simply recorded by this "cutting test method" [30]. The necessary 

parameters for a certain machine and tool/work-piece are spindle speed and axial depth of cut. 
The tests result in a database, which can be used to optimise the cutting process. As one could 
imagine this is a very expensive and time-consuming exercise 
One of the first research exercises not requiring cutting trials was carried out by Weck et al, 
[31,32]. They developed an adaptive control system for face milling operations. The system is 

capable of exploiting the available machine capacity to its limit at any moment in time. 

The basic structure of this process monitoring and optimisation system is shown in figure 2.9. 

The most important feature of this system is the use of adaptive control approach to 

automatically suppress chatter vibrations. This was thought to be one of the major factors in 

optimising the cutting capability of the machine. A torque sensor for the spindle was 
developed using strain gauges and a special telemetry system used in order to transmit the 

sensor signals from the rotational part to the non-rotating part of the machine, by a carrier 
signal. A chatter detection unit then separates the chatter vibrations from the forced 

vibrations. All this was done electronically without the use of a computer. The vibration 
signal was divided into a discrete frequency spectrum using a very narrow adjustable 
bandpass filter, whose window could be shifted over the frequency range of interest. 
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Figure 2 9: The comparison between conventional and intelligent CNC's (left) 
The limit control system for milling (right) 1311 

The amplitude of individual vibrations was then measured using a peak detector. If the 

vibrations exceeded a certain threshold value, a frequency comparator determined whether the 

vibration originated from forced vibration or not. This is usually related to the spindle speed 

(gear, tooth-pass, run-out). Since the spindle speed and the number of teeth are known, the 

chatter detection unit can distinguish between the externally forced vibrations and chatter 

vibrations. If chatter occurs during operation, the process computer records the chatter 

frequency and determines a stability minima in a certain range of spindle speeds. With the 

variation of the spindle speed, the target or ideal spindle speed is approached. This means that 

the system tries to find a stable pocket. If no spindle speed is found which stabilises the 

system, the axial depth of cut will be reduced automatically. If the system decides to change 

the speed and passes through a stability minimum, the feed is briefly stopped. This avoids the 

increase in chatter vibrations. 

The first commercial system has been introduced by Manufacturing Laboratory Inc. (MLI) 

and again is based on the expertise of Tlusty and co workers. 

Their Harmonizer TM system [33] uses a unidirectional microphone to collect acoustic 

emissions from the tool/work-piece interface. Founer analysis of the data produces a 
frequency spectrum that indicates the presence of chatter. With the knowledge of the spindle 

speed and cutter (number of teeth) the system can differentiate between chatter and forced 

vibrations (tooth pass and bearing frequencies relating to the spindle speed). When a 

minimum amount of chatter is detected, the cutting process is interrupted using the feed 

override, while a controller computes a new cutting speed based on the detected chatter 
frequency. The system is very well explained by Smith [34,351. The user has to input several 
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variables before the controller is activated, such as chatter triggering threshold current feed 

override, maximum spindle speed, number of cutting edges and sampling frequency. Based 

on this information and the spindle speed from the tacho-generator it allows prior knowledge 

of the forced vibration, which is likely to occur, such as cutter runout and tooth pass 
frequency. A peak search detector finds the highest peak in the spectral density function 

(FFT) of the sensor signal. If the frequency of the peak in the sound signal is not the cutter 

runout frequency or a harmonic which includes the tooth pass frequency then chatter is 

detected. If the amplitude of this vibration exceeds the threshold value the algorithm will 
detennine a new spindle speed in order to match the chatter frequency with the tooth pass 
frequency. 

The algorithm (equation 2.4) is based on equation 2.2 when c/27c is 1 

60 x 

mx(N+ 
2, ; r) 

(refer to equation Z2) 

60xfchatter 

mx (N + 1) 
Eq. Z4: The algorithm used by Smith 

Where n is the spindle speed in rotations per minute (RPM), m the number of teeth, fchaller the 

measured chatter frequency and N an integer presenting the stability lobe number. If it finds 

this stable pocket where e equals 27c then there is no regenerative feedback loop. It does the 

iterative calculation, from the first stability pockets onwards, to the higher order pockets, if it 
falls within the initialised maximum range. This way the system can find the highest stability 
pockets, which are at higher speeds. The feedrate is reduced to zero using the feed override 
until the new spindle speed is found. If a new speed has been found the feed is increased to a 
defined value in order maintain maximum chip load. By doing this, the algorithm monitors 
the sound level in order to check whether chatter has exceed the threshold. If it has, it carries 
out another adjustment. This iteration can be performed up to 5 times before the feed is 
interrupted and an error message indicates that the algorithm is unable to find stable cutting 
conditions. As a result the operator knows that he has to decrease the axial depth of cut, since 
it is too much for the machine. The time delay before this algorithm can react to chatter 
vibration, is the processing time to collect one frame for the FFT calculations (e. g. 1024 
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samples). This can be changed but a longer time frame means better resolution in the 

frequency domain. The authors make use of the feedrate parameter, which is effectively a 

direct parameter for the maximum chatter amplitude [32]. Figure 2.10 shows the 

Harmonizer TM system implemented to a vertical-milling machine. 
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Figure 2 10: The Harmonizer"' system 1331 

To date this system is the best-known chatter control package and therefore has been 

discussed in more detail. It is implemented in several companies across the US [28]. 

A similar solution to the previous one is offered by the toolmaker Kennametal [36]. It Is 

called "BestSpeed" and is a hand held analyser with a built in microphone. It can isolate the 

distinct frequencies in the sound signal and calculates the optimum speed for a smooth cutting 

operation. The only input the user has to make is the number of cutting edges of the tool. 

With the knowledge of the stable lobes, a greater axial depth of cut is possible. It has been 

reported that it even works over the telephone line in order to diagnose a remote work shop 

chatter problem. But again, it just works for regenerative chatter vibration and not for forced 

vibration, which may be caused by some interrupted cutting operation. 

Another approach based on the principle of consuming chatter energy by the best vibrating 

phase using speed regulation techniques is described by Lio and Young [37]. They 

determined that the largest amount of energy extracted from the tool-vibration system in each 

period is when the phase shift F between the vibration of the tooth and the wavy surface left 

by the previous tooth is 90' (762). Again equation 2.2 is used to calculate the new stable 

spindle speed. Another difference from the previous approaches is that the feed is not 
interrupted. The disadvantage is that chatter first has to develop before the controller can react 

and even then when the spindle speed is altered the feed remains the same. Their simulation 

and experimental prototype is again a good demonstration for the spindle speed regulation 
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technique in order to avoid chatter. In the experiments the cutting force obtained from a table 
dynamometer are used to record the cutting process and detect chatter. 
There is much work published for on-line chatter control using the spindle speed and feed 

rate as control parameter in order to stabilise the cutting process. The difference is the control 
law, which they use (genetic algorithms neural networks and fuzzy logic). Representing all of 
them a recent project from Sim et al [38] is reviewed. 
This project uses weighting rules together with fuzzy logic (decision rules) in order to change 
the spindle speed and feed rate. The vibration was measured with a microphone and FFT used 
to analyse the signal. Again chatter was detected with the knowledge of the spindle speed and 

number of cutting inserts (forced vibrations). The knowledge that chatter can not occur at 
frequencies related to the spindle speed is used in all work to differentiate between chatter and 
forced vibrations. The spindle speed is changed in 1% increments using the spindle override 

up to 10%. If chatter increases when the spindle speed is increased by 1%, the decision unit 
decreases the spindle speed. This iterative approach stops when a stable speed is found. 

Again the, system needs to detect chatter before it can do anything about it. Also this system 

as all the other reviewed systems uses process control. As such it does not increase the 
MMRR capability since it does not alter the nominal stability of the machine. Second, the 

sensitivity of the microphone to environmental noise can make it difficult to recognize the 

chatter vibrations. Although this problem can be minimized by adjusting the location of the 

microphone. 

2.2.3 Other approaches 
There are other interesting and more practical techniques, which are not related to the 

variation of spindle speed or feedrate as a parameter, but still rely on operator control. Most of 
them assume the proper clamping of tool and work-piece. 
There are, for example, different types of tool holder on the market, which affect the stability 
in high speed machining [39]. Set-screw holders, which do not clamp the tool in all directions 

can be replaced by collet holders or even shrink fit holders. Shrink fit holders arc preferred 

since the tool is clamped very rigidly after heating up the tool holder. Unfortunately these 
devices are also very expensive. Another important factor is to make the right choice of work- 
piece holder. The clamping design of the hydraulic types is preferred, where the screw 

arrangement of some fast clamping "carrousel" types are often insufficient. 
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Tobias [22] has also found that the chatter behaviour of the machine depends on the position 

of the work related to the spindle. 

Figure 2.12 shows the chatter amplitudes for various amounts of eccentricity (e), defined as 

the distance between the centre line of the work and the spindle axis (figure 2.11). 
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Figure 2.11: Schematic diagram of the machine Figure 2.12: Chatter vibrationsfor various 
used in the experiment 122] values of eccentricity 1221 

From this it can be seen that the chatter amplitude increases, as the workpiece moves away 

from the central position towards the outer edge of the table, whilst the chatter vibrations 

assume a more or less harmonic character due to the fact that the machine structure vibrates at 

one of its natural modes. Shifting the work-piece towards the column has the opposite effect. 

The chatter amplitude varies in an approximately linear manner with eccentricity, as shown in 

figure 2.13. 
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Figure 2.13: Effect of work eccentricity on chatter magnitude andfrequency 1221 
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This figure also shows the variation in chatter frequency as a function of workpiece 

eccentricity. With increasing eccentricity, the chatter frequency also increases. 

Another very practical approach is referred to as tool tuning [40]. This is simply a method that 

adjusts the dynamics of the spindle/tool/workpiece structure using the overhang of the tool as 

the control parameter, which is easy accessible. The tool overhang is defined as the length by 

which the tool extends from the holder. Collet and shrink fit holders (among others) offer 

some freedom to vary the overhang length. This variable can allow greater productivity for 

high speed machining. Schmitz and Davis [41] with the aid of the University of Florida's 

machine tool research centre has developed a method of systematically tuning the machining 

process using the overhang effect. To determine the optimal tool overhang for a given 

application a "tap test", as described earlier, is performed on the tool holder first, with a 

second test carried out on the tool clamped in the tool holder. Having evaluated the stiffness 

and damping from the frequency response functions this can be modelled mathematically. 
With this information the right length of tool overhang can be obtained through simulation in 

order to take deep cuts without chatter near the spindle maximum speed. This method has 

been validated through experimental testing. The tests have shown that a shorter tool is 

usually more stable but in some cases stability improvement can come from a longer tool. The 

disadvantage again is that workshops normally do not have the expertise or instrumentation 

required to do "tap testing7 or simulating structural dynamics. 

Choudhury and Mathew [42], have investigated another very popular approach to controlling 

machine tool vibration through process control. In order to suppress vibration, the tooth 

spacing is a very useful parameter for achieving higher productivity. The purpose of their 

work was to design a face mill cutter with an odd number of teeth, which are unevenly spaced 

along the cutter periphery. They obtained the optimum spacing by minimising the total power 

and relative cutter-work-piece vibrations with the aid of a standard optimisation program. The 

new face mill cutter with uneven teeth spacing has been designed and fabricated based on a 

standard SANDVIK mill. The newly designed cutter has reduced vibration significantly 

within a certain range of cutting conditions. The reduction is caused by uneven tooth impacts 

and hence the avoidance of excitation at the machines natural frequencies. 

2.3 Passive vibration control 
Initially vibration control was accomplished using passive elements. This means that no 

power source was used to add energy to the system. The level of vibration was controlled by 
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making the mechanical system stiffer or by adding damping. But this is usually very difficult 

to achieve on existing machine tools without major changes to the structure of the whole 

machine. 
Batrakov and Tikhomirov [43] used a too] holder made from powder material with increased 

porosity that possessed vibration-damping properties. They were able to reduce tile vibration 

by 50% compared to vibrations observed during operation without the vibration absorbing 

material. It should be noted that the frequency ranges are not mentioned in their paper. 

However it is well known that one of the major limitations of applying passive vibration 

control is the limitation of the effectiveness in narrow bandwidths. Also the toot holder needs 

high rigidity in order to withstand the static cutting forces. They did not mention whether that 

(high rigidity) was still the case after the integration of the new tool holder. Also the new tool 

holder will not have the same thermal conductivity as a standard steel type, and therefore will 

not be able to dissipate the then-nal energy of the cutting process as a standard tool holder can. 

On existing machine tools, the integration of additional damping in the vibratory system 

especially in the form of a damped vibration absorber, can help to prevent self-excited 

vibrations. 

Successful use has been reported in boring, milling and turning operations [44,451. These 

vibration absorbers introduce additional damping into the vibratory system, which reduces the 

magnitude of the resonant peak. Figure 2.14 shows the realisation of this technique on a 

turning tool, boring bar and horizontal-milfing machine. 
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Figure 2.14: Passive vibration control using damping absorbers on various tool configurations 

In the case of turning, the damping effect is realised through a spring-loaded mass, which 
dissipates the energy of the vibrating too]. 
Hardwick [45] has also shown that increasing the damping, next to increasing the stiffness, 
has the greatest effect on reducing or eliminating the effects of vibrations on machine tools. 
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Hardwick and his team have developed much expertise over many years in "trouble shooting" 

unstable machine tools, by using a specially designed tuned vibration absorber in order to 

introduce damping into machine tool structures (figure 2.15). 
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Figure 2.15: The commercial tuned damper 14-51 

The system consists of spring elements (rubber feet), which are adjustable so that the 

frequency can be tuned to match the problematic modal frequency of the primary machine 

too] structure. 
Hardwick recommended that the secondary mass of the absorber must be at least 10% of tile 

primary structure and located at the point of maximum vibration amplitude. The position of 

maximum vibration amplitude was deten-nined by Simulating chatter using a hydraulic 

actuator between the too] and machine table and recording the frequency response functions 

(FRF's) at many points along the structure. Special modal testing software could then post- 

process the FRF data and deten-nine the mode shapes of the structure. 
Nevertheless a great deal of experience is necessary to succeed. 
Tarng et a] [46], use a plezo-electric actuator with inertia mass, mounted on the cutting tool of 

a lathe. It is tuned so that it can reduce the magnitude of the negative part of the frequency 

response function. The actuator behaves like a simple spring-mass-damper system and 
therefore introduces another degree of freedom to the dyriamic system of the cutting tool. The 

initial frequency response function of the cutting tool is recorded using an accelerometer 

mounted on the cutting tool and a PC data acquisition system records the data. The initial 

mass of the actuator acts as a tuned vibration absorber and the natural frequency of the system 

can be adjusted by adjusting the inertia mass. It is claimed that experimental cutting tests 
have shown that the stability was increased by six times using this technique. 
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The first major disadvantage of passive control is that if the structural parameters change, 

then the damper, which is designed for a particular frequency, needs re-tuning, to suit the new 

dynamics. Secondly the additional mass, which depends on the machine tool structure, can be 

significant and stands in opposition to the machine tool specifications (higher speeds lighter 

structure with maximum rigidity). Thirdly, the tool fixtures need to have high rigidity, which 

makes it difficult to add meaningful passive damping elements to the tool system. As will be 

shown in the next chapter, active elements are even stiffer than the steel structure of a 

machine tool. The only major advantage of passive vibration control, compared to active 

control, is that it is easy to implement, low cost and does not need external energy. 

2.4 Active Control 

In the past traditional, "passive" approaches, whether process control or passive vibration 

control, have been used to prevent chatter. Having applied these techniques to their full 

practical extent with limited success, the machine tool industry is now looking forward to 

active solutions. This becomes more and more important as recent advances in miniature 

actuators (smart-materials), sensors and digital systems have been made. 

Active vibration control is an alternative way to alter the dynamics of a dynamic system. In 

active control systems actuators, sensors, computers and software replace the mechanical 

components to provide the desired dynamic response characteristics. Effectively, secondary 

vibrations are introduced into the machine tool structure by secondary force actuators. These 

are driven in such a way that the generated secondary vibrations interface with the tool 

vibration induced by the cutting process (primary vibrations). An effective control algorithm 
is able to modify the structural response of the tool in real time, and thereby reducing the 

vibrations. 
Examples of active systems to alter the dynamics during machining are rare. In general, most 

of the work reported addresses turning operations rather then milling. 

2.5 Active control in turning and boring 

In turning applications a single-point-cutting tool is continuously in contact with the work- 

piece, and the direction of both the main and the thrust cutting force components are fixed 

with respect to the structure. The formulation of the stability problem therefore results in a 

characteristic equation with constant coefficients and time delays, which can be studied using 

well-known control theory. 
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J. Rojas, and C. Liang [47] use magnetostrictive (Terfenol-D) actuators with an industrial 

horizontal lathe. This initial research successfully showed the feasibility of active machine 

tool vibration using readily available sensors, actuators and control algorithms. The sensor 

(accelerometer) and actuator are attached to the boring bar. Figure 2.16 shows the 

experimental set up. 
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Figure 2.16: Active vibration control ofa Boring Bar 14 7/ 

Extensive vibration testing has been conducted to understand the system dynamics. This 

includes the measurement of the transfer functions of the boring bar both with and without 

contact with the work-piece. To do this the actuator was used as an exciter and the 

accelerometer as a sensor to identify the structural system to be controlled. The boring bar 

system was mathematically modelled as a three-degree of fi-ecdom system (lurnped parameter 

model of a cantilever beam). Two different controllers (analogue PI controller and digital 

Least Mean Squares (LMS) adaptive filter) were tested and the results showed that machine 

too] vibration can be significantly reduced using active vibration control. 
The work done by Pan et al [48] is a continuation of this. They also use a custornised 

magnetostrictive alloy terfenol-D actuator. The same test rig as the previous one has also been 

used, where the actuator was attached to the boring bar. This paper also described tile digital 

controller itself. It is a custormsed powerful Digital Signal Processor board (DSP) developed 

by Pan [49]. The mother- and all of the daughter boards have an independent TMS320C31 

processor since the system was designed for maximum processing power (figure 2.17). All 

industrial collaborator built and supplied several Terfenol-D actuators in order to suit tile 

application (figure 2.17) 
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Figure 2.17: The Terjenol-D actuator (right) and the developed DSP hoard (h, 
. 
It) 1481 

The team has used 2 advanced control algorithms. Firstly an adaptive Finite Impulse 

Response (FIR) LMS controller. It uses 300 previous samples (300 tap FIR filter). Chatter 

was simulated by attaching a shaker to the tool tip. The harmonic excitation frequency was 

I 8OHz and the adaptive controller was able to reduce the forced vibration by about 70-80%. 

Tile second algorithm was a fuzzy CMAC neural network [48], which has the major 

advantage of being able to "learn" about rion-linear systems. It's disadvantage is that it needs 

a lot of computing power to calculate the new Output sample within the sampling time. Even 

with the very fast DSP board this controller was just able to reduce the forced vibrations by 

about 50%. This was due to the fact that they could Only use 5 previous samples in order to 

predict the next controller output sample (it was 300 samples for the FIR LMS controller). 

The shaker test was the only test conducted (no Cutting tests) and future work aimed to find a 

more powerful DSP board in order to implement the potential fuzzy CMAC algorithm. 
O'Reagan at al, [501, have applied active structural control on a Vertical Turning Lathe. Tile 

study has proved that active damping can reduce regenerative chatter. Ail actuator (active 

damper) attached to the end of the ram introduced additional vibration, which counteracted 

the relative vibration between tool and work-piece. These vibrations were sensed by all 

accelerometer on the ram and fed to the controller. They used an active damper control 

concept (refer to chapter 6.8). The sensor signal was integrated and multiplied with a pre- 
defined gain and then passed through a bandpass filter, which determined the main chatter 
frequency. The modified velocity signal then drove the actuator oil the ram, providing the 

secondary force. Again a digital signal processor was used as processing hardware. The 

system reduced the surface roughness by approximately 601%, but because of their control 

scheme (bandpass-filter and gain) it needed tuning for individual machines. 
General Dynamics [51], group members Kennametal and machine tool builder Cincinnati, 

have developed a prototype system, which can be used in real machine tool environments. 
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They designed an active boring bar system. This consists of an active clamp, (which is lathe- 

mountable) instrument bar and electronics. The clamp supports the boring bar and houses 

piezoelectric actuator motors, which physically move the bar in opposition to cutting 

vibrations. An accelerometer is embedded into the boring bar and digital control functions, 

based on the principles of adaptive filters, are achieved using 2 DSPs (figure 2.18). The 

device is capable of extending the existing chatter threshold up to 400 percent for deep boring 

applications while maintaining precision surface finish. 
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Figure 2.18: The active boring bar system (ABBS) prototype (Top left and right). The improvement in surface 
finish (Bottom left) 1511 

HAkansson et al [52,53], have also developed an active tool holder system. The tool holder is 

constructed with embedded piezo ceramic actuators. They use an adaptive FIR controller 
based on the Filtered-X LMS algorithm [54] and FIR filters to model the dynamics of the 

actuator (secondary path), which was an initial off-line identification procedure. Even though 

their system was non-linear (hysteresis of the piezo actuators) it was still able to reduce the 

tool vibration of an unstable cut up to 35dB at 1.7kHz and 30dB at 3.1 kHz. This went along 

with a significant improvement in the surface finish and reduction of acoustic noise. This 

work has led to the development of a system called ActiCUtTM. This was designed by Active 

Control Sweden AB [55] and its prototype is currently undergoing more testing in a real 

machine tool environment. 
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A different approach of active damping was achieved by Olgac and Holm-Hansen [56]. The 

active damping of a spring-mass-damper was achieved with a technique called a delayed 

resonator. The idea was to select a gain and time delay in real time, so that the two 

dominating roots of the vibrating system lie on the imaginary axis while the rest were in the 

left half of the s-plane. This pole-placement design was chosen so that the absorber of the 

spring-mass-damper system displayed 180 degrees out of phase with a harmonic disturbance 

input. This concept of 180 degrees out of phase was also used by Dold [57]. The downside of 

this approach is the assumption that the disturbance is harmonic. A smart tool post structure 

[58] was used, which is part of a project to revolutionise the US machine tool industry. The 

smart tool post is a steel based mechanical structure designed to transmit the energy from 

Lead Magnesium Niobate (PMN) actuators to the cutting tool. This hardware has also been 

used by a variety of other researchers within the same university [59,60]. 

2.5.1 Active control in milling 

The advantage in turning is that the tool is stationary and the work-piece rotates, and therefore 

an actuator can suppress vibrations of the tool structure, when it is attached near the cutting 

point. In milling this is different. The tool rotates and the work-piece is stationary, and this 

makes it more difficult to find the right place for an actuator to introduce anti-vibrations. 
Also milling is a multi-point cutting operation, in which the cutter rotates with respect to the 

structure-work-piece system. In this case the directions of the cutting force components are no 
longer fixed and rotate with respect to the structural coordinate system. This makes it far more 
difficult to control than the turning operations, where the cutting force vector is fixed. 

Because of this there is only one known work on the subject, where an industrial team has 

tackled the problem with very promising results. 
Jang and Tarng [61] have studied active vibration control on a cutting tool. However they did 

not describe whether their system was for milling or turning operations since the objective of 
their work was a systematic approach for the analysis of the piezoelectric actuator to act as an 
active vibration damper on a cutting tool. The actuator was attached to a cutting tool and a 
modal shaker used to produce a harmonic disturbance (figure 2.19). The vibration was sensed 
by an accelerometer and fed back via the amplifier to the piezo actuator. 
It is believed that the location of sensor actuator has been tuned in order to get the right phase 
to damp the vibration of the primary force of the shaker. The forced vibrations at 73711z have 
been reduced by abut 90% (figure 2.19). 
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without active vibration control (right) 1611 

This work has not been more than a general case study for active vibration control for 

machine tools. No cutting tests have been performed, since the system was not designed to do 

so. Also the principle only has been proven for forced han-nonic excitation but not for a more 

complex vibration under cutting conditions. 

A similar approach was taken by Ehman et al [62]. Their approach was to show that piezo- 

electric actuators can improve the dynamics of milling machines. The laboratory results show 

the potential of this approach and have led to further research work on real milling machines. 

The machine tool structure was a gantry robot type and since their structure is not very stiff it 
is very sensitive to self-excited vibrations. It was therefore a good vehicle to show the 

potential of active vibration control. They used an ýt-synthesis control algorithm [63], 

implemented in a digital signal processor, DSP, board. Figure 2.20 shows the laboratory 

model of the gantry milling machine. It was designed to have a very flexible structure in order 

to show the principle of active vibration control. Figure 2.20 shows the embedded piezo 

actuators. 
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Ehman et al, designed the controller so that the first two natural modes of the structure are 

damped, whilst the higher modes are not affected. The experiments were carried out in X- 

axis, with an electromagnetic shaker simulating the dynamic cutting force (figure 2.20). They 

concluded that the axial depth of cut of this virtual milling machine could be improved by 2 

over the whole range of spindle speed and therefore this concept is open for further research 

work. 

Recently Dohner et al [64] and Lauffer et al [65], developed an active feedback compensation 

system for Ingersoll's Horizontal Octahedral Hexapod Machine (HOHM) used for machining 

aeroplane structures. The team, lead by Lockheed Martin Space Systems Co., identified, by 

using a Finite Element model, that the most flexible structure was the spindle unit with its 

tool, and made the assumption that the rest of the structure is rigid for this type of milling 

machine [66]. Vibration in the two lateral directions is picked up at the root of the rotating 

tool by strain gauge sensors. The power is supplied by magnetic coupling between the 

stationary and rotating part. One of their collaborators went on to develop a telemetry system, 

which was used to transmit the strain data to the stationary receivers. In order to translate the 

data from the rotating coordinate system to the stationary coordinate system the angular 

position was measured using a Heidenhain encoder [67]. Other, stationary chatter sensor's 

have been tested, but these were not sensitive enough to pick up the tool dynamics [68]. The 

actuators were constructed using PMN-based electrostrictive ceramics. The hardware, 

consists of the spindle, the tool holder, the cartridge, the actuators and the telemetry system 

were given a special name - the Smart Spindle Unit (SSU) - figure 2.21. 

The digital state-space controller was designed by another collaborator and used a Linear 

Quadratic Gaussian (LQG) approach [69] to determine the state, input and output matrices of 

the control law. Since the tool was flexible, the measured FRF of the open loop, was 

approximated and modelled by a second order system. In order to prove that their system 
improves the Maximum Metal Removal Rate of this machine, they needed to add a mass to 

the end of the tool (see figure 2.21), in order to move the fundamental tool mode away from 

the dynamics of the SSU. After the "creation7' of this very light damped tool the MMRR was 
in the order of a magnitude higher then before (figure 2.21). 
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The team concluded that active control of milling machines using a standard cutting tool is 

possible. However better control and design methods are required to produce a working 

solution in the absence of any added mass to the cutting tool. For the future, the team will pay 

particular attention to the development of control algorithms that allow adaptability [64]. 

2.6 Summary of the literature review 

It has been seen that chatter instabilities force vibration energy Into the tool to eject the insert 

from its path. At the ejection the forces on the tool are relieved and bounce back into the 

metal. This cyclic process results in vibration in the machine and poor surface finish. Chatter 

therefore sets a limit to the productive capability of the machine and tool. Since the dynamics 

of machine tools are complex, each individual machine is expected to behave differently. 

Proper design and operation of the machine tool can ensure that the maximum metal removal 

rate of each machine is optimised. 

Process control, especially the variation of spindle speed, is a common technique used to 

optimise the machining process, but it does not improve the dynamics of the system and 

therefore its MMRR capability. Furthermore, off-line techniques used to calculate the best 
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spindle speed are usually time consuming, since the dynamic system of each machine tool 

configuration (machine/tool) needs to be identified. They also require a certain amount of 

expertise, although the available software is user-friendly. 
On-line techniques do not require any expertise, and do not need down-time on the machine. 

They are suitable for the aerospace industry, where the dynamics of the work-piece can be 

more significant for the stability of the cutting process than the machine tool structure. The 

methods of optimisation of the cutting process using a process control technique, however is 

recommendable to each machine tool work shop. Systems like the HarmonizerTm, will assure 

that the MMRR on each machine is achieved, even for inexperienced machine tool operators. 
However, the only way of improving the MMRR capability of an existing machine is passive 

or active vibration control. 

Passive vibration control, using tuneable damping absorbers, is popular for trouble shooting. 
The method is low-cost and does not require any additional electronic hardware or energy. 
The disadvantages are that it requires a lot of expertise and time to implement properly and is 

not adaptive. If the machine structure or tool changes, the damping system must be re-tuned. 
However, since passive techniques have reached their full potential, there seems to be an 
increasing tendency not just for the machine tool industry, to develop new active control 

systems. This is even more valid since significant improvements in the field of smart 

materials can be expected over the next years [70]. Active vibration control can be adaptive 
depending on the controller as shown by General Dynamics [5 1] and Active Control Sweden 

AB [55] and can also work for low frequencies. Since the technique is relatively new, there is 

a high potential for research. But much of the work reported to date has focused on turning 

and boring operations because of the relative simplicity of these processes. It seems there is 

no system, or even a prototype available, which demonstrates active vibration control for 

milling machines using standard cutting tools. 

2.7 Novelty of the research project 
Active and passive vibration control is the only way to increase the dynamic stiffness and 
damping of a machine tool without major changes to the existing machine. In the literature, 

chatter control of a machine tool has really been process control, and not vibration control. 
Active vibration control has a lot of potential due to recent advances in material technology. 
The relatively few examples of active control on machine tools have been in turning not in 
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milling. Most the control algorithms used, are also not adaptive and therefore need to be 

redesigned when the dynamics of the system (machine and tool) change. 

Therefore the novelties of this research project are: 

*A demonstration system for 2 axis active control on a standard milling machine 
(vertical machining centre). 

9 The designed active control system is universal and portable in that it can be used 
for any vertical machining centre. This also assures that no major changes to each 

machine have to be made. 

* The system described in this work uses "off the shelf' actuators, which are lower 

cost than customised types. It also uses a new type of silicon accelerometer (MEM 

technology), which is less expensive than traditional piezo types. 

* The active vibration device can measure cutting forces in 2 directions and measure 
the displacement directly. It therefore serves as a "built in" table dynamometer. 

* The control algorithms are adaptive in order to follow any changes in the machine 

tool dynamics. The proposed algorithm has not been used in machine tool 

apPlications so far. 

* The active system is able to introduce defined vibration into the cutting process in 

order to achieve a certain surface waviness, this may be used for the automotive 

industries for machining the parts of a combustion chamber, where the exact shape 

of the surface is crucial. 

9 The system also introduces another 2 degrees of freedom to the machine tool for 

very accurate tool positioning. The system is more direct and accurate than the 

existing ballscrew drive systems. It therefore also can be used to compensate for 

static cutting forces, since it measures the cutting forces and tool displacement. 

* The adaptive algorithms and estimators allow identification and modelling of 

machine tool structures or the cutting process off line. This will lead to digital 

simulation systems of machine tool structures. 
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Chapter 3 

Mechanics of metal cutting 

3.1 Introduction 
The mechanics of metal cutting has been studied for many years. The process itself is 

complex, due to the many factors that influence it. This chapter takes a practical approach to 

explaining the fundamentals of the cutting process and the parameters which affect vibration. 

The static and dynamic cutting forces for milling and turning are derived, and a method of 

predicting and estimating the static cutting forces and power requirements for turning and 

milling using simplified formulas is provided. These formulas are important since they will 

later be used for the design of the active work-piece holder (chapter 7). The dynamics of the 

cutting process and their effect on chatter vibrations will also be explained with a stability 

analysis to derive the stability lobes using traditional control theory in the frequency domain. 

With this knowledge it will be possible to develop the different approach taken in this project 

to model machine tool chatter vibrations in the digital domain. 

3.2 The chip formation 

Cutting operations are often referred to as "chip removing" and represent the largest class of 

manufacturing activities in production engineering. The most common cutting operations are: 

* Turning 

Milling 

Drilling 

Boring 

Grinding 

Normally cutting processes are those in which soft bodies are cut by a tool such as a knife. 

The wedge shaped tool is forced symmetrically into the body having a very small included or 

wedge angle of the tool edges. If the tool is sharp, the body may be cut cleanly with very little 

force into two pieces, which is gently forced apart by the faces of the tool. Metal cutting is 

different. Metals and alloys are hard, so that no tool materials are strong enough to withstand 
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the stresses they impose. If both faces, which form the tool edge, act to force apart the two 

newly formed surfaces, very high stresses are imposed and heat is generated so that both tool 

and surfaces are damaged. Because of this, it is necessary for a metal cutting tool to take the 

form of a large angled wedge (normally over 60'), which is driven asymmetrically into the 

work material to remove a thin layer from a thicker body, (figure 3.1) [71 ]. 

sh 
CHIP 

h,., 
TCýOL. 

WORK 0 

rake face 

ý- Shear plane angle 
a Tool rake angle 
P Wedge angle of the tool 
ho Uncut chip thickness 
h, ý Chip thickness 

Figure 3.1: The metal cutting process 

Although all metal cutting operations share the same principles of mechanics, their geometry 

and kinematics differ from each other. However, all different machining processes can be 

classified into two categories: 

9 Orthogonal cutting (2 dimensional) 

9 Oblique cutting (3 dimensional) 

Orthogonal cutting is a special case of oblique cutting, where the tool is perpendicular to the 

cutting velocity vector (figure 3.2), and a metal chip with the width of cut b and thickness h, 

is sheared away forrn the work-piece. 

Since in orthogonal cutting, the strain is uniforin along the cutting edge, the cutting forces 

only act in the directions of the velocity and uncut chip thickness. These forces are called the 
tangential or primary cutting force forces (F) and feed or thrust forces (Ff). In oblique cutting 
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the cutting edge is orientated with an inclination angle (i) and the third force acts in the radial 
direction (F, ). The resulting force vector is the geometric or vector sum of all three. 

All machining processes involve the formation of chips by defort-ning the work material on 

the surface of the object being machined using the cutting tool. Because of the defort-nation on 

the surface, the quality of the cutting process can be judged not only by the surface itself but 

also by the type of chip. Therefore the type of chip formed is a direct indication of the surface 

quality. Chip formation is simplest when a continuous chip is fonned using orthogonal 

cutting. In oblique cutting a single, straight cutting edge is inclined in the direction of tool 

travel. This inclination causes changes in the direction of chip flow up the face of the tool. 

When the cutting edge is inclined, the chip flows across the tool face with a sideways 

movement that produces a helical form of chip [4]. 

Metal cutting chips can be classified as three basic types [4,44]: 

Discontinuous 

Continuous 

Continuous chip with Built-up Edge (BUE) 

Discontinuous or segmented chips are produced when brittle metal such as cast iron and hard 

bronze are cut or when some ductile metals are cut under poor cutting conditions. As the point 

of the cutting tool contacts the metal, some compression occurs, and the chip begins flowing 

along the chip-tool interface. As more stress is applied to brittle metal by the cutting action, 
the metal compresses until it reaches a point where rupture occurs and the chip separates from 

the un-machined portion. This cycle is repeated indefinitely during the cutting operation, with 

rupture of each segment occurring on the shear plane (figure 3.3). Segmented chips are the 

easiest to remove from the working space area, although the segmented parts are partly 

welded together again because of the heat the chip is carrying away. Generally, as a result of 
these successive ruptures, a poor surface finish is produced on the work-piece. 
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Many materials provide a continuous chip (figure 3.3). This kind of chip runs almost straight 

like a long ribbon and gets entangled around the tool holder and other parts of the working 

space. This continuous ribbon is produced when the flow of metal next to the tool face is not 

restricted by a build up edge or friction at the chip tool interface. In order to clear the working 

area the cutting process must be interrupted, so that the chip breaks and can be cleared away. 

This is the general procedure for manual turning or drilling. In automatic cutting processes 

however, this approach becomes a problem. In automatic processes, it is desirable to form the 

chip into tight curls that break into short pieces. This can be achieved by the use of chip 

breakers and chip forming grooves [4]. However, the continuous ribbon chip is considered 
ideal for efficient cutting action to produce better surface finishes, since unlike the segmented 

chip, fractures or ruptures do not occur due to the ductile nature of the metal. 
Another phenomena that is important in the chip formation process is a "built-up edge" 

(BUE), which is formed by highly strained material adhering to the tool tip. In this case the 

metal ahead of the cutting tool is compressed and forms a chip, which begins to flow along 

the chip tool interface. As a result of the high temperatures produced and the high frictional 

resistance against the flow of the chip along the chip-tool interface, small particles of metal 

begin adhering to the edge of the cutting tool, while the chip shears away. As the cutting 

process continues, more particles adhere to the cutting tool and a larger build-up results. The 

build up increases in size and becomes more unstable, until eventually a point is reached 

where fragments are tom off. Proportions of these fragments which break off, stick to both the 

chip and work-piece. The build-up / break-down of the built up edge occur rapidly during 

cutting action and cover the machined surface with a multitude of built up fragments. These 

fragments adhere to and score the machined surface, resulting in a poor surface finish. 

Moreover BUE also generates forced vibrations generated internally through the cutting 

process itself [4,44]. The random process of the BUE produces a change in the "effective rake 

angle" through the different sizes in the built-up edge (figure 3.3). As the result is a variation 
in the rake angle the cutting forces vary (cc increases and therefore F decreases, or if cc 
decreases F increases) and vibrations are produced. 
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3.3 Single point operations 
A single point operation is normally a continuous cutting process using tool with a single 

cutting edge. Turning, boring planning and shaping are all examples where single point 

cutting is used (figure 3.4). 

Figure 3.4: Chipjormation in a turning operation (a), afacing operation (h), a cylindrical turning 
operation (c) and a boring operation [4,1501 

The figure 3.4. a shows a chip being cut in a turning operation. The tool is a triangular carbide 

insert mechanically clamped in a tool holder and the tool moves parallel with the axis of the 

cylindrical work-piece. Marks of the feed per revolution of the work-piece can be seen both 

on the surface previously machined and on the just-generated surface (figure 3.4. a). This 

operation is called cylindrical turning. If the tool moves perpendicular to the axis it removes 

material from the flat face of the work-piece, the operation Is called facing. The combination 

of both cylindrical and facing operations allows complex profiles to be machined (e. g. 

chamfering). 

3.3.1 Tool geometry in turning 

The main features of a turning tool are shown in figure 3.5. 
Rake face 

Rake face 

ake ngle Nose radius 

Work-pi ce 

7F-d 

uttin, _, rti,, e Clearance f&ceý Clearance 
Tool 
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End Clearance face 
Clearance face 

tigure j. j. i uut grumviry tri turrittig I, 
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The surface of the tool over which the chip flows is known as the rake face. The cutting edge 
(wedge angle) is formed by the intersection of the rake face with the clearance face or flank of 

the tool. The tool is designed so that the clearance face does not rub against the freshly cut 

metal surface. The rake face is inclined depending on the work-piece material and rake angle 

((x) can be positive or negative (this affects the chip fori-nation). Rake angles over 10' are only 

appropriate for relatively soft materials. If the material is brittle and hard, the rake angle can 

be very small or even negative. Figure 3.5. c shows the tool geometry for medium hardened 

materials (e. g. mild steel) [721. 

3.3.2 Power and forces in turning operations 

The cutting forces in turning can be classed into three components or force vectors (figure 

3.6): 

* The tangential force or primary cutting force (F, ) 

* The axial force (F,, = Ff for cylindrical turning operation) 

* The radial force or thrust force (F, = Ff for facing operation) 

-- 2 Fa 

Vt 
cr 

(a) 
Figure 3.6: Cuttingforces in turning 

The tangential force has the same direction as the cutting speed, which is the rate at which the 

uncut surface of the work passes the cutting edge of the tool and has the direction tangential 

to the cut surface. The radial or thrust force, acts along the radius of the work-piece and 

therefore is perpendicular to the machined surface. This force acts to push the tool out of the 

cut and therefore is responsible for work-piece deflection. The direction and amount of radial 

force is critical for minimising machine tool chatter since it acts in the most flexible direction 

of the tool/work-piece structure. Therefore the side cutting edge angle (SCEA - (Y) in figure 

3.6. b is a direct parameter of the radial force and machine tool chatter [72]. At 0' the radial 
force is at its maximum (e. g. purely orthogonal plunge cutting operation). The work-piece or 

shaft is flexible in this direction and may bend and lead to vibration. When the SCEA is at 90' 
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the radial force would in theory be zero, but because of the nose radius of the too] (figure 

3.5. b) a radial force is always present, although small. The axial force acts In the axial 
direction of the shaft, which is the work-piece in turning or the too] in milling. In turning it is 

also called longitudinal force. The feed force in turning is equivalent to the axial force, where 

in milling it is equivalent to the radial force (chapter 3.4.2). In both operations it acts in the 

direction of the feed and therefore determinates the direct load on the feed drive. 

Figure 3.7 shows the different machine operations III turning. 

(T 

a 
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Side natinp. w. l 
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Figure 3.7: The constant chip thickness in turning 141 

The peripheral speed of the work-piece is defined as the cutting speed v. 

Workpiece (liameter D,, [mm] xTxn [RPM ] /11 ] 

60 seý/ see Eq. 3.1: The cutting speed 

n m in 

This is an averaged value since the work-piece diameter reduces in a facing operation. With 

the feedratef the tool movesf. after one revolution of-tic work-piece. Tills is called chip load 

(feed per tooth in milling and feed per revolution in turning) and leaves the distinguishing 

feed per revolution marks on the surface. 

f 
lnllýl. 

id IM/111 
n[RPM] 

Eq. 3.2: The chip load in metal cutting 

The shaded area in figure 3.7 is called the chip area A and can be calculated by: 

A= a xf. =bxh[mm2] Eq. 3.3: The chip area 

Where a is the depth of cut measured in radial direction of the cut surface, h the chip width 
and h the chip thickness. For turning, the chip thickness is a constant value, whereas for 

milling it varies with the rotational angle (see later). The depth of cut a depends on the shle 
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cutting edge angle (SCEA), which therefore also detennines the type of cutting operation [e. g. 

plunge cutting). 

a=bx cos o- [mm] Eq. 3.4: The depth of cut 

The metal removal rate (MRR) is obtained as the product of chip area and cutting speed: 

MRR= A xv= a xfx IT xD,,, xn =; TxD,,, xf xa 
[mmy 

m1n] Eq. 3.5: The Metal Removal Rate 

Since the tangential cutting force F, is in the same direction as the cutting speed, it can be 

approximated as the main force component, which has to be delivered by the spindle motor. 

The tangential force is proportional to the chip area A: 

F =K, x A [N] 
t Eq. 3.6: The tangential cuttingforce 

In this relationship K, is the specific power which is primarily deten-nined by the material 

being cut. For mild steel it is about 2500 N/MM2 and can be found in machine handbooks. 

The main cutting power delivered by the spindle motor is: 

P= F, x v= K, x Axv = K, x MRR Eq. 3.7. The main cutting power 

In turning it can be approximated that the vector sum of F, and F,. is about 30% of F, [4]. 

3.4 Multi-point tool operations 

A Multi-point tool operation is an intermittent cutting process Using a cutter with several 

teeth. An example is milling where the cutter is held in a rotating spindle, whilst the work- 

piece is clamped on the machine table moving linearly towards the cutter (figure 3.8). 
1 
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The figure illustrates that there are two types of milling process [73,74]: 

" Peripheral or slab milling 

" Face milling 

The names of the milling processes refer to the fact that it is the face or the periphery of the 

cutter which generates the machined surface. In peripheral cutting the surface is parallel to the 

rotational axis of the cutter. Both flat and formed surfaces can be produced by this method. 

The cross section of the resulting surface corresponds to the axial contour of the cutter. A 

very common type of peripheral milling is end milling, where the cutter has a small diameter 

clamped in overhang (Tool overhang is the length of the tool that extends unsupported from 

the tool holder). Since the length of an end mill is several times its diameter it is very flexible 

and therefore can produce form errors on the work-piece and also chatter vibrations. In face 

milling the generated surface is at right angle to the cutter axis and is a combined result of 

both the periphery and face of the cutter teeth. 

Both peripheral and face milling depend on the relationship between feed motion and cutter 

rotation. This results in two different arrangements, which are known as up- and down 

milling. In up milling (conventional milling), the cutter rotates against the direction of the 

feed of the work-piece, whereas in down milling (climb milling) the rotation is the same as 

the feed direction. As shown in figure 3.9 the chip formation and therefore the surface 

generation in both cases is completely different. 

in up milling the chip is very thin at the beginning, where the tooth contacts the work-piece 

and becomes maximum where it leaves. The cutter tends to push the work-piece along and lift 

it upwards from the table. This tends to eliminate any effect of looseness in the feed-screw 

and nut of the machine table and therefore guaranties a smooth cut. Conventional milling is 

normally done on lower cost machines with a lead screw, which has a large amount of 
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backlash and also for machining hard materials. In down or climb milling, maximum chip 

thickness occurs close to the point at which the tooth leaves the work-piece. Because of the 

relative motion it tends to pull the work-piece into the cutter, which suddenly increases the 

chip load and can result in breakage of the cutter or inserts, depending on the amount of 
looseness in the screw and nut of the table. Down milling is therefore only appropriate for 

more modem and more expensive machines with ballscrews instead of leadscrews. A 

significant advantage of down milling is the surface quality as there is less tendency for tooth 

marks to show at the end of tooth engagement as the work-piece moves in the tangential 

cutting direction. Figure 3.10 shows the form error on the work-piece, generated through the 

fact that up milling pulls the cutter into work and down milling pushes it away from it. 

deflectim of dw cutter 
xaggersted repm. writation) 

Up or convential milling Down or climb milling Neutral milling Down milling 

Figure 3.10: Form errors in up- and down milling 11501 

In the special case of face milling with symmetrical location of the cutter to the work-plece 
(neutral milling), the effects of up and down milling can be neglected. However, if it is 

asymmetrical it shows the same conditions as the peripheral (end-mill) operation. Depending 

on the tool and machine flexibility this can affect the tendency for machine tool chatter 

vibrations to arise (see chapter 5). 

3.4.1 Tool geometry in milling 

The main features of a face milling cutter are shown in figure 3.11. 
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Face mill cutters are most commonly constructed as bodies with mechanically clamped 

carbide inserts (some end mills are also made in the same way). Just as it was for turning, the 

rake angle (axial rake angle) can be positive or negative. A positive rake angle cuts the work- 

piece with the cutting edge first (figure 3.11), whereas a negative rake angle directs the chip 

back to the surface. The larger the positive rake angle the lower the cutting forces will be [73]. 

This is an advantage for machining thin walled alurninium parts. The larger the negative rake 

angles the bigger the cutting forces, spindle power and temperature generation. Negative rake 

angles are normally used for hard materials like cast iron. The lead angle is equivalent to the 

side cutting edge angle and just as in turning the SCEA affects the chip thickness and chatter 

vibration possibilities. 

3.4.2 Power and forces in milling 

As with turning, the cutting forces can be divided into 3 components (figure 3.12): 

e The tangential force or primary cutting force (F) 

* The axial force (F,, ) 

s The radial force (F, ) 

a=75' cy=90' 

........... .... 

Figure 3.12: The cuttingforces in milling 11501 

The notation is similar to that used for turning, with the difference that the radial force in 

turning is the axial force and vice versa. This is because the rotating axis holds the tool, 

whereas in turning it holds the work-piece. The primary cutting force is the tangential force in 

the direction of the cutting speed, tangential to the cut surface. The radial force acts along the 

radius, and the axial force in axial direction of the cutting tool (spindle axis). Both forces are 
dependent on the side cutting edge angle (Y. Again the radial force acts along the most flexible 

part of the cutter and chatter vibration can be a significant problem for long cutting tools with 
large length to diameter ratio. Since in milling usually several cutting teeth are in the cut, at 

the same time, the tangential force vector of each tooth in the cut must be added together. The 
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resultant tangential cutting force can then be used to calculate tile required power for the 

spindle motor. Figure 3.13 and 3.14 show the variation in chip thickness for face and end 

(peripheral) milling operations, where v is the cutting speed andfthe fecdrate between the 

cutter and the work-piece. 

Generated Steiface 

-----------------v....... 
ar 

Figure 3.13: The chip thickness variation infice milling 141 

In face milling, the depth of the layer removed from the work-piece is tile axial depth of cut 

Ua, the width of the chip is b and the chip thickness h. The width ofcut a, is the width of the 

work-piece and determines how many teeth are in the cut. In peripheral milling it is the other 

way round. The layer removed from the work-piece is now called the radial depth of cut a, 

and the width of the work-piece is the axial depth of cut a, This is because in face milling tile 

generated surface is in the axial direction of the cutter whereas in end milling it is in radial 

direction of the cutter. 

The teeth of the end mill are helical and the angle is called the helix P. Geometrically this 

angle can be compared with the rake angle (x in face milling. The figure also shows that the 

path resulting from the rotation of each insert and translation of the work-piece is a cycloid. 
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The chip thickness h varies with the angle ý of cutter rotation. It can be expressed as a sine 
function between the moment the tooth is entering in the workpiece and when it is leaving 

(figure 3.15). 

ar 
T-d. bib d. 

1 

-, k-pi- 18011 \ ji 360' 
T" be- dw 

Figure 3.15: The chip thickness variation as afunction of rotation angle of the cutter [41 

In milling the cutting speed is the peripheral speed of the cutter, whereas in turning it was the 

peripheral speed of the work-piece. 

V= 
Cutter diameter D, [mm] x; r xn [RPM] [ýse_mc Eq. 3.8: The cutting speed in milling 

n 
60sey 

min 

The chip load is called feed per tooth in milling (m is the number of teeth). 

ft =f Imý/. i. 1 [Mm] mxn[RPM] 
Eq. 3.9: Thefeedper tooth in milling 

As already seen, the chip thickness h is not constant in milling and can be calculated by.: 

f, sin 0 [mm'] 
Eq. 3.10. The chip thickness in milling 

Because of this chip thickness variation the Metal Removal Rate is approximated to the Mean 
Metal Removal Rate (MRR .. ) and can be obtained from: 

MRRm =a. x aax f, xmxn=a, x aaxf 
ImmYmin] 

Eq. 3.11: The Mean Metal Removal Rate 

The axial depth of cut aa in face milling depends on the side cutting edge angle (SCEA) or 
lead angle: 
aa 

«, 2 bx cos u [mm] Eq. 3.12: The axial depth of cut 
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The mean power of the spindle motor in order to achieve the MRR,,, is: 

PM = 

MRRm 
lcm7min ]x 

K, 
[WS7ICM3] 

IWI 

n 
60[seý/ 

min] 

Eq. 3.13: The mean power of the spindle motor 

Again K, the specific power, which is the approximate power required at the spindle in order 

to remove 1 cubic centimetre of a particular material. 
Since the tangential force has to be delivered from the spindle motor it can be obtained from: 

p 
Ft = Z-[N 

v Eq. 3.14: The tangentialforce in milling 

The radial force can be approximated to about 30% of the tangential force [4]. Because of the 

SCEA (face milling) and helical angle (peripheral milling) the axial force then is: 

F=F, tan a (face milling) ;. 
=F, tanB (peripheral milling) 

Eq. 3.15: The radialforcefor milling operation 

3.5 Cutting process dynamics 

Milling and turning are dynamic, time-varying, processes and the structural dynamics of the 

machine play an important role. Chatter during cutting is due to the dynamic feedback 

between the tool inserts. As an insert cuts through metal it lays down a pattern that affects the 

cut of the next inserts. This interaction creates a dynamic feedback path between successive 

cuts and as in many feedback systems can lead to instability. During cutting, energy is fed 

into well coupled modes of the structure's dynamics. If the chip thickness variation or pattern 

on the surface of the machine part is so big that energy gain is not balanced by energy loss, 

energy storage will increase. This dynamic instability is known as regenerative chatter. 
Chatter is not only recognised by distinguishing surface pattern (chatter marks) but also by the 

noise associated with this type of vibration. 
The most significant parameter, for the generation of chatter, is the chip width b. Chatter will 

start at a certain chip width bli,, it, when the cutting energy becomes so big that it reaches the 

stability limit of the structure. In milling the cumulative chip width also has to be considered 
(figure 3.16). 
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Chip width b- Turning Milling 

b 3b cum 

cumulative 
chip width for all teeth 
cutting simultaneously 

Figure 3.16: The chip width b as the decisive parameterfor chatter [41 

The more teeth that are simultaneously in the cutting process, the bigger the cutting force will 
be. Therefore, the sum of the chip width of each tooth in the cut needs to be considered. 
In milling, the cumulative chip width is often defined as the axial depth of cut, since it is in 

the axial direction of the cutting tool and therefore a direct CNC programming parameter, 

similar to the depth of cut a in cylindrical turning (figure 3.7). More precisely the axial depth 

of cut depends also on the SCEA a (see equation 3.12). 

3.5.1 Derivation of the chatter loop 

As already discussed chatter is the result of the interaction between the cutting process and 

the machine tool dynamics. Thisty and Polacek [19] were among the first researchers to 

derive theories to explain the occurrence of chatter. They drew attention to the machine tool 

dynamics but neglected the dynamics of the cutting process. Merritt [20] has shown that self- 

excited vibrations can be illustrated as a feedback loop; he also showed that traditional 

feedback control theory can be used to calculate the stability limit. 

The main assumptions of this theory are: 

* 
ýhe behaviour of the vibratory system, between the tool and work-piece is linear. 

e The direction of the time dependent component of the cutting force is constant. 

* The dynamics of the cutting process are neglected. 

9 The cutting force depends only on vibration in the direction to nonnal to the cut. 

The closed loop input/output relationship of the relevant transfer functions are discussed next. 

Assuming an orthogonal plunge operation in turning (figure 3.17a, b, and c). The flat faced 

tool is fed perpendicular to the axis of a cylindrical shaft, which is held between the chuck 
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and the tail stock centre of a lathe. The tool is mounted rigidly and the feed rate is adjusted to 

obtain a steady state of chip thickness h(t). 

Figure 3.17. Regenerative chatter in orthogonal cutting 181 

3.5.1.1 Transfer function of the uncut chip thickness 

Since the shaft is flexible in the direction of the feed, the feed cutting force (Ff) causes it to 

vibrate. The initial surface of the shaft is smooth, so there is no wave or surface pattern during 

the first revolution. But because of the bending vibrations in the feed direction y, which for 

this cutting operation is also the direction of the radial cutting force (Ff = F, ), the tool starts to 

leave a wavy surface pattern behind. When the second revolution starts, the surface has waves 

both inside where the tool is cutting (inner modulation, y(t) ) and on the outside surface of the 

cut, from the vibrations during the previous revolution of cut (outer modulation y(t-T)). Hence 

the resulting dynamic chip thickness is no longer constant but varies as a function of vibration 

frequency and speed of the work-piece. The dynamic chip thickness can be written as: 

h(t) = ho - (y(t) - y(t - T)), 
Eq. 3.16: The dynamic chip thickness 

where ho is the intended or mean uncut chip thickness, which is proportional to the feed rate 

of the machine, and (y(t) - y(t-T) ) is the dynamic chip thickness produced by the vibrations at 

present time and on one spindle revolution before (time period 7). 
For milling operations the period T is the time from one insert to the next. 
The dynamic chip thickness expressed using the LAPLACE operator is: 

h(s) = ho - y(s) +e -s T Y(S) 
- The d 

= ho + (e ,T_ I)Y(S) Eq. 3.17. ynamic chip thickness in the LAPLACE domain 

3.5.1.2 Transfer function of the cutting process 

The resolved cutting force F(t) is related to the instantaneous uncut chip thickness, h(t), and 
affected by the dynamics of the cutting process. Merchant [75] suggested that a steady cutting 
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process can be characterized by a parameter to represent the proportionality between the 

cutting force and the chip thickness. 

F(t) = K, xbx h(t) Eq. 3.18: The dynamic cultingforce 

This parameter is called specific power of the work-piece material (compare with equation 3.6 

and 3.7). But it actually not only depends on the work-piece material, but also on the tool 

geometry. It either can be found in machining data handbooks [4] or experimentally by 

measuring cutting force and chip thickness. The proportionality factor between the cutting 
force and chip thickness is sometimes simply called the cutting stiffness. 

k, = K, xb 

=: > F(t) = k,, x h(t) Eq. 3.19: The cutting stiffness 

The direct proportionality between the cutting force and uncut chip thickness is the simplest 

approximation that can be made for the cutting process. The model has been widely accepted 

by the machine tool industry despite its limitations [59]. The two deviations from the accurate 

model are that the uncut chip thickness depends on the cutting dynamics, and that the cutting 

stiffness varies with spindle speed. 

3.5.1.3 Transfer function of the vibratory system 

The dynamics of the machine structure play a significant role for machine tool vibrations. The 

structure can be modelled as a frame with the work-piece at one end and the tool at the 

opposite end (figure 3.18. c). This vibratory system is characterised by individual modes of 

vibration, each representing a degree of freedom of the relative motion between tool and 

work-piece in a particular direction (mode shape). For machine tool chatter, the vibratory 

system normally can be approximated by only a few degrees of freedom. Assuming the 

vibratory system is approximated as a single degree of freedom system in the radial direction 

(figure 3.17. b), the structural system can then be described by a2 nd order differential equation 

(equation of motion): 

Y(t) c ý(t) +k y(t) = F(t) Eq. 3.20. The equation ofmotion 
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In the frequency domain, the relationship between the excitation force and the relative motion 

or vibration is: 

AS) co" 
21 

2-=-G 
(s) Eq. 3.21: The equation of motion in thefrequency domain 

F(s) km (S2 + 2,; w,, s + wn ) km ' 

G,, represents the normalised dynamic compliance (measured displacement versus excitation 
force) and k.. the static stiffness of the structure. This transfer function is sometimes called 

orientated transfer function (OTF) since it is the sum of direct transfer functions of each 

mode multiplied by a directional factor, which takes the amplitude normal to the cut surface 

into account [4,19]. This transfer function of the vibratory system is best obtained 

experimentally (figure 3.18) [14,76,77]. 

Relative exciter 

Fixture in lathe chuck 
Dummy cutter 

e vibration pick-up 
Yorce 
exciter 

F 
Q1 

Tool hold 
L Worktable 

L 

Relative linear transducer 

(a) 
Figure 3.18: Measuring the orientated transferfunction (OTF) on a lathe and vertical milling machine 1761 

For example a relative exciter can be mounted between the table and spindle (milling) or 

work-piece and tool post (turning). This simulates the dynamic cutting force and the relative 

motion (vibration) between the work-piece and tool and can be measured using a 
displacement sensor. If the machine tool structure is relatively stiff in comparison to the tool 

and spindle then an impact hammer test on the tool can provide a quicker answer about the 

relevant structural dynamics. Since the exciting force is a space vector, a dynamic compliance 

exists for each possible orientation of the cutting force. In turning for example most flexibility 

is found on the work-piece, perpendicular to the spindle axis. If the side cutting edge angle cr 

is 011 (plunge cutting), then the radial forces are high and stability is low. In comparison, for a 

side cutting tool (a ;:: e 90*) the radial force is very low, which means high stability. In milling 
the direction of the resultant force is time variant and depends on how many teeth are in the 
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cut at a particular moment in time. This direction is normally assumed to be stationary for a 

particular mill and work-piece. The direction of relative displacement y(t) is measured normal 

to the cut surface, since this vibration effects the uncut chip thickness (figure 3.17. b and c). 

3.5.1.4 Block diagram of the chatter loop 

Equations 3.16,3.18 and 3.20 are the three basic equations required to define the vibrating 

system. The cutting process is directly coupled to the structure and the uncut chip thickness 

equation provides the necessary feedback for the possibility of chatter. The independence of 

the equations can best be seen in the block diagram of figure 3.19. 

h. ss) Ff (s) jI y (S) h,, (s) I+ kc Gm Gm(s) No. 

Cutting process Structure dýmarrmcs 

TY(S) 

Nimary feedback path (inner modulation) 

Yo (S) 1; 5- 

Regenerative feedback path (Outer modulation) 

Figure 3.19: The chatter block diagram [81 

There are two position feedback loops, the inner one negative (primary feedback path), the 

outer one positive (regenerative feedback path - delayed position). The dynamic chip 
thickness h(s) is produced by the intended chip thickness ho(s), the inner modulated cut 

surface y(s), and the outer modulated work-piece surface y(s)6-T' , where T is the time delay 

between the inner and outer modulated surface. The dynamic chip thickness is fed into the 

cutting process to produce the cutting force Fls) acting on the cutting tool. The cutting force 

then excites the machine tool structure to generate the displacement y(s) between tool and 
work-piece. 
The resulting transfer function between the dynamic and reference chip load can be obtained 
from the block diagram using traditional block diagram algebra [e. g. 78] - figure 20,21 and 
22. 
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Figure 3.20: Inner and outerfeedback of the chatter model 
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Figure 3.21: Chatter model simplified to a simplefeedback system 
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Figure 3.22: Resulting chip thickness transferfunction 

This results in the required relationship between the dynamic chip thickness and static chip 
load being: 

h(s) 1 
h,, (s) 1+ (1 - e-"' G. (s) Eq. 3.22: The chip thickness transferfunction 

k. 

The advantage of modelling chatter in this way is, that the chatter loop can be treated as a 

closed-loop and that classical control theory can be used to analyse the perfonnance of the 

machine tool, such as stability and bandwidth. 

3.5.1.5 Stability of the chatter loop 

From the chatter loop (figure 3.19) it can be seen that the chip width b(k, = K, b) expresses 

the gain of the self excited process. Increasing the gain always results in a change from stable 

machining to chatter. By analysing the border line of stability (Nyquist criterion), the 

maximum axial depth (milling) and maximum chip width (turning) can be calculated. 
The stability of the closed loop transfer function of equation 3.22 (figure 3.22), is 

characterised by the roots of its characteristic equation. 
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e-') 
1- 

G. (s) =0 k. 
Eq. 3.23: The open loop transferfunction 

where, 

T, k 
e- ') ' G,,, (s) 

k. 

Yhe open loop of the transfer function 
h(s) 
h, )(s) 

From the frequency characteristics of the open loop the nyquist criterion is used to determine 

the stability of the closed loop system [32,79]. This leads to the derivation of the structural 

equation, drive equation and the variation of chip thickness (equations 2.1,2.2,2.3) 

The Structural equation can be more generalized for both turning and milling (refer also to 

equation 2.1): 

"-, 2Km,. RetG. (jw, » 
Eq. 3.24: The generalised "structural equation" 

where m,,,. is the number of inserts for all inserts inside the cut and b,,,,, the cumulative chip 

width (figure 3.16). 

3.6 Summary 

The basic mechanics of the cutting process have been studied. It is evident that it can be very 

complex to model the cutting process for 3 dimensional oblique cutting operations. 
Nevertheless, averaged static cutting forces and power can be predicted relatively easy, even 
for complex time varying milling operations. This knowledge will be used later in order to 

predict the static cutting forces for the design of the active work-piece holder (chapter 7). The 

traditional methods of modelling chatter in the LAPLACE and frequency domain have been 

studied. Most research carried out in machine tool chatter modelling and control relies on 
these fundamentals. This project tries out different and more unusual ways of doing this 

which can be more appropriate for modem digital controllers. Using the results of the 
foregoing analysis the next chapter will show the different approaches taken to modelling 

machine tool chatter in the digital domain. 
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Chapter 4 

Theory for adaptive active vibration control 

4.1 Introduction to vibration control 

The goal of vibration control is to reduce the vibration of a mechanical system. It either can 

be active or passive. Traditional vibration control uses passive elements in order to control the 

system by increasing its stiffness or damping. The major limitation of this technique is that 

the vibration attenuation is only effective in a narrow bandwidth and is not capable of 

adjusting itself automatically if the structural response or the system changes. 

The goal of adaptive active vibration control is to reduce the vibration of the mechanical 

system by modifying the system's structural response automatically. 

The main components are: 

-A sensor to detect the vibration 

- An electronic or digital controller to manipulate the measured vibration in a certain 

way 

- An actuator to influence the mechanical response of a system 

The actuators can be classified into two categories: 
Semi-active actuators 
Fully-active actuators 

The semi-active actuators behave like passive elements in order to control the vibration. They 

can only store or dissipate the oscillating energy. Therefore they effectively convert the 

vibration energy into heat. The performance of such actuators is dependent on the efficiency 

of this conversion process. Fully-active actuators are used to supply mechanical energy to the 

system, ideally in such a way that the disturbance vibration will be cancelled. Examples are 

electro-dynamic shakers, piezoelectric ceramics and electro-hydraulic devices. 

Two main control schemes for active vibration control are discussed. These are: 

- Feedback control 

- Feed forward control 
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In general, the performance of a feed forward controller is better since it is theoretically 

possible to drive the vibration down to zero [80]. 

The whole concept of using energy (supplied by the actuators) to add stiffness and damping to 

a structural system in order to replace mass, is often referred to as being a discipline of smart 

materials and structures or adaptronic structures [8 1 ]. 

4.2 Smart materials and adaptronic structures 

4.2.1 Background 

For decades researchers and scientist have used nature as the inspiration for designing 

advanced systems. In recent years this inspiration has lead to an entirely new class of 

materials: Intelligent or smart materials and structures, which are based on biological 

analogies and nature's ability to adapt a material's structure to accommodate its changing 

environment. These new classes of structure have functions allowing them to change their 

shape, monitor their own "health", control vibrations and behave like materials they are not 

[81]. 

These new materials are described as structures that contain multifunctional parts by 

integrating their own sensors, actuators, real time control algorithms and memory capabilities 

composed with a material structural component as a skeleton (figure 4.1) [70,81,82]. 

F-----------7 I-Ilgh degree of Integration and coupling 

Sensors Actuators 

Control 
systern 

Figure 4.1: The technical definition of a smart material and structure 

Today, several smart systems or structures are in various stages of development for civil and 

military applications [83,84]. An example is the shape control of propellers, which can 

provide vehicles of the air and sea with the ability to increase their efficiency, 

manoeuvrability and their structural life through vibration control. Aircraft designers are 

working on smart planes that continuously change the wing's shape to increase altitude and 
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range of supersonic flights and even to evade radar detection. The licalth of structures such as 

bridges and aircraft wings can be monitored by integrating sensors into the structure. Such 

"passive smart sensors" deliver an accurate robust way to remotely monitor the structure's 

health on command, without expensive time consuming inspections. 

4.2.2 Actuators 

In general an actuator is an element that produces a physical quantity directly proportional to 

its electrical input. A network of embedded actuators can dynamically tune the global 

mechanical properties of a structure and therefore link the control system with the structure 

itself. Because of this they are often referred as artificial muscles. 

Electrodynamic or electromagnetic shakers, pneumatic and hydraulic actuators are traditional 

types of actuators. But because of their size, mass, and energy consLimption, they are not 

suitable for integration into a smart structure. In comparison to these traditional types, "smart" 

actuators" consist of one material only which, after being integrated into the structure, has the 

ability to change its shape, stiffness, position, natUral frequency, damping or other mechanical 

characteristics. It could respond for exarnpIc, to changes in temperature, electric and magnetic 

field. These "active" materials do not have the disadvantage of' moving parts Rich as the 

an-nature in electrodynamic shakers for example. Table 4.1 gives an idea of the 

characteristic's of some actuator materials [83]. 

Actuator 

ýC: haracteristics 

Electro- 
strictive 
materials 

Electro- 
Rheological 
Fluids 

Nitinol Shape 
Memory Alloy 

Magneto- 
strictive 
Materials 

Piezoelectric 
Ceramics 

. Cost Moderate Moderate Low moderate Moderate 

Technical Maturity Fair Fair Good Fair Good 

Networkable Yes Yes Yes Yes Yes 

Embedability Good Fair Excellent Good Excellent 

Linearity Fair Fair Good Good Good 

Bandwidth (Hz) 1-20000 0-12000 0-5 1-20000 1-20000 

Maximum Mircostrain 200 --- 5000 200 200 

Maximum 
Temperature 

300 300 300 400 300 

Table 4.1: Comparison between aifjerentsmart materials 1831 

Recently, Weismoller et a] [85], have found a way to make metal expand and contract like 

plezoceramics. This interesting approach may have a huge impact for tile future of Smart 

Materials. 
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4.2.3 Sensors 

Broadly speaking, a sensor or transducer is a device which transforms one type of energy into 

another. In smart structures, however a sensor is in general, an element that produces an 

electrical signal (for measuring and control purposes) relating to the physical quantity to be 

measured. A network of embedded sensors in a smart material is often referred to as the 

artificial nerves of the system. They have the ability to feedback the current state of the 

structure, which may be stimulated by the environment. They should be able to sense or 
"feel" every joule of energy (e. g. temperature or vibration), which the structure has been 

forced to accept through the environment. An important feature of these sensors is the 

possibility of integrating them into a structure. Most of the already discussed smart materials 

can be used as both sensors and actuators (table 4.2). 

Capacitive Strain Piezo- Electro-, Shape Magneto- Electro- MEMS Fiber- 
Devices Gauges electric Magneto- Memory strictivc strictive Optice 

Materials Rheological Materials Materials Materials Devices 
Fluids 

Actuators x x x x x 

Sensors 
Ix 

x x x x x x 

Table 4.2: Active and passive materials usedfor smartstructure applications 1821 

The smart materials of table 4.2 are referred as active sensors since they do not need any 

additional energy. The energy of the stu-nuh is directly transtlormcd into the energy of the 

electrical signal. Traditional sensors such as strain gauges, LVDT's, thermocouples and many 

others do not have that feature and are therefore regarded as passive sensoi-s. They mainly 

consist of materials that convert physical energy into a change of electrical capacitance, 

inductance or resistance, which then can be detected and converted into electrical energy 

using additional signal conditioning [86,87,88]. 

The compact, commercially available, sensors used in this project for measuring force, 

vibration and precision positioning are: 

0 Strain gauges (strain) [87,89,90] 

0 Piezoelectric sensors (force and acceleration) [86,91,92] 

* Micro Electrical Mechanical Systems MEMS (acceleration) [93,94] 
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4.2.4 Control algorithm and memory 

An ideal smart structure would be capable of sensing its environment and also being aware of 

its current state and conditions. It would be capable of diagnosing itself and taking actions to 

minimise the consequences and be capable of adapting its static and dynamic behaviour 

through a control algorithm, in response to changes in the structure, measured by sensors. It 

would then apply correction forces through actuators. Neural networks in control systems for 

example, mimic the human brain, where approximately 12 x 109 nerve cells or neurons, with 

dendritic connections, pass the signal from one neuron to another. The idea is to use many 

neurons as "simple" processing elements to perform very complicated tasks (e. g. control of 

non-linear systems). The strategy is to use very simple algorithms in a "this works better than 

that (or trial and error)" control methodology [95]. Unfortunately this involves a lot of 

computational power as already discovered by Pan et al [48]. However neural networks seem 

to offer a very encouraging solution for the future, since computing power is increasing. 

Other feedback algorithms, which use much less computational power, are based on classical 

feedback control theory or modern optimal control theory. The plant is described either by an 

rO order differential equation (classical theory) or in the case of optimal control by a set of 

first order differential equations describing the "state" of the system (based on the state 

variable concept). The classical approach uses the system output as a feedback signal, 

whereas modem control uses the system states as feedback. The controller design can be done 

either in the frequency domain (classical - bode diagram method), time domain (optimal 

control) or both as used in H. optimal control theory [96]. 

The classical approach is based on open-loop measurements, where the frequency response is 

adjusted in order to achieve a certain closed loop performance. Based on the nyquist stability 

criterion the gain and phase margins are adjusted through the controller parameters, until the 

specification is met and before the feedback loop is closed [97]. 

in optimal control, feedback is used to minimize a cost function or performance index, which 

is proportional to the required system response. The objective is to reduce the response (e. g. 

vibration error) to the greatest possible extent. These synthesis techniques allow the "optimal" 

controller to be found analytically without trial and error. The control objective becomes an 

optimisation problem. By weighting the cost functions in Linear Quadratic (H2) and H. 

optimal control, the controller becomes more robust against system and noise uncertainty. For 

more information on optimal control the reader is referred to the literature [96,97,98]. 
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The idea for the control algorithm used in this project stems from adaptive feed-forward 

control theory used in active noise control. Digital feed-forward control is especially useful 

when controlling the sound propagation in ducts (Figure 4.2 a). 

Primary Source 0 Ermr Microphorm, 

Prinvivy Source 0 
Reference Control Em 

Microphone 
Filter 

Source Microphone Control Source 

Control ff"nsator Algorithm 
(a). 

Figure 4.2: Feedforward- andjeedback control in active noise control applications 

Here the system between the reference sensor and control source (actuator) is controlled by a 
digital filter [80]. In feed-forward systems the error sensor is only used to monitor the 

performance of the controller. The impulse response of the digital filter may be adjusted by 

"hand" in response to the error signal, or the tuning may be done by a control algorithm 

automatically. It has been shown that digital feed-forward controllers can attenuate narrow- 
band noise, whereas analogue feedback controllers (Figure 4.2 b) are better suited for random 

noise [80]. For periodic narrow-band noise, where the signal consists of a repeating pattern of 

complex sinusoidal components, however, digital feed-forward systems achieve much better 

performance than traditional feedback controllers even when the disturbance is time varying 
(non stationary). Another very important advantage is that it is far easier to change the 

coefficients of a digital controller, even in real time, than those of an analogue one. Hybrid 

control systems combine both advantages, where the broad band performance is achieved by 

analogue feedback systems and time varying narrow band noise is tackled by the adaptive 
digital feed-forward system. 
Because of the ability to attenuate periodic, deterministic signals even when the disturbance is 

time varying (machine tool chatter), the control algorithm used in this project is an adaptive 
digital feedback controller, since the reference signal is not directly available. But as we will 

see later it is possible to derive the reference signal from the error signal. Because of that the 

control algorithm shares its characteristic with the adaptive digital feed-forward controller. 
Next the basic theory about digital filters, and how they can be used to model and control 
continuous mechanical systems are discussed in more detail. This work has also been 

published by Lockwood, et al [99] and gives more theoretical background for the control 
algorithm being used. 
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4.3 Mechanical system modelling using digital filters 

4.3.1 Traditional methods of modelling mechanical systems 

Vibrations are the response of dynamic systems to force. Systems are capable of storing 

kinetic and potential energy, which can be converted from one into the other. This results in 

oscillations or relative movement of objects around a reference frame or coordinate. In 

mechanical systems the kinetic energy is due to the velocities of mass elements (inertia) and 

the potential energy is due to spring elements or mass elements against gravity. 

The study of vibration is concerned with the oscillatory motion of these elements or bodies 

and the force associated with them. 

A goal of vibration analysis or modelling is to predict the response or motion of a vibrating 

system. Two basic approaches are being used: 

- Newton's second law of motion based on momentum considerations 

- Methods based on the consideration of kinetic and potential energy 

Each model or equation uses the mechanical parameters: 

- Mass (m) 

- Stiffness (k) 

- Damping (c) 

This leads to the equation of motion of a simple single degree of freedom (SDOF) system 
(figure 4.3). 

nd+ck+kx= f(t) 
(-> 0 for free vibration) 

Figure 4.3. A mechanical SDOF system 

This linear ordinary differential equation (ODE) can be solved in the time domain either 

analytically or through numerical integration. 

If the structure is a multi degree of freedom system, then the structural dynamic model will 
become a set of differential equations in matrix from. Each degree of freedom will have its 

own resonant frequency (eigenvalues) and its associated mode shape (eigenvectors). 
Even if the structure is an elastic body, it can still be assembled discretely as a rigid body 

system, also called a lumped parameter model. Elastic bodies are normally modelled 
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analytically using wave equations or if more complex, discretely using the finite element 

method. [100,101] 

Another possibility to obtain a model of the single degree of freedom system is to use the 

LAPLACE transform to solve the problem in the complex frequency domain (s = jco). This 

has the advantage that the differential equation is transformed into an algebraic equation 

(Equation 4.1). 

21 X(s) = F(s) 
ms +cs+k 

Eq. 4.1: A simple mass, spring and damper 
system in the LAPLACE domain 

After this algebraic equation has been solved, the inverse LAPLACE transform is used to 

transform it back to the time domain. The algebraic equation is also called the transfer- 

function of the vibration system H(s). Again the transfer function is an "analytic" model, valid 
for a SDOF. To model an elastic body it will yield into a transfer function matrix [ 102]. 

If the mechanical parameters are known we have a parametric model and the vibration 

response can be calculated or predicted. If the system is unknown a vibration measurement 

will lead to a non-parametric model (Frequency response function - FRF), in which 

parameters need to be identified. This process is called curve fitting or parameter estimation 

and is illustrated in figure 4.4. 

Vibrating 
system error 

ms + cs + 

Figure 4.4. Parameter estimation method of a mechanical system 

The goal is to reduce the error between the plant and the model in order to find the right 

parameters (if the system is more complex then the model will be higher order). 
The identification process also reduces the large number of experimental values from the non- 

parametric model into a much smaller number of parameters for the parametric model. 
It is also important to note that the curve fitting is done in the frequency domain and therefore 
it is an off line process after the experimental data (FRFs) are taken [ 103]. 

This method helps to design, re-design and improve a structural system since it is based on 
the mechanical parameters but it is not suitable for real time applications. 
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4.3.2 The digital approach of modelling mechanical systems 

Digital filters on the other hand are based on the difference equation, which is the digital 

equivalent of the differential equation. If the sampling time is small enough these digital 

filters can represent any frequency response. Originally digital filters were used in signal 

processing, in order to extract certain information from a received signal (e. g. low-pass filters 

or band pass filters). But there is no restriction that a frequency response function from a 

modal test can not be modelled or synthesised as a digital filter. 

The parameters of the filter are given by the filter kernel [95] along with its filter coefficients. 

Since the "vibration controller" will be implemented using a digital device (e. g. DSP based 

data acquisition card) digital filters are the ideal method of modelling a frequency response 

function and controlling the associated mechanical structure. 

4.3.2.1 Difference equations and digital filters 

As described in the previous section, the relationship between the input and output of a linear 

time invariant system (LT1), consists of elements which are able to store kinetic and potential 

energy, and this can be described as a linear differential equation with constant coefficients 

[ 104]. For discrete systems the differential equation will become the difference equation: 

aox(n) + alx(n - 1) +... + aNx(n - N) = boy(n) + b, y(n - 1) +... + bm y(n - M) 

y,, = aox(n) + alx(n - +... + aNx(n - N) - (b, y(n - 1) + bm y(n - M)) 

Nm Eq. 4.2: The difference equation 
y(n) ax(n-i) Z 

i 
by(n - i) 

1-0 i=l 

Therefore the output signal is a linear combination of the previous input and output samples 

weighted with the coefficients a and b. It can also be seen that difference equations have 

delays, where differential equations have derivatives. The integers N and M represent the 

order of the difference equation and just as for the differential equation, correspond to the 

number of energy storage devices in the system. As discussed earlier, for continuous systems 
the LAPLACE transform is used to solve differential equations. Therefore analog filters for 

traditional signal processing are designed using the LAPLACE transform. The equivalent for 

discrete systems is the z-transform. Just as the relationship between a system input and output 
is called a transfer function for continuous systems the name remains the same for discrete 

systems [95]. 
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For example using the most simple approximation for derivatives, the second order 

differential equation from the spring mass system would become: 

M(dx(t) 
2+C dx(t) 

+ Kx(t) f (t) 
dt 

) 
dt 

M x(n) - x(n -2+C x(n) - x(n -+ Kx(n) f (n) 
ITIT 

Conversion to the z- domain where: 
d=s;: 

t 
I- Z-1 

dt T 

Eq. 4.3: Differential equation for 
modelling continuous systems 

Eq. 4.4: Difference equation for 
modelling discrete systems 

M X(Z) +C X(z) + KX(z) = F(z) 
T][T] 

2)X(Z) +M -2X(Z) 2 

=>(M+CT+KT -(2M+CT)z-'X(z) z= F(z)T 

and back to the time domain where: X(z) = x(n); z -'X(z) = x(n - 1); Z-2X(Z) = X( n- 2) 

=:: > (M + CT + KT 2)X(n) 

- (2M + CT)x(n - 1) + Mx(n - 2) f (n)T 2 

Let 

ao =T22b, = 
(2M + CT) 

2 
b, =- 

m 

(M+CT+KT (M+CT+KT (M+CT+KT 

Then 

x(n) = aj (n) + b, x(n - 1) + bx(n - 2) 

System input System output 

, k, 1,1, d -fill, Md 0,1 P, l -PW 

1,5 -30 
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Figure 4.5: Digitalfilters 

Figure 4.5 shows that if the sampling frequency becomes too low in comparison with the 

frequency components of the sampled signal than it is not possible to produce an accurate 
filter output signal. Which means that the difference equation is only valid if the frequency 

components produced by the system are much lower than the Nyquist frequency. 

The transfer- function or block diagram, can be obtained by transforming the difference 

equation into the z-domain (replacing the unit delays with the appropriate z operator- equation 
4.5 and 4.6). 
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00 Nm 
y(n) h, x(n - i) a, x(n - k) b, y(n - 

i=O i=O 
IV Yaiz-' 

H(z) '=Om 

1+Eb, z-' 
i=l 

Eq. 4. S. -Digitalfilter representation in 
time domain 
(general differential equation) 

Eq. 4.60igitalfilter representation 
(transferfunction) in the z-domain 

The described transfer-function or filter is called an infinite impulse response filter (IIR) since 

the recursive form in theory makes its impulse response h(n) of infinite duration (equation 

4.5). The impulse response h(n) is the equivalent of the transfer function H(z) in the time 

domain. By convolving the digital filter kernel, with an input signal, the output sequence can 
be calculated. Figure 4.6 shows the block diagram of the digital filter. 

40 x(n) ao y(n) 

x(n-1) E 
b, 

y(n-1) 

Z-1 a2 b2 

x(n-2) y(n-2) 

Z-1 

, 

p)2 

x(n-i+l) a,,, bi, l y(n-i+l) 

Z-1 
x(n-1) y(n-i) 

Figure 4.6: Block diagram representation of a digitalfilter 

Other standard names for filters reflecting the number of filter coefficients a and b include: 
Infinitive Impulse Response (HR)-, all-pole-, recursive-, or autoregressive (AR) filters 

when N=O 

Finite Impulse Response (FIR)-, all-zero, non-recursive, transversal, or moving 

average (MA) filter when M=O 

Infinitive Impulse Response (IIR)-, pole-zero, recursive-, or autoregressive moving 
average (ARMA)filter when N and M: A 0 
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Especially interesting is the FIR filter, since its impulse response is of finite duration and 
because it does not use feedback, this type of filter can not become unstable, but requires a 

long filter kernel compared to an equivalent HR filter. It is also interesting to note that FIR 

filters have no equivalent in the "continuous" world [105]. 

4.4 Adaptive filters 

4.4.1 Introduction 

An adaptive filter is a digital filter with self-adjusting characteristics. It means that its filter 

kernel with the filter coefficients adapts or adjusts itself in order to satisfy a certain criteria. 
For signal processing for example, the task is to filter a certain observed signal in order to 

extract certain information from it. In conventional signal processing this is done in an open 
loop manner, which means that the filter remains static. If the observed signal changes and it 

is decided to extract different information from it, the filter needs to be re-designed. In other 

words the system or filter is time invariant. 

Adaptive filters on the other hand operate in a closed loop (feedback) arrangement, where the 

impulse or frequency response of the filter kernel is controlled by the feedback algorithm. 
This means that they can be adjusted to cope with non-linear and time variant systems, where 

the frequency response or linear transfer function can be altered (adapted) in order to pass 
desired components of a signal through the filter and attenuate the undesired signal 

components. There might be also unforeseen changes in the statistical properties of the input 

signal (non-stationary signals). In general, adaptive filters have the ability to operate in a 

time-varying, non-stationary environment [106]. Figure 4.7 shows the general adaptive filter 

configuration. 
training signal z(n) 

obserwd signal x(n) 
FIR Filter h(n) 

fUlered sign aly(n) 

TIMpulse 

response 

Adaptive algorithm , error signal e(n) 

Figure 4.7. - Adaptivefliters in digital signalprocessing (here FIRfuter) 

Adaptive filters may be both infinitive impulse response (IIR) or finite impulse response 
(FIR) in nature. Often the FIR filter is preferred because of its inherent stability. 

72 



Chapter 4 Theory to adaptive active vibration control 

Figure 4.7 shows the general adaptive FIR filter. The observed signal or sequence x(n), 

because it is discrete, is convolved with the FIR filter kernel h to obtain the filtered sequence 

y(n). 

N-1 

y(n) h, (n) x(n - 
i=O 

Eq. 4.7. The discrete convolution of a FIRfilter kernel 

The weights of the FIR filter, or its impulse response h(n) are altered in such a way as to 

reduce the error signal e(n). To take the time variation into account, the impulse is written as 
h(n) rather than simply h. The training sequence z(n) is subtracted from the filter output signal 

to yield a scalar error signal (equation 4.8). 

e(n) = z(n) - y(n) Eq. 4.8: The scalar error signal 

The optimum filter has been found when e(n) is zero and the training sequence matches the 

filtered signal. The solution is called the optimum Wiener filter, whose objective is to 

minimise the mean-square-error (MSE). This is done in the time domain, whereas other 

optimum filters are found in the frequency domain (e. g. McClellan-ParkslRemez algorithm - 
[ 107]). The MSE performance index or function has only one global minimum point, and 
finding it is also the objective of many current adaptive control algorithms. Optimum Wiener 

solutions can not be obtained in real time, since they require knowledge of the associated 

autocorrelation of the input signal and cross-correlation between the input and desired output 

signal. This means that many previous samples would have be taken into account. 
Nevertheless optimum wiener filters are often used to provide an optimum performance 
benchmark for other adaptive (real time) filter algorithms. Adaptive filters in comparison 

work on a sample by sample basis and do not have the auto- and cross-correlation function 

available. Instead they have the training or desired signal sequence, which is the 

representation of the expected or desired output of an optimal filter. There are 2 major classes 

of control algorithms used in conjunction with adaptive digital filters: 

Recursive least square (RLS) 

Least mean square (LMS) 

A useful application of adaptive filters is in system identification, and this is discussed next in 

more detail since it has been used in this project. 
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4.4.2 Adaptive filters for system identification using the LMS algorithm 

One of the main applications for adaptive filters is direct system modelling or system 

identification. Three major issues are involved in adaptive system identification: 

- The excitation or training signal 

The filter structure 

- The adaptive algorithm 

If the excitation signal is rich in frequency content in order to excite all modes of the system 

and if the internal noise of the plant is small, the adaptive filter will converge to a good model 

of the unknown system. The filter can be an all-pole or pole-zero (HR) filter, or may be an all- 

zero (FIR) filter with a large number of taps. The adaptive mechanism used here is the LMS 

algorithm (presented by Widrow) [108]. The objective of the adaptive filter h(n) is to 

minimize the residual error e(n). 

By taking for example the second order system of the spring mass damper model, whose 

mechanical parameters may be unknown, an adaptive HR filter can be used to find the optimal 

filter coefficients directly in time domain. Figure 4.8 shows an adaptive FIR filter using the 

LMS algorithm. 

x(n) Unknown plant d(n) e(n) 
NO 

Digital Filter h(n) 
(FIR) 

Figure 4.8: Adaptive FIRfilter using the LMS 

Assuming that the excitation signal is sinusoidal, it will pass through the plant p(n) with some 

gain and phase shift. It is desired to adapt the filter in such a way that the error signal will be 

minimised. The filter h(n) needs at least 2 coefficients to provide the desired gain and phase 

shift. A least mean square algorithm tries to minimise the mean-square (rms) value of the 

error by adjusting the filter coefficients. If the error signal is squared it will only have one 

global minimum. This function is sometimes also called a cost-function or objective function. 
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A typical 3 dimensional mean square error surface is shown in figure 4.9 (higher order filters 

have more than 3 dimensions). 

Figure 4.9: Error surface of a filter with 2 coefficients (taps) 

The task is now to find the minimum of this function [1081, since this will provide the 

optimum filter coefficients to drive the error signal down to zero (this is when the gain and 

phase shift of the unknown plant p(n) and the model h(n) are the same). Various gradient 

based methods algorithms such as Newton's method [108] and the steepest decent are 

available to make local estimates of the gradient of the MSE and move incrementally 
downwards to the "bottom of the bowl". The method of steepest decent for example, takes the 

following iterative approach to update each coefficient in order to find the minimum point of 

the mean squared error: 

lln+l 
-"": 

"n 
- JU 

Vn Eq. 4.9: The method of steepest decent 

Where h, +1 is the new coefficient value, h, the previous coefficient value, V, the gradient of 

the cost-function and u the adaptation coefficient. The adaptation coefficient detennines the 

step size used for each iteration, which must be set small enough to obtain stability of the 

adaptation algorithm. The gradient after the differentiation of the cost function with respect to 

the filter coefficients becomes: 

2E[e 2 (n)] 
v', = 2h, : -2E[e� x, ] Eq. 4.10: The calculation of the gradient 

Here E[] is the expectation operator, e, the current error signal and x, the current input or 

excitation signal. The disadvantage here is that the whole error surface must already be 

known in order to find the minimum, where the gradient is zero. Since the filter taps (weights 

or coefficients) are updated sample by sample in order to find the minimum the assumption is 
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made that the instantaneous values will on average adjust the coefficients in such way as to 

reduce the mean square error. This assumption makes real time application possible: 

Vn = 
öe'(n) 

- 2e(n) - 
ae(n) 

= 2e(n)x� 
ahn eh. 

Eq. 4.11: The real time estimation of the 
gradient used by Widrow [1081 

By substituting this gradient estimate into the steepest descent algorithm (equation 4.9), the 

equation for updating the filter taps h becomes: 

hl - 2p e,, x,, Eq. 4.12: The LMS or stochastic gradient 

(often the 2 is absorbed into the adaptation coefficient 

This is the well known LMS algorithm or stochastic gradient algorithm. If the filter is an 
infinite impulse response filter (HR) the HR LMS algorithm of Feintuch [ 109] can be used as a 

computationally simple algorithm to update the feed-forward and feed-back filter weights 
(figure 4.10). 

Another more competent adaptive algorithm using an IIR filter has been discussed by 
Lockwood et al. [99]. They used Plackett's algorithm (Recursive Least Squares algorithm) 
[ 110] to identify the cutting process of a milling machine under unstable machine conditions 
(chatter). Because of its complexity a very fast data acquisition board or DSP board is needed 
for real time implementation. 
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4.5 Adaptive control 

Adaptive control uses adaptive filters in order to control a plant or dynamic system. The most 

important difference between adaptive control and traditional system identification schemes is 

that the summing junction is not digital any more. In adaptive control the summing junction is 

an acoustic summing point or for mechanical vibration control a mechanical summing point. 

In mechanical structures forces can be superimposed as long as the structure is linear or 

linearised for small perturbations around a point of operation, which is the assumption made 

here, and for vibration testing (modal testing) in general. 

Figure 4.11 shows a LMS adaptive feed-forward controller for mechanical vibration control. 

Mechanical Structure (Forces) X(t) Fom ud path or d(t) 

Y(t) 

Reference 
Error path 

I-jlor 
sensor 

I 

or 

--------------- secondary path 1-110, 

ADC Iw 11 1 Ill I: 1 11 
FI R) 

AdVfive 
algonthni ADCI- 

(LMS) ý-E] 
Digital Domain (Number) ý Electrical Domain (Voltages) 

---------------------- 
Figure 4.11: Parts of an adaptive control scheme 

it is important to note that the signals need to be converted between 3 different domains: 

Digital Domain 

Electrical Domain 

Domain whose units needed to be controlled (e. g. mechanical or acoustical domain) 

Actuators are used to convert from the electrical domain to the domain where the controller 

should perform actuation (electro-dynamic shakers or loudspeakers), where sensors are used 
for the other way round (force sensors, vibration sensors e. g. accelerometers, microphones 

etc. ). The conversion from the digital domain to the electrical domain and vice versa is done 

by analog to digital converters (ADC) or digital to analog converts (DAC) respectively. It also 
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can be seen that the summation point, in comparison to the adaptive system identification 

arrangement has moved from the digital domain to the mechanical domain, in this case. 
To improve the quality of the signal smoothing filters and anti-aliasing filters are often added. 
Figure 4.12 shows a simplified arrangement, since the dynamic characteristics of the sensors 

and ADC/DAC are not frequency dependent (normally a constant gain or calibration factor), 

in order to convert from one unit to a different one. They can also can become part of the 

remaining blocks by applying block algebra to them and by moving them over the summation 

and connection points into the other blocks [54]. 

x(n) d(n) + Primary path Te n 0 P(Z) 

Digital Filter Ikz) n Secondary path 
(Fl R) S(Z) 

Adaptive 
algorithm 

(LNIS) 

Figure 4.12: The simplified block diagram for adaptive control 

Apart from the transfer-function of the secondary path, which includes the dynamics of DAC, 

reconstruction filter, power amplifier, actuator, effor sensor, anti-antialiasing filter and ADC, 

the model remains the same as the one for system identification. As already seen for system 
identification the error becomes zero if the digital filter converges to the same transfer- 
function as the primary path (equation 4.13). 

e(n) d(n) - y(n) 
E(z) P(z) X(z) - H(z) X(z) 

Eq. 4.13: The optimunifilter solution in direct 
system identification using adaptivefilters 

For the optimum filter solution e(n) converges to zero => H, 
tj... 

(z)=P(z) 

For adaptive control, which includes the dynamics of a secondary path, the optimum filter 

solution will be: 

e(n) = d(n) - s(n) * y(n) 
E(z) = P(z) X(z) - H(z) S(z)X(z) Eq. 4.14: The optimum filter solution in adaptive control 

For the optimum filter solution e(n) converges to zero =; > HOPtjmum(z)= P(z) 
S(z) 
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In other words the optimum filter Hptj,,.,, (z) has to model P(z) and an inverse model of S(z). 

This requires an IIR filter or high order FIR filter. For the adaptive filter using the standard 

LMS algorithm the presence of the secondary path means that the difference between the 

filter output y(n) and desired signal d(n) is no longer available to update the filter coefficients. 

According to equation 4.14 the LMS algorithm uses an instantaneous estimate of the cross 

correlation (e(n) * x(n)) to update the filter coefficients. For adaptive control applications the 

phase characteristics of the secondary path would distort this cross-correlation estimate, since 

the reference signal x(n) is not correctly "aligned" with the error signal e(n). In practical terms 

this means that the LMS algorithm will generally cause instabilities for adaptive control, 
because of the presence of the secondary path. 
However, one way of taking the transfer-function of the secondary path into account is to 

implement an inverse model of it in cascade, as shown by Widrow and Steams [108]. This 

obviously only works if the inverse model of the secondary path is stable (minimum phase 

characteristic). Another much better possibility of "aligning" the reference signal with the 

error signal is to use the same secondary path, which has separated the adaptive filter output 

y(n) and the error signal e(n) and also to modify the reference signal x(n). Proposed by 

Morgan in 1981 [54], the filtered-reference LMS orfiltered-x LMS (FXLMS) algorithm pre- 
filters the reference signal with an estimated digital model of the secondary path, so that the 

error signal and filtered reference signal are again aligned in time to give a valid cross- 

correlation estimate. Figure 4.13 illustrates this for adaptive control updating algorithm. 

x(n) Primary path d(n) + e(n) 
P(Z) 

Digital Filter H(z) y(n) Secondary path 
(FIk S(Z) 

Model of the n Adaptive 
-No- secondary path algorithm 

SIM 

I 

(LMS) 

Figure 4.13: Thefiltered-X algorithm 

h,, - 2, u e,, x,, ' 
Eq. 4. IS: Filtered x LMS algorithm 
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Morgan [54] and also Boucher et al [I 11 ] showed that if the adaptation coefficient ýt is small 

enough the coefficients of the adaptive filter will converge to the optimal values, even with 

phase errors between the secondary path and its model of up to +/-90 degrees. It is also very 

important to realize that the additional secondary path model requires additional 

computational power for the controller, but only needs to be accurate for the disturbance 

frequencies of interest. For a single frequency only, a two tap FIR model, which is very fast, 

would be enough. 

Both, the LMS and the FXLMS algorithms require a reference sensor, which is part of any 

feed-forward control system. Feedback systems in comparison do not have a reference sensor 

to give time advanced information about the disturbance being controlled. The primary 

source, which generates the disturbance, can not be directly observed. Furthermore, a 

feedback system always needs a signal to be measured. A digital feedforward system in 

comparison, has the theoretical potential to cancel a harmonic signal down to zero, since the 

error signal only monitors the performance of the controller, whereas the reference signal is 

used as a controller input. For many feedforward systems the error signal can be reduced to 

almost zero without affecting the amplitude of the reference signal (weak feedback path). 

Feedback systems in comparison use the error signal as the controller input. By taking a 

harmonic excitation for example, the controller may go unstable when the error is reduced to 

such as extent that the controller is only supplied with the uncorrelated noise of the vibration 

sensor. Practical examples are given in chapter 6, where a simple beam structure is controlled 

using both feedforward and feedback control. 

A simple adaptive feedback controller could use the error measurements for both error- and 

reference signal. Because of the correlation between reference and error signal care must be 

taken with the fact that there is no guarantee that the error surface will be unimodal (only one 

global minimum) as it was in the feedforward case. In order to add robustness to such systems 

a leakage factor can be introduced to the FXLMS algorithm (equation 4.16), to weight the 

filter coefficients [ 112]. 

hfi+j -,, ý v hn - 2p e. x. 
with the leakage factor: 0y<1 

Eq. 4.16: Leaky FUMS algorithm 

Practically the leakage prevents the adaptive filter reducing the error signal down to zero. The 

amount of leakage determines the amount of vibration left in the system. This algorithm is 
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very practical for possible instabilities in adaptive feedback systems [53,113], as will be seen 

later. 

Another very interesting feedback approach has been presented by Morani [98,114]. He has 

introduced a method of transforming the feedback design problem into a feedforward one 

with all its associated advantages. 

The differences between the classical feedback structure and the new Internal Model Control 

(IMC) structure approach can be seen in figure 4.14. 
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Figure 4.14: Digitalfeedback controller using the IMC structure (top) 
Digitalfeedback controller using the classicalfeedbackstructure (bottom) 

The figure shows that the INIC estimates the disturbance signal d(n), which is then used as the 

reference signal. The huge advantage is that the INIC controller is now a feedforward 

controller, which can also cancel the influences of unmeasured disturbances. It has a reference 

signal as the control signal and an error signal to monitor the controller performance. This 

means that the error could the reduced down to a level (zero), which the classical feedback 

controller would not be able to achieve. Practical results can be seen later in chapter 6. 

81 



Chapter 4 Theory to adaptive active vibration control 

4.6 Summary 

The theory of adaptive active vibration control has been studied. Today, the use of smart 

materials, in active vibration control are of great interest since they allow the integration of 

sensors and actuators into the same structure skeleton. This new science is called smart 

materials- or adaptronic structures. The sensors or "nerves" of the system are linked through 

the control system (incl. memory) to the actuators or "musclee' to compensate for any 

changes in the environment (disturbance). Actuators, sensors and control strategies have been 

discussed separately and new adaptive control techniques have been studied in more detail. 

These are based on adaptive filter theory, where the system is described discretely in the z- 
domain rather than continuous s-domain. Chapter 6 illustrates how the theory can be put into 

practice by controlling a simple mechanical beam structure. But before that the following 

chapter will cover the vibration analysis of a vertical machining centre. 
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Chapter 5 

Vibration analysis of a vertical machining centre 

5.1 Introduction 

It is clear from the literature research that there is a great need for structural vibration control 

on machine tools, especially because these machine errors can affect the surface finish of the 

component more than any others. 
The identification of the effect of vibration on Machine tools, together with research into 

active vibration control techniques to reduce this, are the main aims of this research project. 
In the first section a 3-axis vertical milling machine is introduced. This is followed by the 
design of the MEM's accelerometers, which have been used for most of the vibration 

measurements. Then all possible vibration sources of the milling machine have been 

investigated. An experimental modal analysis of this machine was conducted by AMTRI 

[ 115], which was then confirmed and extended to a wider more interesting frequency band. 

stable and unstable cutting tests revealed the true vibration levels of this machine under real 

cutting conditions. The unstable chatter tests also confirmed the theory covered in chapter 3. 

A very interesting observation regarding the frequency development of self-excited vibration 
(chatter) has been made and the surface finish has been analysed and correlated with the 

vibration readings from the vibration sensors. 
Part of this chapter has already been published by Haase et al [116]. 

5.2 Practical structural investigation of a vertical milling machine 
The Beaver VC35 is a vertical 3 axis-milling machine built in 1983. The tool moves in one 
direction (z-axis) and the machining table moves in two directions (X and Y-axis) on planar 

guide-ways. The spindle speed can be controlled from 63RPM to 550ORPM and the 

maximum axis feed-rate is 10 m/min. The feed drive system is by SIEMENS, whereas the 

spindle drive system and DC motors for feed and spindle are from CONTRAVES. The CNC 

controller is from FANUC. 

Figure 5.1 shows the analysed milling machine. 
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Figure 5.1: 3-axis machining centre (Beaver VC35): Physical machine (a), Schematic machine structure (b) 

5.3 The sensor design 

The most appropriate physical quantities to measure and use to evaluate the cutting process 

are the energising cutting force and the resulting relative displacement between tool and 

work-piece. The cutting force can be measured using a dynamometer and displacement 

sensors can measure the relative vibration. 

The most convenient sensor to measure vibration however is the accelerometer. It measures 

absolute vibration and the most common type is based on the piezo-effect. The cost of 

measuring acceleration using these accelerometers is relatively high, because of the need for 

expensive signal conditioning units such as charge amplifiers. In these experiments several 

points need to be considered simultaneously and therefore an investigation of lower-cost 

sensors was carried out. 

5.3.1 MEMS sensors 

in general Micro-Electro-Mechanical Systems (MEMS) is the integration of mechanical 

elements, sensors, actuators and electronics on a common silicon chip [93,94]. In Europe the 

new technology is sometimes called Microsystems Technology (MST). While the electronics 

are fabricated using integrated circuits (IQ e. g. CMOS or Bipolar, the micro-machined 

components are fabricated using "micro-machining" processes that selectively etch away 

parts of a silicon wafer and add new structural layers to form a mechanical and 

electromechanical device. 
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Figure 5.2 shows the prmciples and sensor structure of an MEM accelerometer. 
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Figure 5.2: Principle and beam structure of micro-machined accelerometers 

They are made from a beam plate that moves in response to acceleration, relatively to fixed 

plates. The differential capacitance between the two plates changes with acceleration and Is 

measured with the on chip circuitry. 

The big advantage of MEMS accelerometers over piezoelectric sensors is their low cost. The 

major disadvantage is the resolution, which is limited by the noise-floor. Although 

continuously improving, it is still in the range of mg, compared to pg for high quality 

piezoelectric devices. 

Today every new car being sold has micro-machined sensors on board. They are used in 

applications ranging from MAP (Manifold Absolute Pressure) engine sensors to 

accelerometers for active suspension, stability-control (rollover), anti-lock braking and airbag 

systems. But the field is widening fast in applications such as diagnostics or machine 

monitoring. [94]. Pitter et al [1171, for example, describe the advantages of these silicon 

vibration sensors on machine tools. 

5.3.2 The AD XL 105 accelerometer 

The AD XL 105 [94] was used in this research, because it has a good resolution and the range 

is +/- 5g. Apart the low cost of the sensor, it also is low in weight, which is an advantage for 

structural testing of light structures. For machine tool applications the small size also make it 

possible to mount them near the process to be observed [ 117]. The accelerometer chip also 

incorporates a temperature sensor and an integrated operational amplifier, which can be used 

for signal conditioning. In this case it was configured as a second order Bessel filter [118], 

which cuts off signals over 3kHz. This gives a calibrated and known frequency response. 

The sensor was calibrated using the back-to-back method. The calibration was carried out 

according to an established BrUel & Kjwr procedure [86]. The accelerometer, whose 
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sensitivity is to be measured, is mounted in a back-to-back arrangement with a reference 

accelerometer and the combination of the two is mounted on a suitable vibration source. Since 

the input acceleration is the same on both devices the ratio of their output is also the ratio of 

their sensitivities. 

Figure 5.3 shows the measurement set up for the back-to-back method and the MEM 

accelerometer with its signal conditioning unit built onto a circuit board. 

a V, Cuter 4- AC tiller r 

AC filter Reference 
V, Accelerometer 

Z 

ihi-ation 

Oscilloscope 
Sha 

10 

Po" er 
Amplificr 

Figure 5.3: The calibration ofthe accelerometer: 
Experimental set up (a) 
Schematic set up (b) 
AD XL 105 including signal conditioning unit (c) 

The accelerometers were excited with a sinusoidal acceleration signal at a constant frequency 

and a constant amplitude and their outputs then passed through signal conditioning units and 

measured individually by a high quality voltmeter. For a linear sensor with flat frequency 

response it makes little difference at what level or frequency the accelerometer is calibrated 
(usually between 50-20OHz) as long as it lies within the normal working range of the 

accelerometer [86]. 

The following equations were used to calculate the sensitivity of the MEM accelerometers: 

91 -,: ý 9. 
Eq. 5. ]: Calculation of the unknown sensitivijýv of the accelerometer 

S, S,, 

Further "static" and "dynamic" tests at different vibration levels have confirmed a linear 

frequency range and flat frequency response of the MEM accelerometers. 
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5.4 The vibration sources of the Beaver machine 

It is important to know the sources of forced vibration before cutting tests are carried out 

since the output of any vibration sensor is the sum of all excitation forces, whether they are 

random, forced or self-excited. These forced vibration sources can be amplified through the 

structure of the machine, when the excitation frequency matches with one of the structural 

resonance frequencies. Experience has shown that even small excitation forces at the right 

frequency can dominate the vibration frequency response. 

The sources of forced vibrations can be established by studying all possibilities, where 

moving parts create periodic excitation forces. The only way to distinguish a periodic 

excitation force in the vibration output spectrum is to change the amplitude of the suspected 

source and compare the results [119,120]. 

Furthermore the amplitude of the excitation force depends on whether the machine is loaded 

(cutting ) or not and how big the load is. 

The machine has been investigated for two cases: 

" Machine switched on with the spindle running at various speeds 

" Light cutting tests aluminium and mild steel (before self-excited vibration occurs) 

The first series of tests were carried out to identify and show the differences in the vibration 

amplitude of the vibration sources without any cutting. 
The results showed that the tool or spindle had slight imbalance. The imbalance of the spindle 

can be calculated by: 

f. 
-Out - 

Spindle ýpeed [ýPM 
Eq. 5.2: Calculation of the spindle run out 

60 Is^ 
7. i. ] 

However, the effect of this was overshadowed by a vibration amplitude at exactly 300 Hz. No 

evidence of other significant vibration sources such as spindle bearing or hydraulic pump 

problems were found. 

Figure 5.4 shows the frequency spectrum of the acceleration signal, measured at the spindle 
housing with the spindle running at 300ORPM (no cutting). 
By investigating the armature current of the spindle drive the 30OHz vibration was found to 
be caused by the DC drive of the spindle motor. 
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This particular machine is fitted with a separately excited DC Motor, which is driven by a 

fully controlled double bridge rectifier [121]. This allows a four-quadrant operation, which is 

essential for machine tool spindle drive since the tool needs to be able to rotate in both 

directions and also to brake in both directions. Figure 5.5 shows the characteristics of the 

Contravess Spindle Drive Unit [ 122]. 
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Figure 5.5: Thespindle drive characteristics 1121,1221: 
Four Quadrant operation servo drive (a, b) 
Load characteristics of the Contraveso Spindle Drive (c) 
Fully controlled double converter bridge rectifier including armature current chokes (d) 
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The speed is controlled via the armature voltage up to the maximum (40OV) at n, and then by 

the stator current, which controls the magnetic field IFjjd (Field controlled) up to the 

maximum speed n.,,,. The speed ratio n.,,, In, can be set via potentiometer on the spindle drive 

unit. The characteristic of this drive is a6 pulse ripple superimposed on its DC component. 

This ripple is caused by the 6 thyristors, which are fired every 7r/3 radians. The Firing angle of 

the Thyristors can change, depending on the operation mode of the drive (cc= 0* - 180') [121]. 

This 6 pulse ripple corresponds to 30OHz (6 x 50Hz) and is therefore the characteristic of this 

particular drive unit. 
A further investigation, where the spindle was running with and without load at various 

spindle speeds in both directions, has shown that the 6 pulse 30OHz ripple generated by the 

thyristor drive does in fact cause significant mechanical vibrations. The voltage applied to the 

DC motor and the AC content of the armature current cause this mechanical vibration at 
30OHz. 

The conclusions made here include: 

9 The 30OHz vibration increases with load on the spindle. If the load or torque 

increases (e. g. due to the depth of cut), the AC component of the armature current also 
increases. This leads directly to an increase of the vibration level. 

M =cx(DxIA Eq. 5.3: Torque characteristicfor DC drives 

where : 
M= Torque, c= Machine constant, 0= Magneticflux, IA = Armature current 
A change in the armature current (AC component) is directly proportional to the 

spindle torque and will generate an "AC" torque, which causes the forced vibration. 

e Using additional inductance in series with the armature of the motor can reduce the 

amplitude of this excitation. 

" The frequency of the 30OHz vibration does not change with any cutting parameter 

" DC spindle drives are still manufactured and widely used (AC motors are simpler 

and more robust than DC motors, but their frequency converters are more complex 

and expensive). 

89 



Chapter 5 Vibration analysis of a vertical machining centre 

The second series of tests consisted of light cutting on aluminium and mild steel. Most 

periodic energy is likely to be caused by the cutting tooth impact force, which is dependent on 

the depth of cut and work-piece material. 

The tooth pass frequency can be calculated by: 

Spindle Speed [RPM ]x (I Teeth) f. 
th 

60 [s" /- %'7min] 

Eq. 5.4: Calculation of the tooth passfrequency 

Figure 5.6 shows the vibration during a light cut of mild steel using a 100mm Face Mill (8 

cutting edges). The vibration was measured in the cutting direction on the spindle housing. 

The rotational speed of the spindle was 410rpm, which resulted in a tooth pass frequency of 

54.5 Hz. Figure 5.6 (a) shows the fundamental and the harmonics of the tooth pass frequency. 

The result also shows the significant vibration at 30OHz, which is not a harmonic of the tooth- 

pass frequency. Figure 5.6 (b) shows the spindle current, which caused this periodic excitation 

force. The armature current of the spindle motor was measured with a LEM Hall effect sensor 

[123] fitted to the machine (figure 5.6 c). 
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5.6: Light cutting tests: 
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Other potential forced vibration sources such as spindle imbalance and bearing irregularities 

were again, not significant in the frequency spectrum and have therefore not been considered 

any further. 

5.5 Experimental modal analysis 

Since chatter always involves excitation of a dominant mode of the structure, the first step of 

chatter analysis on a machine tool is to measure the frequency response of the structure. 

Structural testing can be divided into 2 different techniques: 

Signal Analysis = Operational deflection shape (ODS) 

System Analysis = Modal Testing 

The goal of ODS measurements is the determination of the dynamic deformations of a 

mechanical structure during operation. It tells how the structure actually reacts to the real 

forces applied to it, when in operation. Attaching two accelerometers on the structure under 

operation can do this. The magnitude- and phase difference between them can be recorded 

with a simple 2-channel spectrum analyser. To get an idea of how the structure vibrates under 

its operating excitation force one of the accelerometers needs to be attached to different point 

on the structure. The other accelerometer does not change its position and is used as a 

reference sensor. The magnitude and phase differences between the two outputs of the sensors 

tell how the measured points of the structure move relative to the reference sensor. The ODS 

represents the absolute deflection shape under the unknown but real forces, but does not give 

any information about the inherited dynamic properties of the system. 
Modal analysis on the other hand can be used to provide a complete description of the 

structural dynamics. The Modes of vibration of the structure are the "natural frequencies" at 

which a structure's predominant motion has a well defined waveform. 
Each mode has the modal parameters (inherent properties of the structure): 

- The resonance or modal frequency 

- The damping for the resonance - the modal damping 

- The mode shape 

Modal analysis is the process of determining all modal parameters within the frequency range 
of interest to formulate a mathematical dynamic model. This can be done either analytically 
(FEM) or experimentally (modal testing). Experimentally modal analysis, determines the 
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modal parameters by artificially exciting the structure so that the different resonance 
frequencies, damping and mode shapes can be identified. The structure can be excited using 

an instrument hammer or a shaker (e. g. electro-dynamic shaker). The most popular method of 

obtaining the modal parameters is the Transfer Function Method. This method measures the 

frequency response function (FRF) between two points of the structure. The reference or input 

force is measured with a force transducer and the vibration output at a number of points along 

the structure with a displacement, velocity or acceleration transducer. The modal frequencies 

and damping can be found from all FRF's, except those for which the excitation or response 

is in a nodal position. To extract the modal parameters form the experimental data, special 

software can be used (e. g. STAR MODALO). If such software is not available, the Normal 

Mode Method has been found to be more practical to obtain the mode shape, whereas the 

damping and resonance frequency can be obtained best from the FRF's (Transfer-Function 

Method). A proper modal analysis on a simple structure has been done in chapter 6, whereas 
AMTRI, who are a leading institution of vibration analysis on machine tools performed a 

modal analysis on this vertical milling machine [115]. This included cutting test and 
frequency response measurements in all 3 axes using an electro-hydraulic shaker. AMTRI 

used STAR MODALO to obtain the mode shapes of the machine. A huge disadvantage of the 

AMTRI test was the restriction of the highest frequency to 20OHz, as the light cutting tests 

(figures 5.4 and 5.6) and the following cutting tests have shown that the interesting dynamic 

effects on this machine are above 20OHz. The restricted frequency bandwidth in the AMTRI 

tests might have been due to the frequency limitations of the electro-hydraulic shaker, which 

they used. Nevertheless the results of this analysis were used as a reference for the tests 

carried out for this research. Figure 5.7 shows the experimental set up, to validate the AMTRI 

tests (for clarification the AMTRI test and its results, have not been published in this thesis). 
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A special dummy cutter was designed, which had the same dimensions as the SANDVIK face 

mill used for the cutting tests, to attach the electro-dynamic shaker to the machine. This 

simulates the cutting forces, which act on both the cutting tool and the work-piece with equal 

but opposite amplitudes. The resulting relative displacement between the two structures was 

measured using a displacement transducer, whereas the force was measured using a piezo- 

electric force transducer. As already explained in chapter 3 the resulting transfer- function 

between tool and work-piece provides infon-nation about the static and dynamic stiffness. In 

addition to this, the machine was dismantled in order to gain access to all important structural 

elements, such as ballscrew nut and machine column. Here the vibration response was 

measured with accelerometers, which were moved along the structure to get an idea about the 

absolute movement of various parts of the machine structure. Figure 5.7. a also shows an 

instrument hammer, which can be used as an alternative to excite the tool tip. 

Figure 5.8. a shows the FRF (compliance), where the relative vibration between tool and 

machine table was measured with the displacement transducer. Figure 5.8. b shows the 

accelerance (acceleration / force), where the vibration was measured at the tool tip. 

Relative vibration (NCDT) bet. ee n tool and vice (X- The FRIF of the tool compare to the FRF's of the real of the 
axis) structure 
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Figure 5-8: FRF (compliance) between machine table and tool tip (a), Tool FRF (accelerance) comparison 
with other FRF's of the structure (h) 

The compliance (displacement / force) between tool and machine table confin-ned the 

measurements made by AMTRI. The measurement set up was the same and the results 

showed good correlation with all the resonance frequencies determined here. The accelerance 

of the tool tip however showed that as already suspected the dynamics of the spindle were 

above 200 Hz. This confirms the fact that the previously identified vibration source of the 

spindle drive at 300 Hz was amplified through the structure. Figure 5.7. b also shows the 

difference in vibration amplitude between the spindle/headstock and the rest of the machine 

structure (e. g. ballscrew nut). The planar guideway seemed to be relative stiff compared to the 

spindle/headstock. On a machine with linear guide ways, this may be totally different [45]. 
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In another test the FRF of the tool spindle structure was measured, since the spindle housing 

is the nearest place to the cutting process whose sensor can be attached without practical 

difficulties. This particular static test was done because it would be expensive to measure 

excitation force or relative displacement of the tool during cutting (on line). A further 

discussion about the most suitable vibration sensor for machine tools is included in chapter 7. 

Figure 5.9 shows a simplified model of the cutting process, and the measured tool-spindle 

housing FRF in X and Y directions. 
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Figure 5.9: Modal test results: 
Tool-spindle housing FRFX-axis (a) 
Tool-spindle housing FRF Y-axis (b) 
Block diagram of cutting process dynamics (c) 

In order to measure the linearity of the structure, the input excitation force on the tool-tip was 

increased by up to 4 times, through gain adjustments of the power amplifier of the shaker. 

Figure 5.8 (a) and 5.9 (a and b) show no difference in the resulting FRF's, which indicates 

that the mechanical structure is behaving in a linear fashion. It should also be mentioned that 

the input signal to the shaker needs to excite every frequency with the same energy. The 

spectrum analyser used here (HP 3566A) could generate white noise and swept sine in order 

to identify an unknown system (more on system identification in chapter 6). For all FRF 

measurements done here the coherence function, which is a statistical procedure for assessing 

the quality of the impact testing and random noise tests, was used to validate the data. 

For more detailed information on modal analysis the literature of Brilel & KjWr [119,120] 

Evans [92] and Richardson [ 102,103 ] is highly recommended. 
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5.6 Cutting tests 

To see what effect load errors have, the machine must operate under Cutting conditions. The 

varying loads (forces) applied to a machine tool structure during tile Cutting operation provide 

the main source of this error. The effect of this load on machine accuracy will depend oil the 

machine resistance to elastic deformation or st] ffiiess. 

The task was to measure and interpret forced- and self-excited vibrations using different 

sensors. The most appropriate variables for investigating the Cutting process Would be the 

cutting force and relative displacement between tool and work-piece. I lowever, since this is 

difficult and expensive to achieve, "on-line", accelerometers (X-, Y- and Z direction) were 

positioned on the spindle housing and on the vice, to monitor the vibrations and relative 

displacement of the cutting process indirectly (figure 5.10). According to equation 5.3 tile 

spindle current, which is measured with the LEM Hall-effcctive sensor, call be used to 

calculate the spindle torque, power and hence the cutting forces. Further cutting tests, where 

the cutting forces were estimated and measured directly with a table dynamometer, are 

presented in chapter 7. Since the table dynamometer was not available at the time, tile main 

objective, for this chapter was to gain experience with Cutting trials and analyse tile sensor 

signals. Of particular interest was the stability limit, when the machine becomes unstable, and 

the most sensitive and suitable low cost sensor to pick Up tile chatter vibrations. 'File 

theoretical statements made in chapter 3 can be put into practice and it call be seen how 

effective the process parameters feedrate and spindle speed arc t1or chatter control. This will 

confirm the theoretical and experimental statements made by the researchers in chapter 2. 

Figure 5.10 shows the experimental set up (spindle Current sensor Is not shown). 

F- 

Culting parainew- 
lo(him, i ýý 11 

N, lmn, nun I ced, at, 

Figure 5.10: Experimental set upfor thefirst cutting tests 

The figure also shows a microphone, located near the cutting process to measure tile sound 

pressure. In comparison to the spindle current sensor the microphone seems to be a very 
popular choice for chatter detection [33,34,35,36,37,38]. 
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The sensors investigated were: 

6 Accelerometers (attached to spindle housing and vice in three orthogonal directions) 

Hall sensor to measure spindle current 

Microphone to measure the sound pressure of the cutting process 

Cutting tests were carried out for mild steel and aluminiurn with adequate feed and spindle 

speed. A 0100mm face mill with 8 cutting edges and the same work-piece, in material and 

dimensions (width of work-piece is the width of cut - see figure 3.13) has been used for all 

the tests. For each set of parameters (feedrate, spindle speed) the axial depth (a,, ) of cut was 

increased until chatter occurred. Up to then, the process was stable and the sensor signals 

showed forced vibration due to the tooth pass frequency and the spindle drive. Figure 5.11 - 
5.16 show a comparison of the sensor signals for a stable cut (a,, = 2mm) and unstable cut (aa 

= 4mm). The cutting parameters were 41ORPM spindle speed and 267mm/min feedrate. 

Figure 5. ] PComparison of the time response (acceleration) between a stable cut and a unstable cut 
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Y-axis acceleration spindle housing (2mrn axial depth of cut - stable) 
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Sound Pressure (2mm axial depth of cut - stable) 
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Figure 5.11 shows that chatter did not develop until the whole diameter of the cutter entered 

the work-piece. It was then that the dynamic cutting force reached its stable limit (at the 

maximum MRR metal removal rate) and the machine became unstable with an exponential 

increase in vibration amplitude until saturation. The chatter vibrations were at about 450Hz, 

which also created a distinguished loud sound. Apart from the signal of the spindle an-nature 

current this was clearly detectable as the vibration amplitude of all the other sensors increased 

sharply. The tooth pass frequency for this cut was 54.67 Hz. The actual measured 

fundamental tooth pass vibration was at 383RPM, which is only 93% of the 41ORPM set 

through the CNC controller. As a result a calibration of the spindle speed using a high 

resolution photo tachometer was carried out and confirmed an error of 8- 10% over the whole 

range. The spindle run out frequency was 6AHz, but difficult to measure using 

accelerometers. For low frequencies a displacement or force sensor would be the better 

choice. The 30OHz vibration source of the spindle drive still seems to be an important factor 

up to 3mm axial depth of cut and was even detectable in the frequency spectrum for the 

unstable cut. Unfortunately the 30OHz frequency component and its harmonics totally 

dominated the spectrum of the spindle current and neither the tooth pass or chatter vibration 

were detected. Without additional filtering this sensor can not be used for chatter control. 

Figure 5.11 also shows the vibration caused by the cutter run-in and run-out. This effect 

causes a dramatic increase in vibration amplitude, due to the increased chip load (feed per 

toothfi), at the beginning and end of each cut. 

Figure 5.17 illustrates this phenomena. 
Chip load (feet per tooth) at Chip load (feet per tooth) after half of the 

the beginning of the cutting process diameter of the cutter is in the material 

0 

Figure 5.17. Cutter run-out - the increased chip load at the beginning and end of the cut 

Chatter does not occur until the cutting forces reach the stability limit of the machine structure 
(bij,,, it - chip width), in the middle section of the cut when the whole width of the cutter is 

101 



Chapter 5 Vibration analysis of a vertical machining centre 

penetrating into the work-piece. Figure 5.11 shows that on a small time scale the chatter 

vibration looks like an Amplitude Modulated (AM) signal. The spectral density functions of 

the chatter vibrations also reveal frequency components that are not related to the harmonics 

of the tooth pass or chatter frequency. They show upper and lower sidebands of the main 

450Hz chatter frequency component, which are 51 Hz (tooth pass frequency) or a multiple of 

51Hz (harmonics of the tooth pass frequency) apart. The chatter frequency (Carrier signal) 

seems to be modulated by the tooth pass frequency (Modulating signal). The spectrum of the 

"AM" chatter signal suggests non-linearity, since the signal should only contain tooth pass 

frequency components, its harmonics and the chatter frequency itself. But a fraction of the 

power generated by the dynamic cutting forces seems to be converted into the sidebands of 

the vibration output signal. Mathematically the non-linear process of modulation means 

multiplication of the modulating signal with the carrier signal (equation 5.5) [1241. In radio 

communications for example the modulated signal and carrier are first added together through 

a linear device (resistor) and then a non-linear device (diode or transistor) is used to modulate 

the signal. Figure 5.18 is shows the generation of an AM signal from carrier- and modulating 

signal and equation 5.5 illustrates its mathematical description. 
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Figure 5.18: Amplitude Modulation (AM) 

e(t) = E, (I +m sin(2; T f,,,, t)) sin(2 7r f,, t) Eq. 5.5: Mathematical description of the AM signal 

where: 

E, = Peak Amplitude of the carrier signal 
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E,,,, = Peak Amplitude of the modulated signal 
f,, = Frequency of the carrier signal 

fm, = Frequency of the modulated signal 

m= El-E, = modulation index 

This observation also explains the theory that chatter can not develop if the chatter frequency 

matches a harmonic of the tooth pass frequency (equation 2.2 and figure 3.17). 

The only references found on the subject chatter modulation in machine tools are the work 
from Jemielniak and Widota [125], who investigated the case of "beating" in machine tool 

vibrations (lathe), where two close vibration modes are excited. The addition (linear) of these 

result in interference (beats), which is a form of amplitude modulation observed frequently in 

common vibration analysis. Tarng and Lee [126] also supported this theory. 

The phenomena of Amplitude Modulation is commercially used in condition monitoring. The 

Envelope analysis [127] is a well known signal processing technique, which originates from 

the field of telecommunications. This amplitude demodulation technique helps in the 

investigation and monitoring of bearing and gear defects at an early stage since the vibration 
level caused by a pit in the inner or outer race of a rolling element bearing for example are too 

low to detect on their own in comparison to the overall vibration amplitude. Amplitude 

demodulation helps to filter out the important information [128]. 

Another investigated machine tool was the CINCINNATI Arrow 500. 

Figure 5.19 shows the chatter vibrations of a peripheral milling operation (Slot mill -3 
cutting edges). The spindle speed was 2228RPM and feedrate 334mm/min, which results in a 

tooth pass frequency of II lHz. Figure 5.19 (b, c) shows that unlike the Beaver Machine, the 

measured tooth pass frequency matches with the theoretical value. This was expected, as the 

machine was brand-new. The chatter vibrations are much more distinguished here since the 

vibration amplitude increased very rapidly by over 5 times (figure 5.19 a). 
Figure 5.19 also confirms the more dominant chatter frequency of 70011z, since the amplitude 

of the modulating tooth pass frequency was small in comparison to the amplitude of the 

chatter carrier signal (spectrum only shows 1 upper and lower sideband of small amplitude). 
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Figure 5.19: Chatter on the Cincinnati Arrow 500: 
Time response of Y-axis spindle housing acceleration (a) 
Spectrum of the X-axis spindle housing acceleration (b) 
Spectrum of the X-axis spindle housing acceleration (c) 
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The last experiment should show, whether the theory of stability lobes, explained in chapter 3, 

can be used to control chatter. Again the tests were carried out on the Beaver machine with 

the same face mill used earlier. The experiments use the spindle speed and feedrate as 

possible control parameters. 

Figure 5.20 shows the generated surface of the same cutting operation, which previously 

resulted in chatter. This time the spindle speed and feedrate override was used to control 

chatter and stabilise the machine at certain sections of the cut. 

e 

Chatier because of unstable cutting parameters 
Chatter control through speed variation 
Chatter control through feed variation 

Figure 5.20: Chatter control using thefeed and spindle override 

The experiment has shown that it is possible to control chatter by changing the feedrate and 

spindle speed and therefore validated the work of the numerous of researchers who have used 

this technique. However it does not alter the dynamics of the machine structure as active 

vibration control would do. It is simply process control, which nevertheless seems to be very 

practical and effective. It also should be mentioned that not every optimum set of process 

parameters for a specific machine structure, are the optimum set of parameters for the cutting 

tool. The manufacturers of cutting tools recommend a certain range of spindle speed and 
feedrate for their tools. This range of parameters sets a limit on this chatter control technique, 

since it may interfere with the optimal parameters for a specific machine tool structure. 
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5.7 Investigation of the surface-finish 

The vibrations of the Investigated milling machine cari be better understood by compai-M-g, the 

signals of the vibration sensors with the surface finish of the work-piece. 'File surface finish Is 

arguably the best sensor to see the effect of vibration on machine tools, because it "stores" all 

the important information of the cut. 

The surface finish in milling operations is the result of tool marks. These are the Irregularities 

created by the cutting edges of the milling cutter. 

The irregularities are defined as [ 129]: 

* Surface roughness 

9 Surt-ace waviness 

Roughness is the measurement of tool marks in terms of AA (arithmetic average), or rills 

(root mean square). In doing roughness measurements the waviness is filtered out. 

Waviness describes irregularities of the roughness. These irregularities are the reSLI]t Of 

rnachine-work-plece vibrations and are periodic in character. 

Figure 5.21 illustrates the dirference. 

IIIiI-II 11111 11 1 11 iI tl IýýIIVIITIIII 

Figure 
. 
5.21: The difjýrence between roughnes-s and waviness / 71/ 

Figure 5.22 and 5.23 shows the whole surface of a mild steel-tcst piece which was machined 

with a 100nini face mill (8 cutting edges). The cutting, parameters were 477rpnl spindle speed, 
267 nini/mIn feed rate. 
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Figure 5.22: Image of the work-piece surface after the 4mm cut (axial depth of cut) 
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Figure 5.23: 3D scan of the waviness caused by the chatter vibrations 

The vibration frequencies can be calculated from the surface scan using the following forinula 

[74]: 

tool diameter x spindle speed 
wavelength of the vibration 

Eq. 5.6: Calculation of the vibrationsftom the 
measured surface 
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The wavelengths were measured using a SURFACESCAN 3D surface measurement 

instrument, (see figure 5.23) and these resulted in the following frequencies: 

ft.. 
Ih-pass 

I 00; r x 477 
64Hz 

60x39 

Eq. S. 7. Calculated tooth passfrequency 

fchatter =- 
1 00; r x 477 

= 454Hz 
60 x 5.5 

Eq. 5.8: Calculated chatterfrequency 

These figures correspond well with the vibration measurements of the cutting tests and 

validate the whole experimental procedure. 

The 3D scan software used here was developed by Jiang et al [130]. Jiang and Blunt [131] 

also showed how 3D surface metrology techniques can be used to analyse the surface of 

stable and unstable cutting operations. 

5.8 Summary 

A 3-axis machining centre was investigated to identify its dynamic characteristics. This also 
included the design of a low cost sensor suitable for integrating onto the machine. The MEM 

accelerometers include signal conditioning which was built onto the same circuit board. The 

modal analysis done by AMTRI has been confirmed and extended to a wider frequency range. 
It was found that between 20OHz and 80011z, the headstock and spindle were the most 
flexible parts of the machine. The vibration sources of the machine have been identified by 

performing light and heavy cutting tests. Additional sensors included a microphone and Hall- 

effect sensor to measure the spindle current. The tooth impact force and a 30OHz periodic 
force were the dominant frequency components in the sensor spectrum of a light cutting test. 
The 30OHz vibration was due to the spindle drive system and amplified through a structural 

resonance. The heavy cutting tests revealed the stability limit of the machine structure. It was 
found that the chatter frequency of about 45011z was Amplitude Modulated with the tooth- 

pass frequency. The chatter frequency of a second machining centre was more dominant, but 

again the 70OHz chatter frequency was Amplitude Modulated with the tooth pass frequency. 

A search was done to find the most sensitive process parameters for controlling chatter 

vibrations. It was found that it was possible to stabilise the cutting process by optimising the 
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feed and spindle speed, using the override of the CNC controller. This has confirmed some of 

the theory presented in chapter 2 and 3. Other sensitive parameters were the spindle - work- 

piece eccentricity and location inside the working volume of the machine. Although the 

process parameters changed the stability limit of the machine the chatter frequency itself 

seemed to be almost unchanged. It also was found that without additional signal conditioning 

the spindle current sensor can not be used for chatter control. An investigation of the surface 
finish showed a good correlation to the sensor signals. 
These initial tests allowed a better understanding of the dynamic behaviour of the machine. 
They also showed the effectiveness of choosing the optimal cutting parameters, which 

nevertheless do not alter the structural dynamics as active vibration control would achieve. 
The next chapter demonstrates the effectiveness of active vibration control on a simple beam 

structure. 
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Chapter 6 

Implementation and results on a test rig 

6.1 Introduction 

Following the study of active vibration control theory in chapter 4, this chapter presents an 

experimental study of active vibration control on a simple beam structure. 
It will show the process of building up the digital adaptive controllers eventually used to 

control a mechanical structure and also discuss the practical difficulties that were 

encountered. Traditional electronic controllers were also built and compared to the digital 

adaptive controllers. Furthermore the optimal type and location of the sensors and actuators 

on the vibrating structure are discussed. 

First the mechanical structure to be controlled is introduced by identification, simulation and 

extraction of its mechanical parameters. Then the first step of controlling the structure is taken 

by designing an electronic feed-forward controller with "static control parameters". In order 

to implement an adaptive controller a suitable digital platform needed to be built. Static and 

adaptive digital filter routines have been designed for simulation under MATLAB- 

SIMULINK and for the digital real time control platform. 
These models were used to identify the frequency response functions of the mechanical 

structure in order to simulate an adaptive controller to control the mechanical structure. This 

was then validated through the implementation of the adaptive controller to the mechanical 

plant. An interesting investigation was undertaken in the type and optimised location of the 

vibration sensors and actuators and finally traditional active vibration controllers (e. g. active 
damping) were developed in order to compare their performance with the digital adaptive 

controllers with regard to their use on machine tool structures. 
After gaining experimental knowledge about active vibration control and developing the 

controller hardware and software, a system to control vibrations on milling machines was 
designed (chapter 7). The work presented in this chapter has partly being published by Haase, 

et al [132]. 
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6.2 The mechanical structure for adaptive control 

A standard cantilever beam was chosen for the experiments. The advantages are that we do 

not have to use Finite Element Analysis in order to simulate its dynamic behaviour and that 

the size of the beam matches the power capabilities of readily available actuators. 

Furthermore the shape of the structure is representative of a cutting tool in a tool post or 

spindle and therefore very common for this kind of research. The modal frequencies of the 

cantilever beam were also in the same range as the ones measured on the vertical milling 

machine, discussed in the previous chapter. 

6.2.1 Identification of the mechanical parameters of the beam structure 
The first experiment was a modal test on the beam to identify its frequency response functions 

(FRF's). 

There are two different ways of doing this: 

- Nonnal Mode Method 

Transfer Function Method 

Both methods have been explored here. The Normal Mode Method is the "traditional - 

method of modal testing, which aims to extract the modal parameters (modal frequency or 

resonance frequency, mode shape and damping) from a structure. 
The procedure for the Normal Mode Method is: 

1. Determine the modal frequencies by applying a wide band sine sweep using a shaker and 
a vibration sensor with an oscilloscope to monitor the response. 

2. Excite or tune in on one mode at a time using one or more shakers and record the 
instantaneous amplitude of several sensors along the structure (modal dwell). 
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3. Determine the damping by shutting off the shakers after a particular mode has been 

excited in order to simulate an impulse response. 

The Transfer Function Method makes use of digital signal processing techniques (FFT) in 

order to extract the modal parameters. 

The procedure here was: 

1. Measure the frequency response function (FRF) at several points of the structure by 

using a spectrum analyser, vibration output sensor, force input sensor and either shaker 

or impact hammer to excite the whole frequency range of the mechanical structure. 

2. Transforin the FRF's into a parametric model using curve fitting. 

The second technique is much quicker than the Normal Mode Method and the FRFs can be 

measured one after the other, which means one vibration sensor Is enough. The curve fittIng 

can be done using sophisticated algorithms and software such as Star Modal [ 133]. A measure 

for mode shape is the value of imaginary part of the transfer- function at resonance, where the 

real part is zero [119,120]. 

Figure 6.2 shows the FRF taken at the end point of the beam. Since the measured output is 

acceleration the FRF is called accelerance (accel erati on/ force). 
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Figure 6.2: FRF (accelerance) of the cantilever beam 
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Other FRFs are compliance (displacement/force) or mobility (velocity/force) depending on 

which sensor is used to measure the vibration response of a structure to a recorded force 

input. Whether the FRF is measured using an impact hammer or shaker did not make any 

significant difference. The coherence function [119,1201 for all these measurements was 

almost unity throughout the whole frequency span (the coherence function provides a 

statistical measure of the quality of the modal measurements). It should also be mentioned 

that the right choice of sensor is important for modal testing [92]. Depending on the frequency 

of interest an accelerometer is suitable for high frequencies and the displacement sensor for 

low frequencies. Because of the integration of acceleration the sensor signal decreases by 1/0) 

for velocity and 149 2 for displacement (-20 dB/dec and -40 dB/dec. for logarithmic scale). 

From this the modal frequencies can directly be seen: 

1. Mode at 70 Hz 

2. Mode at 428Hz 

3. Mode at 115011z 

Figure 6.3 shows the identified modal shape (modal dwell) of the second mode. 

To identify the damping for each mode the bandwidth method [100] was used. This method 

allows the damping parameter from the frequency domain to be identified by measuring the 

width of each resonance peak at -3dB. A MATLAB routine was written to carry out this 

analysis. Here the frequency resolution, which depends on the number of data points to 

compute the FFT, can also be improved by an optional interpolation between the frequency 

lines if the resonance peak is narrow (low damping). More information on frequency 

resolution, leakage error and windowing can be found in the literature [ 100,119]. 
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Figure 6.4 shows the graphics produced by the MATLAB program for the second mode. 

500-- 
Signal -th resonant trequency at 66 000 HZ 

400 

300' ----I 

E 
L---- 200 

Z 

100 

0 2GOO 40 00 6ý00 81ý00 10000 
Frequency (H, ) 

250 
Frequency data after interpolation 

200 - 

a 150 -------- 

1()0 

50- 

0 
390 400 410 420 430 

40 
I'll 

Peqýcy (Hz) 

250 
The trequency data for the damping estimation 

2oo L-------i 

I 

150 r- ----------------- 

--- 
-- 

-----\------ 

50 r---r--- t- ---r 

0-- 
390 400 410 420 430 440 450 

Freqency (Hz) 

250 

200 

,a 150 ---------------------- 

5 100 ---L---L---L---L--- '5 

50 r--- 
-- 

--- 
-- 

------- -- - 

390 400 410 420 430 440 450 
Freqency (Hz) 

Figure 6.4: Graphical display of the MA TLAB routine estimating the damping in theftequenry domain 

The calculated damping coefficients were: 

1. Mode (66Hz) ý=0.04 

2. Mode(423Hz) ý=0.0108 

Mode (I 156Hz) ý=0.0087 

This technique of estimating the damping coefficient from FRF's has been calibrated against 

simulated data with a known damping coefficient implemented as a digital filter by Freeman 

[133]. Freeman also compares the technique used here with the wavelet analysis and STAR 

MODAL. When the structure has two coupled modes with heavy damping, the -3dB points of 

the less dominant modes can not be identified since the peak is too small. 
For completion, figure 6.5 shows a different view of the measured data. Instead of the usual 
FRF's the impulse response in time is shown here. The reason why this representation is 

interesting is because the parameter estimation of adaptive filters looks very similar, since it is 

also done in the time domain. The figure not only shows the impulse response of the whole 

system, but also the impulse response of each single beam mode, using wavelet analysis 
[133]. 
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Figure 6.5: Representation of the modal data as impulse response 

6.2.2 Simulation of the beam structure 

in order to predict the dynamic behaviour of the mechanical structure a mathematical model 

based on the properties of the beam was developed and its response compared with the 

measured results. 

As discussed in chapter 4, a mechanical system can be either a rigid body system or an elastic 

body system. Rigid body systems are "mass-spring-damper" systems or an assembly of those 

(lumped parameter models). They are solved analytically using ordinary differential equation 

(ODE) based on Newton's second law. A simple homogenous elastic body, such as the 

cantilever beam, has to be solved using a partial differential equation instead of an ODE. For 

homogenous structures this is not too difficult and solutions exist. 

A MATLAB routine was written to calculate the modal frequencies. The function input 

parameters are the properties of the beam (Young Modulus, Moment of Inertia, Cross section 

of the structure and length). 

The calculated modal frequencies were: 

- 71.2 Hz (I. mode) 

- 445Hz (2. mode) 

- 1249 Hz (3. mode) 
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The results match the measured frequencies with an error of (-10%). This variation is 

probably due to the variations in the material properties. 

6.3 Analogue feed-forward control of the beam 

The idea of this experiment was to build a simple feed-forward controller for vibration control 

of the cantilever beam. This will confirm that the principle of superposition can be applied to 

vibrating mechanical structures on which active vibration control is based. Secondly it will 

show whether the dimensions of the actuator system in comparison to the beam structure are 

satisfactory for control or not. 

The following figures show the experimental set up. 

Imsturbance force Primary path 

Error 
Reference Sensor 

(c 

Sensor Control force 

Error 

I 

Reference signal 
Controller Actuator signal 

'ontrol signal Oscilloscope 

-j Figure 6.7. - The control. scheme of the analogue feed-forward controller 
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The harmonic disturbances are produced somewhere along the beam and the reference sensor 

measures the disturbances at a certain point (from that point to the point where the 

compensation is applied, will be a certain gain difference and phase shift). First the phase of 

the controller needed to be adjusted so that the vibration produced by the actuator was in 

opposite phase to the vibrations produced by the disturbance source. Secondly the controller 

gain can be increased so that the control force reduces the disturbances. If the error signal 

reaches its minimum (observed on the oscilloscope) the vibration is cancelled. In order to 

work, the analogue controllers must be able to produce a phase shift of at least 360 degrees 

and also provide a gain adjustment. It is important that these two parameters can be controlled 

separately from each other. In order to adjust the phase, two first order all-pass filters have 

been used and the gain was controlled with a standard inverting amplifier (figure 6.8). 

Circuit diagrams and simulation results of the circuit are attached in the Appendix C. 

AC Filter I. first order 2. first order Imerting 
-c All pass filter All vass filter arriplifier Controller (ýontroll ýý r 

Input Signal Output Signal 00, 

Phase adjustment 

Figure 6.8: Block diagram of'the analogue controller 

Figure 6.9 shows the result of the controller attached to the beam. The parameters were 

adjusted by hand and the error vibrations observed on an oscilloscope. 

Effect of the active vibration control on the 2. Mode of the 
Cantilever Beam 
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2.0000 -Controller off 

1.0000 
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Figure 6.9: Comparison oj the vibration with and without the analogue controller 

The vibration at the error sensor (positioned at the end of the beam) was reduced by 97%. The 

experiment confirmed the specifications for the actuator and that the principle of 

superposition for mechanical structures plus the ability to control these is valid. 
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The next section describes how the controller tuning process was automated, using adaptive 

algorithms. 

6.4 The real time data acquisition platform for the digital controller 

To apply any form of Digital Signal Processing, such as the adaptive algorithms to an 

analogue signal, a data acquisition platform or DSP system is required. For control purposes 

this system needs to operate in real time in order manipulate and modify the analogue signals. 

Figure 6.10 shows a typical real time D SP system. 

X(t) 
ADC x(n) y(n) YM 

Anti-aliasing (e. g. 12 bit) 10 Digital 
---- too DAC Interpolation 10 

filter with sample processor (e. g. 12 bit) filter 
and hold 

Figure 6.10: Block Diagram of an typical real time DSP 

The ADC (Analogue to Digital Converter) converts the analogue signal into digital form. 

After the digital signal is processed the DAC (Digital to Analogue Converter) converts it back 

into the real or continuous world. Important is of course the fact that each block has to work 

in real time. For vibration control these real time requirements are much more demanding 

than for example, in temperature control. The sampling frequency needs to be at least twice 

the highest frequency component, of the signal to be controlled. The anti-aliasing filters 

prevent signals with higher components than half the sampling frequency entering the ADC. 

Another possibility is to over sample the signal (e. g. lOx over sampling). 
In order to smooth the output signal of the DAC and remove any high frequency components 

a reconstruction filter is normally added to the system. It should however be noted that any 

signal conditioning already affects the phase response of the controller. Much information on 

DSP systems such as quantisation error, signal to noise ratio and dynamic range, is contained 

within the reference by Smith [95] and Jervis [105]. 

In this project a standard data acquisition board for the PC was used as digital control 

platform. It can be connected into the PCI or ISA bus of the motherboard of the PC and 

therefore uses the main PC CPU as processor. The advantage is that no additional software 
has to be used in order to compile and debug the programs. It also has no additional signal 

conditioning filters, which gives the option to design our own if needed. 
The chosen card is from BLUE CHIP Technology has 16 single ended and 8 differential 

ADC's and two DAC's. It can be programmed at a register level under MS DOS and uses the 

118 



Chapter 6 Implementation and results on a tests rig 

16 bit ISA bus. The system is programmed using on older version of the Borland C++ 

compiler (version 4.5) since new compilers (e. g. Microsoft C++ - Version 6) can only create 

Win32 projects (for Windows 95 and later). Tests with using Microsoft NT as an operational 

system failed since the non-deterministic interrupts were causing serous problems for real 

time control. 

To explore the speed limitations of this DSP system, it was used to perform a static FIR filter 

operation (for the theory on digital filters refer to chapter 4.3). The PC had a 90MHz Pentium 

processor. Figure 6.11 shows the experimental set up. 

Signal Generator (5 ine wave) Oscilloscope 

90MHzPCwithl2bitc, rdandM DOS 

PC unit used as A FIR fliter 

Figure 6.11: The PC and data acquisition card used as a digitalfilter 

The maximum available speed for a 60 tap FIR filter was about 6kHz, which was sufficient 
for the adaptive controller. It was also found that it made a difference, which version of 
Microsoft DOS was used. Three different versions were tested: 

- DOS Version 6.22 

- DOS shell of Windows 

- Win 98 DOS 

Figure 6.12 shows the difference in speed between DOS Version 6.22 and Win 98 DOS. 
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Figure 6.12: Implemented 60 taps FIRfilter on DOS versions 6.22 (a) and Win 98 DOS (b) 
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This clearly shows that Win 98 version is the fastest DOS version. Next the output of this 

digital filter was connected to the actuator system, in order to vibrate the cantilever beam. As 

expected, DOS didn't cause any uncontrolled interrupts. 

But there was one further problem. In order to sample the reference signal and the error signal 

for the feed-forward controller two BLUE CHIP cards had to be used, because the multiplexer 

of these cards caused a "bouncing" effect. (Even by having I msec time delay between ADC I 

and ADC2). Figure 6.13 illustrates this. 

Sampling 2 channels using 1 ADC42 Blue Chip card 
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Figure 6.13: Two analog signals sampled over 2 ADC channels using: 
I Blue chip card (a) 
2 Blue chip cards (b) 

With this, a suitable data acquisition units for the adaptive controller had been found, and the 

programs optimised with an option to select the sampling frequency. This was done by 

synchronising the filter algorithm to a TTL signal from a frequency generator, which was read 
in via one of the boards digital 1/0's. The sampling frequency could then be set on the TTL 

generator up to the maximum sampling frequency of the board. This was an essential option 
for the filtered-X algorithm since an incorrect sampling frequency has the effect of shifting 
the FRF's resonances. 
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6.5 Adaptive digital filters 

The main objective of this work was to design digital filters, which have the same frequency 

response as the measured FRF's of the modal test from the beam. The theory of the adaptive 

filters was covered in chapter 4.4. After the adaptive filter routines for system identification 

were programmed, they were used to identify the relevant transfer-function of the cantilever 

beam, which then led onto a simulation program for the beam structure, in order to control the 

vibrations adaptively. 

6.5.1 Off line system identification and simulation platform 

MATLAB/SIMULINK was used as an off line identification and simulation platform, 

because of its graphical user interface. Although SIMULINK is very convenient for 

simulation it does not provide the adaptive filter routines used in this project. However, it 

does provide the option to write and compile custom SIMULINK blocks using S-functions, 

which can then be added to the standard library [134]. These custom blocks can be written in 

MATLAB, C or FORTRAN. The most suitable S-function compiler was the C compiler, 

because of the simulation speed of the created routines (all existing SIMULINK blocks are 

written in Q and moreover the real time data acquisition platform also is programmed in C. 

The following SIMULINK blocks needed to be written: 

Adaptive FIR filter (LMS and FXLMS algorithm) 

Adaptive IIR filter (LMS and FULMS algorithm) 

Other essential SIMULINK blocks such as the band limited white noise generator and static 
FIR and IIR filter routines are part of the standard SIMULINK library. However, it was 
decided to write them anyway since the C routines will also be required later for the real time 

DSP system. It also should be mentioned that all included SIMULINK blocks are only 

available as a compiled versions and therefore it is not possible to access the code itself. 

Nevertheless the provided MATLAB routines were used to calibrate the customised ones. 

6.5.1.1 Adaptive FIR filter (LMS and FXLMS algorithm) 

The objective here was to write a SIMULINK function, which executes an adaptive FIR filter 

using either, the LMS or FXLMS algorithm. The theory can be reviewed in chapter 4 figure 

4.13 (LMS) and 4.18 (FXLMS). 

The CS_FCT_LMSFIR. dll has 3 input parameters: 
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The FIR filter order 

The sampling time (-I for inherited sampling time from the driving block) 

- The adaptive algorithm (0 for the LMS and 1 for the FXLMS algorithm) 

In order to test the new SIMULINK block, a FIR filter was designed using MATLAB's filter 

design tool (fdatool-m). The filter was a IO'h order low pass FIR windowed-sinc filter (figure 

6.14. c). The adaptive FIR filter routine was then used to re-identify this low pass filter. 

Ideally the results should be that both filter kernels are identical. Figure 6.14. a shows the 

graphical user interface of this SIMULINK routine. 
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Figure 6.14: The adaptive FIRfilter routine (a), the model error (b), the re-identifiedfilter kernel (c) 

The re-identification process of the digital FIR filter was successful, since the modelling error 

reduced to zero (figure 6.14. b) and both filter kernels matched (figure 6.14. c). This 

SIMULINK routine also tested against more complicated models such as the dynamics of the 

cantilever beam. It also showed a good match between the unknown system and the identified 

FIR filter model. However, since the filter has no feedback (non-recursive) it required a long 

filter kernel (1400 taps) for a good identification on the beam. A recursive adaptive IIR filter 

would be much more efficient for the requirements for system modelling. 
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6.5.1.2 Adaptive IIR filter (LMS and FULMS algorithm) 

Adaptive recursive filters are more efficient and suitable for the system identIfication process. 

But because of the feedback there is always the danger of instability if the adaptive step size 

is too large (the theory of the adaptive IIR LMS filter of Feintuch was reviewed in chapter 4- 

see figure 4.15). The new SIMUUNK routine CS-FCT_LMSIIR. dll, has 3 input parameters: 

The IIR filter order 

The sampling time (-I for inherited sampling time from the driving block) 

The adaptive algorithm (0 for the LMS and I for the FULMS algorithm) 

Just as the FXLMS algorithm is used for FIR filter in adaptive control, the FULMS algorithm 

is the equivalent for IIR filters. Again in order to validate the functionality of the new 

SIMULINK routine a recursive 5 th order low pass filter was designed in MATLAB using the 

filter design too] (fda. m) of the Signal Processing Toolbox [135]. This filter was re-identified 

using the new adaptive SIMULINK routine (figure 6.15. a). 

Cjý CT_R 

ý 

. ndN I>� 

D-,. t. F. R., S-P. 
Vbb, t, NO- G -lator 

a 

1,, l 0.1 IdlItIllad F, lt,, N....... t, 

10 
ln2 0.2 

op W 0.3 _-EEE] 

Id. nt, f.. d F, lt., 

Ad. pt. v. IIR filt. l(LMS & FULMS) 
P. -. t., 3 .0ý LMS 

P. -. t. ,3-I -FU LMS 

(a), 

100 
Figure 3: Comparison between the unWxw system and the eshmated digW fiker 

.......... 

; ý-Ioo ... ................ . 77 .. ....... 71 --------------- ---------- -zo ... .................. ...... ..... .. ý00 1 
0 SOD lom 25 M 301DO 

Fr. qvency (Hz) 

0 

ed Mgdal Met 5 Ih order Ri 

1000 

f 
-ism .. 

-------- ----------- --------- ------- 

.............. ------ ......... ...... ------- 

- -- -- - ----- 

....... 

2000- 
0 1 2500 3000 

Freqwcy (Kz) 

Error bet- the UnKFIOWý SYSISMand Ime mDoel 
05 ..................... ......... ....... ....... 

0 M 10 80 100 120 (b) l 

le 
h Figure 6.15: The adaptive Feintuch IIRftlter routine (a), the re-identifl d 5' orderfilter 

123 



Chapter 6 Implementation and results on a tests rig 

Unlike the adaptive FIR filter the model error was not reduced down to zero (figure 6.15. b). 

The reason for that is that the cost function of an adaptive IIR filter has more than just one 

global minimum, unlike the adaptive FIR filter, which is unimodal. To improve this the IIR 

filter order could be increased or a different adaptive algorithm (e. g. Plackett's algorithm) 

could be used. Nevertheless the estimated parametric model was a good fit with the non- 

parametric model and there were no signs of instability encountered even for higher adaptive 

step sizes. The next section will show how these functions were used for this project. 

6.5.2 System identification of the FRF's of the cantilever beam using digital filters 

In order to construct the MATLAB/SIMULINK simulation model two relevant transfer 

functions of the beam test rig needed to be identified: 

- Primary or feed-forward path 

- Secondary or error path 

Figure 6.16 shows the expenmental set up used to acquire these non-parametric models with 

the Spectrum Analyser (compare with figure 4.11). The IdentIficatIon of the parametric 

models was carried out off line in SIMULINK, using the newly developed adaptive IIR filter 

routines, but also with special identification routines supplied by MATLAB (system 

identification toolbox, signal processing toolbox and frequency identification toolbox). 
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---------- - ----- 
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Figure 6.16: The experimental set upfigr the acquisition of the non-parametric beam models 
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The only components not shown in the figure are the ADC's and DAC's of the digital 

controller, which can not be identified externally (chapter 4 -- figure 4.16). But since they do 

not have any dynamic effects, only a constant gain (see appendix C. 7 - the calibration of the 

ADCs) the tests were appropriate. The high pass filter was designed in order to make the 

BLUE CHIP cards bipolar since the outputs of the DAC's are only positive or uni-polar. 

6.5.2.1 System identification of the primary path 

The first transfer- function to be identified was the primary path (6.17. b). Figure 6.17. a shows 

the difference between the measured FRF and the estimated model (12 th order IIR). The 

parameter estimation was done in the time domain, using the MATLAB signal processing 

toolbox. 
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Figure 6.17. - The estimated transfer-function of the primary path: 
Frequency responsefunction and estimated parametric model (a) 
The components of the primary path (b) 

This figure clearly shows the power of modelling mechanical structures using digital filters. A 

12 th order IIR filter was nearly a perfect fit. It has to be noted that the phase difference 

between model and plant was always 360 degrees due to the phase unwrap. m function of 

MATLAB. If there is a sudden change in the phase of the non-parametric model, this function 

just adds +/- 271 to the phase in order to unwrap the phase response. If the signal strength is 

very low and noisy, the phase changes rapidly without the system having a pole or zero. This 

sometimes can causes confusion, which was the case here [ 135]. But both models are in phase 

(figure 6.17. a), since 271 or 360' also means 0'. 

After that the filter kernel was implemented into the real filter and run alongside the primary 

path. Both FRF's were measured again using the HP spectrum analyser. Figure 6.18 shows 

the result of that validation experiment. 
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The 25 degrees phase difference at 410 Hz (second mode of the beam) is due to the 

conversion time delay of the data acquisition system (here it was set it 550OHz, which means 

26 degrees phase shift at 41OHz). 

6.5.2.2 System identification of the secondary path 

The identification of the secondary path was done In the same way. First the non-parametric 

frequency response function (FRF) was measured using the HP spectrum analyser, then the 

model identified using MATLAB, before the filter was implemented on the data acquisition 

system and its FRF compared with the FRF of the real plant. 

Figure 6.19. b shows the block diagram of the unknown secondary path. 
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Chapter 6 Implementation and results on a tests rig 

Figure 6.19. a shows the off line estimation of the secondary path in SIMULINK, using the 

developed adaptive Feintuch IIR filter routine (LMS algorithm). 

These results show that adaptive IIR filters are suitable for system identification of 

mechanical structures, although a more powerful adaptive algorithm [99,110] may provide 

the same result with a smaller model. But the advantage of this algorithm is that it is fast 

enough to do the system identification on our digital system in real time, which is discussed 

later. 

6.6 Adaptive control 

The theory of adaptive control was reviewed in chapter 4.5. It uses the same algorithms as 

adaptive filters for direct system identification. As already mentioned the only difference is 

the fact that the summing point is in the mechanical domain (the domain where the controller 

applies correction) rather than in the digital domain (figure 4.11). Therefore the dynamics of 

all the relevant transfer-functions need to be taken into account. 

Four different adaptive control algorithms were tested in order to cancel the forced vibrations 

on the beam test rig: 

- Adaptive FIR feed-forward controller using the LMS algorithm 

- Adaptive FIR feed-forward controller using the filtered-x LMS algorithm (FXLMS) 

- Adaptive FIR feedback controller using the error signal as reference signal (FXLMS 

algorithm) and classical feedback structure 

- Adaptive FIR feedback controller using IMC (Internal Model Control) as feedback 

structure to derive the reference signal (FXLMS algorithm) 

For the design and understanding of these algorithms, harmonic vibration around the second 

mode was controlled first, before a more complicated excitation signal was used (described in 

sections 6.8.2 and 6.9) to evaluate the performance of these controllers. Again 

MATLAB/SIMULINK was used, to find the most suitable algorithm through simulation 
before the implementation of the adaptive controller on the data acquisition system. 

6.6.1 Simulation results 

After all the relevant transfer-functions were identified in the last section, the simulation of 
the adaptive beam controller in MATLAB/SIMULINK could be designed. All the necessary 
SIMULITýK blocks have already been written and only the adaptive FIR filter routine was 
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updated to the adaptive FIR controller routine, with an optional leakage factor (leaky FXLMS 

algorithm - equation 4.16). All the newly developed S-function blocks were added to the 

standard SIMULINK library. 

6.6.1.1 Initial simulation and experimental validation 

The first controller to be tested was the adaptive feed-forward FIR controller filter using the 

LNIS algorithm (figure 6.20). The beam excitation through the primary source was at 415Hz 

and 425Hz, just before and after the 2nd modal frequency (420Hz). 
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Figure 6.20: Simulation of the adaptive FIRfeed-forward controller using the LMS algorithm: 
SIMULINK simulation (a) 
Harmonic excitation at 41OHz (b) 
Harmonic excitation at 425H. - (c) 

This shows that the controller was able to cancel the vibration, but it also shows that it does 

go unstable at the at the second mode (420Hz). More tests were done and revealed that the 

controller was stable between 340Hz and 418Hz. 

An experimental validation of the simulation on the real beam test rig was carried out first, 

before the more complicated algorithms were simulated. Figure 6.21 shows the experimental 

arrangement. The frequency range around the second mode (420Hz) was tested. 
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According to the simulation the controller should be stable between 340 and 418Hz. Figure 

6.21 shows 2 different cases: 

- 40OHz excitation (figure 6.2 Lb-d) 

- 340Hz and superimposed 40OHz excitation (figure 6.2I. e-g) 
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For both cases the C controller program (adaptive FIR-LMS) was updated with an option to 

save the filter kernel onto floppy disk after the adaptation process. A simple summing 

amplifier was designed to superimpose the 340Hz signal onto the 40OHz signal. 

The results validate the simulation model. The filter kernels for both cases (figure 6.2l. d and 

6.2l. g) show how the controller input signal is weighted by the FIR filter taps in order to 

calculate the appropriate controller output signal. It also shows that the length of the filter 

kernel must at least be long enough to include a whole period of the signal. 

Further tests have shown that the controller is stable between approximately 340Hz and 

419Hz. So it went unstable before reaching the second mode. By recalling the measured plant 

of the secondary path (figure 6.22) the measured data showed a zero at about 320Hz (phase is 

rising 1800) and a pole or resonance at 420Hz, the second mode (phase reduces 180'). 

This is exactly the region where the controller was stable. 

Figure 6.22: Stable controller regions, of the secondary path 

The test successfully validated the simulation model and answered any uncertainties about the 

proper secondary path (it is necessary to attach the shaker to the mechanical structure). 

One way around the problem of the instability regions is to use the filtered-x algorithm by 

Morgan [54], covered in chapter 4, where a model of the filter is used to filter the reference 

signal (called filtered-x, because the reference, x, signal is filtered). 

The next experiment was done in order to understand the problem, that caused the instability 

and also the statement made by Morgan [54,111 ] that the adaptive controller would find the 

optimal filter coefficients for phase shifts up to 90' degrees caused by the secondary path. 
Figure 6.23. a shows the SIMULINK model of the adaptive FIR controller using the simple 

130 



Chapter 6 Implementation and results on a tests rig 

LMS algorithm. The phase shift was introduced by additional time delays (a time delay is 

always present due to the fact that the controller is digital). 
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Figure 6.23: The SIMULINK model including defined phase errorsfor the secondaty path (a) and the effects 
of secondary path phase errors on system stability (b, c) 

Figure 6.23. b shows that the bigger the phase lag, of the secondary path the more time the 

controller needs to adapt. Further tests also have shown that at about 89' the controller goes 

unstable (figure 6.23. c). This confirms the statement made by Morgan. 

The next simulation used the filtered-x controller in order control the previously unstable 

case, where the secondary path has a phase error of 104' (figure 6.24). This simulation shows 

that the controller with the filtered-x LMS algorithm compensates for the dynamics of the 

secondary path. The adaptation time is now the same as in the case where the phase error of 

the secondary path was only 26', which is the processing delay of the digital controller. 

The fact that the simulation model now matches the real controller on the beam structure and 

the knowledge that the filtered-x LMS algorithm allows the control of any system adaptively, 

the simulation of the possible adaptive algorithms on the beam structure was continued. 
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Figure 6.24: Comparison between the LMS and thefiltered-x LMS algorithm for adaptive vibration control 

6.6.1.2 Simulation of suitable adaptive control algorithms 

Since the simple LMS is not suitable for active control, the remaining three adaptive control 

algorithms tested all use the FXLMS algorithm in order to cancel the forced vibrations on the 

beam test rig (see 6.6). 

The excitation is around the second mode of the beam structure (40OHz - 435Hz). This gives 

a good indication about the controller performances (figures 6.25 - 6.27). It also should be 

noted that more sophisticated controllers, were not tested since they exceed the available 

processing power of our digital signal processing platfon-n. 

The simulation showed that the filtered-x LMS algorithm works over the whole frequency 

range. Since the reference signal will not be available on machine tool structures a feedback 

structure needs to be chosen. As already mentioned in chapter 4.5 the problem with classical 

feedback structures is that if the feedback signal becomes so low that it reaches the noise level 

of the sensor, the system becomes unstable. This problem can be seen on figure 6.26. a, where 

the error signal is also used as reference signal. 
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Figure 6.27. The simulation of the adaptive FIRfeedback controller using thefiltered-x LMS algorithm and 
IMCfeedback structure 

A method of overcoming this is to use a "weight" factor in the adaptive algorithm (Leaky 

FXLMS - equation 4.16). This weight factor limits the feedback signal and prevents 

instability (figure 6.26. b. ). 

The second feedback structure to be tested for the adaptive controller uses Internal Model 

Control (IMC) to derive the reference signal (figure 6.29). Here a second model of the 

secondary path is used in order to derive the proper reference signal. This controller worked 

well at resonance (420Hz), and showed that, unlike the classical feedback structure, the 

vibration can be reduced down to zero as in the feed-forward case. Unfortunately it is more 

sensitive to instability than the feed-forward controller, although this could be improved by 

using a higher sampling frequency or longer FIR filter kernel. The FIR filter in all cases had 

31 taps, and the sampling frequency was 550OHz, which is appropriate for our real digital 

controller. 
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6.6.2 Experimental validation 

The promising simulation results were next validated on the real beam system. Initial 

validation (section 6.6.1.1) has already shown that the simulation model matched the adaptive 

controller on the beam structure and that the LNIS algorithm is unsuitable for active control. 

Figure 6.28 shows the experimental set up used to validate the remaining controllers. 

Figure 6.28: The experimental set up of the validation of the adaptive controller on the beant structure 

The digital controller platform needed to be updated with an 40OMHz PC, in order to provide 

enough processing power to run the adaptive FIR controller (filtered-x LMS) with IMC 

feedback structure at a sufficient sampling frequency. The adaptive FIR LMS controller 

routines written in BORLAND C were updated for the filtered-x LMS algorithm, feed- 

for-ward and feedback (classical and IMC feedback structure), and the secondary path model, 

which needed to be identified off-line, was loaded into the algorithm via floppy disk. 

Figure 6.29 shows the error vibration of the adaptive feedback controller (leaky FXLMS) with 

the classical feedback structure. 

Figure 6.29: Performance of the adaptive feedback controller (classicalfeedba(-k.. sýtructure) with the 
excitation signal changedfirom 20OHz to 50OHz 
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The excitation frequency was changed between 20OHz and 50OHz, while the controller was 

active in order to show any instability. 

No instability was observed. The controller performed well and tuned quickly around the high 

vibration levels at resonance, but slower at lower levels of vibration. This does not matter 

since only the resonance causes vibration problems. 

Further experiments showed that not only the local vibration response at the location of the 

error sensor was reduced by 97%, but also the global vibration response along the structure 

was reduced to at least 80% (figure 6.30). 
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Figure 6.30: The global vibration response of the structure before and ajier compensation 

The last algorithm to be tested and validated was the adaptive controller using Internal Model 

Control (IMC) as the feedback structure. In order to automate the identification of the 

secondary path, the controller program was updated with an on-line identification and 

calibration routine (figure 6.3 1 ). 

Just as the off line identification routine written in C using MAT LAB-S- functions (figure 

6.15), this routine uses the adaptive IIR Feintuch filter. In comparison to the off-line routine, 

the identification here also includes the ADC and DAC converters of the digital controller and 

can be activated without any hardware changes. The calibration routine, which only takes a 
few seconds, is an additional option of the adaptive controller, and can be activated simply 

through a software switch. The modelling error between the secondary path and the Identified 

model can be observed using an oscilloscope, attached to the second DAC of the data 

acquisition board (figure 6.3 1). 
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Figure 6.32 shows the comparison of the secondary path, between the off-line and on-line 

identification methods. 
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Figure 6.32: On- and Off-line models of the secondary path 

6.7 Optimisation of the sensor and actuator location 

In this section the most appropriate type and location of the feedback error sensor is 

discussed. There are a number of different locations on machine tools to position the sensor 

and actuator and they all have a different effect on the perforinance of the control system. For 

example one can not control the vibrations of the second mode, if both actuator and sensor are 

located at the node point of the standing wave of the second mode. The vibrations are not 

observable since they can not be measured, and not controllable, since the control system can 

not take any actions to influence the system. Another possibility was that a force sensor as 

feedback sensor at the actuator location may be more appropriate, since its secondary path 

would not have as much dynamic effect as a vibration sensor (e. g. accelerometer). This would 

make the control system more robust, since any changes in the secondary path due to 

structural changes of the system under control, would not necessary lead to a re-identi f1 cation 

of the secondary path. It should also be noted that the secondary path response is in fact the 

open loop response of a traditional feedback control system. 

If the sensors are located at the same location as the actuator, the system is called a collocated 

sensor/actuator pair if not it is non-collocated [701. Force feedback, where a load cell was 

attached on top of a piezo-actuator (collocated), has recently been used by Karkosch et al 

[136] and Preumont et al [137]. They also compared the force feedback with direct velocity 
feedback or active damping (see next section), which relies on collocated sensors. 
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Figure 6.33 shows the experimental set up, where 3 sensors, a force sensor, NCDT and 
accelerometer are collocated on the beam structure and another accelerometer non-collocated. 

Figure 6.34 shows the Frequency Response Functions of the secondary path of the 2 
accelerometers and the major difference between collocated and non-collocated sensors. 
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The FRF of the non-collocated accelerometer (6.34. b) only shows poles and no zero, where 
the collocated accelerometer (6.34. a) has a repeated pole zero pattern (a zero is always 
followed by a pole and vice versa). From a control point of view the collocated case is of 
interest since the phase only changes between 0' and 180', where for the non-collocated case 
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no zero is present in order to lift the phase up again (every pole results in a -180' phase shift). 

Collocated and non-collocated control is covered in the following section. 

The next experiment was done in order to examine and understand this phenomena in more 

detail. Figure 6.35. a shows the experimental set up, where the accelerometer was 

incrementally moved away in 8mm steps from the actuator location and figure 6.35. b the first 

3 mode shapes obtained under section 6.2.1. 
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Figure 6.35: Various sensorlactuator locations on the beam structure: 
Experimental set up (a) 
First 3 mode shapes (b) 

Figure 6.36. a, shows the measured FRF of the secondary path of the first II sensors. Clearly 

the location of the poles do not change, no matter how far the sensor is moved away from the 

actuator. But the characteristic of non-collocation is that the further the sensor is moved away, 
the further the location of the zero moves on the frequency axis of the FRF of the secondary 

path. The higher the modal frequency, the more the zero actually moves away (figure 6.36. a). 
The non-collocation of the actuator starts, when the zero overtakes the pole on the frequency 

axis. Then a pole will follow a pole and result in a -3601 phase shift (-180' for each pole), 

which is a major disadvantage for control. 
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Figure 6.36: Frequency response functions of the secondary path: 
For thefirst II sensor positions (a) 
Zoomed in to the 2. modalfirequency (b) 

if the zero only moves to the same pole location on the frequency axis, they both will cancel 

each other out, with no vibration amplification and 0' phase shift. Practically this means that 

no vibration can be measured or observed at that frequency. Even more interesting is that the 

location of the sensor, where this happens is the node of the particular mode shape. A 

structure is infinitely stiff at the node points and no vibration can be measured. In order to 
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make this clearer figure 6.36. b only shows the frequency range of the second mode. The zero 

cancels the pole at about 55mm from the beam end (node point of second mode figure 6.35. b 

and figure 6.36. b). This explains the observation made earlier, that the zeros of the higher 

modal frequencies change more. By looking at the mode shape in figure 6.35. b, the first mode 
is always collocated, since the first (from the actuator location) and only node point is the 

base of the cantilever beam. For the 2 nd mode the collocation of sensor and actuator ends at 

about 55mm sensor distance from the actuator. For the P mode this reduces to 30mm. The 

higher the mode the smaller this distance gets. Therefore collocated control only works, for 

the frequencies or modes, where the sensor is located between the position of the actuator and 

the first location of the node of that particular frequency which should be controlled. In order 

to optimise the location of the feedback sensor one only needs to measure the mode shape of 

the structure under control with the actuator as exciter. 

The next section discusses why in traditional active vibration control, a collocated control 

system is desirable. 

6.8 Traditional vibration control vs. adaptive vibration control 

6.8.1 Theoretical background to traditional active vibration control 

Active vibration control on structures can easily be realised using a simple PID controller. 

Unfortunately most authors do not mention or explain the importance of collocated and non- 

collocated sensor/actuator positions, on which this control technique relies. As already 

mentioned in the last section the FRIF of the collocated secondary path has a distinguished 

pattern, where a pole follows a zero and vice versa (e. g. figure 6.34. a). This means that over 

the whole frequency range the phase is always between 00 and -180', where for the non- 

collocated case it can be much bigger depending how far away the sensor is placed from the 

actuator (figure 6.34. b). It is also important to realise that the secondary path for adaptive 

control is the open loop transfer-function for traditional control. This also appears not to be 

mentioned by many authors, since they either only explain traditional and modem control 

theory or only adaptive control theory. After the reader has worked through this chapter it 

should become clear that the secondary path actually is the open loop transfer-function of a 

traditional closed loop feedback system and that from a control point of view both traditional 

and adaptive control are not that different after all. 

Next the modified response of a simple single degree of freedom system is explained using 
traditional active vibration control. Although this example does not explain the importance of 
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collocated control in tenns of closed loop stability (the system only has one pole), it should 

theoretically explain 3 different control cases: 

Active or virtual stiffness (direct displacement feedback) 

Active or virtual damping (direct velocity feedback 

9 Active or virtual mass (direct acceleration feedback) 

Figure 6.37. b shows a simple SDOF mass-spring-damper system, which represents a passive 
icyc e suspens' isolation system, excited by the primary force fp 

- Examples are car or bi I ion 

systems, where vibrations are generated through an uneven road, or machine tool foundations 

where vibrations are generated through the machine itself or ground vibrations generated by 

other heavy machinery near by. The absolute vibration of the body is measured through an 

accelerometer and this signal can be integrated to give velocity and displacement. 

I 
. ScceIeronieIcr 

Vi brat i ng M bod) 
I 

Li.... k 
Viscous 

spring damper 

i 

(b) 

Figure 6.3 7. Passive vibration isolation system: Physical system (a) and the normalized parametric FRF (b) 

The transfer- function and normalized parametric FRF of the system are: 

X(S) I rk C ; where w, and ;= 
F,, (s) MS2 +cs+k 2ma),, 

G(j(O) I Eq. 6.1: Transfer- function, natural 
2 where K2 frequency, damping ratio and 

K I+j2ý 
CO 

- 
0) M W, normalized parametric FRF 

Wn O)n 

Figure 6.37. a shows the gain of the non-nalised parametric FRF. A variable viscous damper 

could change the passive damping of the system (semi-active systems), with no additional 

energy supplied (e. g. active engine mounts or shock absorbers). 

Figure 6.38 shows a fully-active system, where an actuator generates secondary vibrations in 

order to cancel the primary vibrations. 
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The feedback signal can be either: 

" Displacement 

" Velocity 

" Acceleration 

fp 

Accelerometer 

Vibrating 
It 

body 

I- 

kC 

Implementation and results on a tests rig 

Fds) F, (s) 
G(S) -O> 

H(S) 

Linear Viscous 
spring damper (a)l (b) 

Figure 6.38: Active vibration isolation system: Physical system (a) and the block diagram (b) 

The transfer-function of the feedback controller is: 
F, (s) 

= Kns 2 +Kvs+Kd = H(s) Eq. 6.2: The controller transferfunction 
X(S) 

The open loop transfer-function is: 

F, (s) 
= G(s)*H(s)=GP�, (s) 

F, (s) 
Eq. 6.3: The open loop transfer-function 

The transfer-function of this closed loop feedback system is given by: 

X(S) G(s) 
FP (s) I+G,, 

P,,, 
(s) Eq. 6.4. - The closed loop transfer-function 

Gcj,,,, 
ýd loop (s) =2 (m+K. )s +(c+K, )s+(k+Kd 

For displacement feedback only, the modified natural frequency "'and damping ý 'become: 

+ K, 
Wn f= 0)" 

+ Kd 
Eq. 6.5: Modified naturalfrequency and 

dampingfor displacementfeedback 

The normalized parametric FRF for direct displacement feedback can be written as: 

14- 
Kd t) 

Eq. 6.6: FRFfor displacementfeedback 

K co 
n Con 

2 
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For velocity feedback only, the modified natural frequency "'and damping ; 'become: 

wn 1= wn (I+ 
K, ) 
c 

Eq. & 7. Modifted naturalfrequency and 
dampingfor displacementfeedback 

The normalized parametric FRF for direct velocity feedback can be written as: 

Gdosed 
loop 

(S) I 

K= 1+j2ý (, +K Vw -- 
co 

Eq. 6.8: FRFfor velocityfeedback 

c oin co 
n2 

For acceleration feedback only, the modified natural frequency co,, and damping i; 'become: 

nm Eq. 6.9. Modifted naturalfrequency and 
ým+MK,., 

1+i 1+: 4, 
FM 

dampingfor acceleration feedback 

The normalized parametric FRF for direct acceleration feedback can be written as: 

Gclosedloo, (S) 

K0+ Ka) 0)2 
1+ 24; c 

m 0) 
n2 

Eq- 6.10. FRFfor acceleration feedback 

Figure 6.39 shows the normalised parametric FRF's with different feedback gains. 

Active mass has the effect of "virtually" increasing the mass of the whole system, without 

actually adding a physical mass to the structure (the active mass. is created by the energy 

supplied to the actuator), since it lowers the mass asymptote, natural frequency and damping 

ratio (equation 6.9). Active stiffness has the effect of virtually increasing the stiffness of the 

whole system, since it lowers the stifffiess asymptote of the FRF and damping factor but 

increases the natural frequency (equation 6.5). Active damping, which adds additional 
-virtual" damping to a structure, seems to be the most suitable solution for lightly damped 

structures, since it only increases the damping and not the resonance frequency of a structure 
(equation 6.7). It is now obvious, why a simple PID controller can be used. Direct velocity 
feedback for example can be implemented using a displacement sensor and PD controller, or 

accelerometer and PI controller. It also should be noted that feedback control changes the 

parameters of the system (resonance frequency and damping), where feed-forward control can 

not change the system properties, since it aims to cancel the primary force. Therefore 

feedback control will not be able to reduce the vibrations down to zero, where feed-forward 

has the potential to do so [97]. 
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Figure 6.39: Active vibration isolation system characteristics: 
Active stiffness using direct displacementfeedback (a) 
Active damping using direct velocityfeedback (b) 
Active mass using direct acceleration feedback (c) 

6.8.2 Controller comparison on the beam structure 

in order to judge the performance of the adaptive controller it has been compared with the 

traditional controllers explained in the last section. This was done because no qualitative 

comparison between the methods was found in the literature. The tested controllers are: 

Adaptive FIR feed-forward (FXLMS-algonthm) 

Manual feed-forward controller using an 3rd order all-pass filter and bandpass filter 

Active stifffiess 

Active damping 

o Active mass 

The traditional controllers have been designed using two integrator units and a P-controller 

(appendix C. 3). The manual feedforward. controller (refer to section 6.3) has been updated 

with a bandpass filter to ensure a harmonic reference signal (appendix C4). It should be noted 
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that an electronic integrator is actually a I't order low pass filter, since capacitors can only 
hold a finite amount of charge, whereas an ideal integrator has an infinite gain at DC. 

Figure 6.40 shows the experimental set up on the beam structure, where the FRF of the 

cantilever beam is measured with each of the 5 controllers on or off. The position of the 

feedback accelerometer can be selected between collocated and non-collocated. The input test 

signal is white noise and the data was collected using the spectrum analyser. 
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Figure 6.40: Controller comparison on the beam test structure: 
Experimental set up (a) 
Collocated control (b) 
Non-collocated control (c) 

6.8.2.1 Vibration control using a collocated sensor 

In order to make a stability judgement for the closed loop system and tune the controller 

parameters, the open loop trans fer- function was estimated. The measured non parametric open 
loop FRF of the velocity feedback system, showed a positive phase margin over the whole 
frequency range (figure 6.41). According to the Nyquist criterion the control system is stable. 
A parametric model (transfer- function - LAPLACE domain) of the open loop system was 

estimated using MATLAB's frequency identification and signal processing toolbox. The open 
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loop transfer- function made it possible to simulate the control system and optimise its gain. 

The root locus plot showed an alternating pole zero pattern - the sign of a collocated system. 

Open Loop transfer function of the velocity feedback 

I Ph-t 7.9d. q Ph-: 143d. 9 

Feq&cy u-I,, 

Figure 6.41: Non-parametric open loop FRF oj'the velocityfeedback system using a collocatedJeedback 
sensor 

Figure 6.42 shows the Frequency Response Functions and Impulse response of the cantilever 

beam with the direct velocity feedback and adaptive feed-forward controller activated. The 

tests have shown these two controllers offer the most promising results for increasing the 

damping of lightly damped structures. 
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Figure 6.42: Increasing the damping of the beam structure Using collocated active vibration control. 
The gain of the Frequency Response Function (a) 
Impulse response of the beam structure (h) 

6.8.2.2 Vibration control using a non-collocated sensor 

The experiment described in the last section, was repeated with a non-collocated sensor 
(figure 6.40. c). Again the open loop transfer function was estimated and the controller gain of 
the direct velocity feedback controller increased up to the stability limit (figure 6.43). 
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Figure 6.43: Non-parametric open loop FRF of the velocity feedback system using a non-collocatedjeedback 
sensor 

In comparison to the root locus of the collocated case, where the alternating pole zero pattern 

prevents a crossing of the loci, (in the root locus the poles are moved towards the zeros by 

increasing the feedback gain from zero (open loop) to infinity (closed loop)). The non- 

collocated case however shows no such feature. Here if a pole is followed by a pole on the 

imaginary axis of the root locus plot, some of the loci must "skip" over a pole by travelling 

into the right half of the plane (unstable system). The feedback gain was increased from zero 

(open loop) up the stability limit at the imaginary axis of the root locus, before the loci of the 

pole reached the right half of the plane. 

Figure 6.44 shows the closed loop results, in order to modify the FRF of the cantilever beam 

structure. 
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Figure 6.44: Increasing the damping of the beam structure using non-collocated active vibration control: 
The gain of the Frequency Response Function 
Impulse response of the beam structure 
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This time the velocity feedback has not increased the damping factor of the beam structure, 

where the adaptive controller has. 

In order to overcome the stability problem of a non-collocated velocity feedback controller, 

pole-zero pairs needed to be added (lead- or lag compensator) to "shape" and repair the root 

locus. This was not practical for this project. Also it can not be guaranteed on machine tool 

structures that the actuator and feedback sensor are collocated, since it is very awkward to 

position both as close as possible to the rotating tool. Another disadvantage of the direct 

velocity feedback is that the higher the mode the smaller the feedback gain is, which makes it 

less effective for high frequencies (figure 6.42). This makes the adaptive controller the only 

suitable controller for this project. 

Figure 6.45, shows a wavelet analysis of the impulse response of the beam structure, 

concludes this section. It illustrates well, the increase of damping for each single mode using 

active vibration control. 
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Figure 6.45: Wavelet analysis on the impulse response of the beam structure using adaptivefeed-forward 
control 

The wavelet software, compiled by Freeman [ 133], has already been used under section 6.2.1. 

6.9 Controller comparison with regard to machine tools vibrations 

In the last experiment the beam structure was excited by the vibration signal from the 

chattering machining centre in chapter 5 (refer to chapter 5.6 - figure 5.10). The controllers 

with non-collocated sensor were used to control the chatter vibrations. 
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The controllers tested here were: 

" Adaptive FIR feed-forward controller 

" Manual feedback controller using the traditional feedback structure 

" Adaptive FIR feedback controller using the traditional feedback structure 

" Adaptive FIR feedback controller using the IMC feedback structure 

The feed-forward controller was only used as a reference, and can not be used on the machine 

tool, since the reference signal is not directly available. 

The chatter vibration data taken with the spectrum analyser was converted into a "wav" file in 

order to play the cutting process back using the sound card of the PC using SpectraLAB8 

software [138]. The data also was re-sampled using MATLAB, so that the main chatter 

frequency (456 Hz) matched closely the second mode of the beam structure (423 Hz). 

The sampling frequency of the digital controller was varied between 5kHz and 6kHz (about 

12-14x over-sampled to the main 423Hz frequency component of the signal. The secondary 

path was identified using the optional on line calibration routine with a 35'h order model. The 

adaptive step size and feedback controller gain were also vaned to see their effect on the 

control performance. 

The effectiveness of the adaptive controller using the traditional feedback structure was found 

to be the best (figure 6.46). Although the IMC feedback structure works perfectly at the 

resonance frequency (refer to figure 6.31) it did not seem to work that well for others as the 

simulation in section 6.6.1.2 already revealed. 
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Figure 6.46: The effectiveness of the adaptive controller on the beam structure due to chatter vibrations 

It has further been found that performance increases with sampling frequency and controller 

gain. The controller gain also has the same effect as the adaptive step-size or vice versa in 
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order to make the controller faster. But as in traditional feedback control theory, the faster the 

system, the less stable it becomes. 

Table 6.1 shows the actual vibration reduction for the main chatter frequency for all the tested 

controllers. 
Manual feedback Adaptive feedback Adaptive feedback Adaptive feed- 
controller controller using controller using forward controller 

IVIC feedback classical feedback (used as reference) 
structure structure 

Reduction (dB) 8.13dB 9.14dB 16.28dB 24.0ldB 

Reduction (%) 60.8% 65.1% 84.9% 93.6% 

Table 6.1: The reduction of the chatter vibration on the beam structurefor the investigated controllers 

6.10 Summary 

This chapter showed the investigation into active vibration control systems. It needed to be 

shown that such a system is able to control machine tool vibrations, such as chatter. The 

vibrating structure was a cantilever beam, representing the clamped tool in a spindle or tool 

post, with similar modal frequencies to those of the milling machine investigated in chapter 5. 

The progress and difficulties that were encountered in building the digital adaptive vibration 

controllers have been discussed. A suitable low cost digital control platflorm has been 

developed and it has been shown through design simulation and actual implementation of 

digital controllers how it can practically be used. Off line simulation prograrns to estimate the 

mathematical, parametric models of the structure were written and based on these, a 

simulation program for the mechanical beam structure was developed. ]-his program allowed 

the simulation of various adaptive algorithms in order to Find thc most appropriate. Tile 

simulation programs, which were written in C using the MATLAB- SIMULINK C compiler, 

were then transferred to the real digital controller in order to validate the simulation results. 
The optimal sensor actuator location on the structure has been found with regard to machine 

tool, and the theory of more traditional electronic active vibration controllers has been 

reviewed. These PID controllers were then designed and tested against tile developed digital 

adaptive controllers. This was done using white noise and chatter vibration (recorded from the 

previously investigated milling machine) as an excitation signal. Although the processing 

platform was not fast, it impressively showed the potential of adaptive vibration control, so 

that the design of a system for machine tools could be considered next. 
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Chapter 7 

The design of an active vibration control system for 

machine tools 

7.1 Introduction 

In the previous chapter it was demonstrated that active vibration control is a powerful tool to 

reduce the vibration level of mechanical structures, by actively increasing their mechanical 

parameters (stiffness, damping and mass). Practically, this means that an active vibration 

control system has the potential to change the damping and mass of a machine tool structure, 

without redesigning it. 

Additional mass is replaced with the energy supplied by the actuator system. 

This chapter describes the design process of a universal active vibration system for vertical 

milling machines. The aim was for the prototype system to demonstrate the reduction of the 

vibration level from the cutting process at the tool/work-piece interface. Sensors were 

integrated into the system to measure cutting force, acceleration and displacement directly. 

The first section of this chapter estimates the cutting force and displacement at the tool/work- 

piece interface in order to choose appropriate actuators. The theoretical estimation was then 

validated through cutting tests on the milling machine and the mechanical system design 

including the chosen actuators and sensors is discussed. The main feature of this design is a 

high-resolution guide way system with no stiction, friction or backlash. The system needed to 

be designed for an extreme environment under cutting conditions. Humidity sensors were 

integrated to monitor and prevent any damage to the instrumentation. Additional 

instrumentation for analogue signal conditioning was designed, simulated, built and tested. 

All sensors were calibrated and the whole instrumentation EMI protected. At the end of the 

chapter static and dynamic testing confirmed the characteristics of the system and showed that 

the design objectives were met. 
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7.2 Identification of the sensitive design parameters 

The cutting force and maximum displacement of the tool/work-piece interface needed to be 

estimated in order to design the active vibration control system. The calculation of the cutting 

forces is based on the face milling operation described in chapter 5. The experimental 

validation on the machine was done using a table dynamometer [139] and accelerometer. The 

measured displacement was also compared with the waviness of the surface finish and typical 

vibration levels on vertical milling machines taken from a Japanese contribution to the 

proposed ISO 230-8 draft [140]. 

7.2.1 Theoretical estimation of the cutting forces 

First the cutting forces were calculated using the theory described in chapter 3. 

The main cutting force is the tangential force Ft , which is directly proportional to the required 

torque and power of the spindle motor. 

There are two ways of estimating the tangential cutting forces: 

By using the cutting parameters of a particular cut (MRR,,, ) 

By using the maximum torque and power allowed by the spindle motor 

First the cutting parameters of the unstable face mill cutting operation were used to calculate 
the tangential cutting force. This was then compared with the maximum spindle power and 

torque taken from the manual for the machine. The calculated maximum cutting forces were 

used as a reference for the design of the active work-piece holder. 

The cutting parameters were: 
Feedrate W= 267mm/min 

Spindle speed (n)= 477 RPM 

Diameter of the face mill (D, ) = 100mm 

Number of teeth (m) =8 
Axial depth of cut (aa)= 4mm 

Radial depth of cut (a,, ) = 76mm 

Material = Mild Steel - K, = 2300-2600 WseC/CM3 [4] 
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The mean material removal rate can be calculated using equation 3.11: 

MRRm = ar x aa Xf 
ImmYmin] 

= 4mm x 76mm x 267 m ý`min 

= 81168 mmYmin = 81.168 cmYmin 

The power of the spindle motor to achieve the required MRR,,, can be calculated using 

equation 3.13: 

MRR Cm 
]x 

K, 
-W7 ICM 

3] 

P. -m[ 

Zmin 
IWI 

60[Seý/min 

rr c, 
81.168cmy. x25OOWseý/ min Cm 3 

60sec/ . / min 
=3382W 

The tangential cutting force can now be calculated using equation 3.14: 

Ft =pN 
v 

3382NM, / 
/ sec x100om ý/m 

1 00mm xzx 477 Xin 

60s` / '7min 

= 1354M 

The same equation can be obtained by using the common formulas for calculating the power 

of a rotating disk or shaft (equation 7.1) and its torque (equation 7.2): 

Mx CO[Nm // or W 
sec 

I 

Eq. 7. ]: Power of a rotating shaft 

M=F, x 
D [NMI Eq. 7.2: Torque of a rotating shaft 2 

The instantaneous cutting torque M, is therefore (equation 7.3): 
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3382 Nml 
M, = 

/SeC 
Eq. 7.3: The instantaneous cutting torque CO 477Y 

n 2xzx min 

n 
60 seý/ 

min 
= 68Nm 

According to the specification for the spindle motor, the maximum ratings are 4hp (2.98KW) 

at 416RPM and 10.97hp (8.18KW) at 1140RPM [141]. The load characteristic of the 

separately excited DC motor can be seen in figure 5.5. c. The slope of the linear part of the 

function P=f(n) up to n, can be calculated using the given values of 7.18W/RPM. This means 

that the spindle motor is capable of producing 3425W at 477RPM. Therefore the performed 

cutting test (3382W) already reached the limitations of the machine, and the calculated cutting 
forces are appropriate as a reference for the design of the active vibration system. 
The design of the milling machine seems to be very well balanced since the maximum cutting 
forces delivered by the spindle and feed motors, only just reach the chatter stability limit of 

the machine structure. A very good investigation into machine tool stability, with regard to 

the spindle torque and tool limits, has been done by Bach [ 142]. 

7.2.2 Measurements of cutting forces and displacement 

In order to measure the cutting forces of a particular cutting process a dynamometer was 

needed. Approximately half way through the project a KISTLER table dynamometer became 

available (figure 7. l. b). This made it possible to evaluate the previous theoretically calculated 
figures. The relative displacement between tool and work-piece needed to be estimated using 

an accelerometer attached to the spindle housing (figure 7. La). 

Figure 7.1: Measurement of cuttingfirces (a) and spindle housing displacement (b) under cutting conditions 
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The cutting forces and accelerations in the X and Y axis were recorded since it was decided to 

limit the active vibration system to two axes, because of cost and the complexity of the 

mechanical design (see section 7.4). 

Figure 7.2 shows the recorded cutting forces and spindle housing acceleration. 

Figure 7.2: The recorded cuttingfi7rce and acceleration in X and Y axis of'the machinej6r an unstable 
cutting operation (chatter) 

The figure shows that the chatter limit of the machine structure was reached after the whole 

diameter of the face mill was in the cut. The result of the suddenly increased cutting or 

excitation force is also a sudden increase in vibration amplitude. This was confirmed by the 

characteristic chatter sound. After some off line digital signal processing (high and low pass 

filtering) using MATLAB, figure 7.3. a shows the static- and 7.3. b the dynamic cutting forces. 

Figure 7.3: Thestatic (a) and dynamic (b) cuttingforce of the unstable cutting operation 

The vector sum of the static cutting force was about 190ON (X-axis: 1500N, Y-axis: 1200N). 

The difference between this and the predicted 140ON cutting force may be due to cutter 
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dulling (cutting inserts were wom out), which can significantly increase the cutting force 

[143]. 

The theoretical calculation and measurements of the cutting force gave a good indication of 

the forces the active work-piece holder had to withstand. 

Figure 7.4 shows the spectral density of the sensor signals during the time the machine was 

unstable. 
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Figure 7.4: The Discrete Fourier Transform (DFT) on the signals during the time the machine was chattering 

The chatter frequencies are the same as on the tests recorded earlier during the first cutting 

tnals (refer to chapter 5.6). It is also interesting to see how a comparison between the 

spectrum of the cutting force and acceleration clearly shows how the mechanical structure 

amplifies the excitation forces. With the use of the table dynamometer and accelerometer it 

was possible to confirm the statement made in chapter 6, that the headstock of the machine 

had a structural resonance at about 3001-1z. 

In order to obtain the vibration displacement, the acceleration signal needed to be integrated 

twice. MATLAB routines were written for all off line signal processing. The easiest way of 
integrating a digital signal is simply to add the signed samples together (running sum). 
More sophisticated methods for the accumulated integration are the trapezoidal rule or a 

polynomial function to interpolate between two successive samples (cubic spline 
interpolation). The literature by Smith [95] and Etter [144] is recommended here. 

The trapezoidal rule has been used here and figure 7.5 shows the processed acceleration signal 

of the X and Y-axis. 
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Figure 7.5: The vibration of thespindle housing; X-aris (a); Y-axis (b) 

In order to prevent any DC components building up in the accumulator, by the integration of 

the discrete signal, high pass filters were used (the positive area of a signal with a fixed 

sampling frequency never exactly the matches the negative area). Another method would be 

to re-sample the signal again with a random step size or use zero averaging, where all the 

samples are added together, divided by the number of samples and subtracted to form each 

new sample value [145]. The higher the sampling frequency or the more sophisticated the 

integration method is the less important this problem becomes. 

The measured maximum displacement during chatter on the spindle housing was about: 

- 17[im peak to peak for the X axis 

-I Oýtrn peak to peak for the Y ax is 
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7.3 Selection of suitable actuators 

After the estimation of the cutting force and displacement, the next task was to select a 

suitable actuator. According to the literature, piezo electric ceramics have repeatedly been 

used for vibration control. A further example of their application on machine tools has been 

demonstrated by Pinsopon et al [146], who designed a nano-metric toolpost based on piezo- 

electric actuators. They refer to the features of no backlash and friction, large forces and small 

size as the main advantages of such actuators to conventional lead and ballscrew drives. The 

major disadvantage is the small range, so that it would need to be used in conjunction with 

conventional drive systems. Another project aimed at improving the accuracy of a 

conventional CNC turning centre was done by Woronko et al [147]. They designed a single 

axis piezo-based fast tool servo for precision turning. Although there has been extensive 

research in precise tool actuation and control for ultra precision diamond turning machining, 

only a few researchers have addressed the use of smart materials [147]. Another interesting 

study on the use of smart materials for the machine tool industry was done by Golz and 

Weule [148]. They used piezo electric actuators to control the preload of a ballscrew nut. 

Chen and Dwang [149] developed the idea and also found that a piezo electric active ballsrew 

can be used for ultra fine positioning. 

There are 3 different types of solid-state actuator, which could be used for this project (refer 

to chapter 4): 

Piezoelectric materials 
Electrostrictive materials 

Magnetostrictive materials 

Although the strains, stresses and reaction times are comparable [8 1 ], the most traditional and 

proven actuator for vibration control is the piezoelectric type. These are widely available, 
linear, temperature stable and low-cost in comparison to the others, and also offer the highest 

efficiency. They do not need any additional energy to hold their static displacement in 

comparison to the electrostrictive and magnetostrictive actuators, which rely on a constant 

electric or magnetic field. But the main reason why piezo-electric actuators was selected in 

this project is that they are the most established and most commercially available smart 

actuator. 

The use of piezoelectric materials was. discovered by Pierre and Jacques Curie in 1880. They 

found that pressure applied to certain crystalline materials (ceramics) creates an electrical 
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charge and called it the direct piezo electric effect. The word piezo is derived from the greek 

word for pressure (piezein - to press). Later they also found that an electrical field applied to 

a crystal would lead to a deformation of the material. This effect is referred to as the inverse 

piezo effect. For more than 30 years these effects remained little more than scientific 

curiosity. Then during World War I, when tools for detecting submarines were needed, quartz 

plates were used to emit high frequency sound waves under water. Their echo was again 

received with quartz plates. These ultrasonic submarine detectors represented the beginning of 

echo sounding, and the first commercial product, which made use of both the direct and 
inverse piezoelectric effect. The discovery of piezoelectricity in PZT (lead titanium-zirconate) 

in the late 1966's lead to actuators, which have changed the world of precision positioning. 
Materials which exhibit the piezoelectric property are intrinsic piezoelectric monocrystals, 

such as quartz, Rochelle salt and "man made" artificially polarised ferroelectric ceramics, 

which contain mixtures of different compounds such as barium titanate, lead zirconate and 
lead metaniobate [86]. 

One of the leading suppliers for ultra-precision motion control systems and NanoPositioning 

technology for more than 30 years is PI (Physik Instrumente) GmbH & Co. They also offered 

the most powerful piezo electric actuator (High Voltage PZT) and the expertise needed to 

make the right judgement about the actuator required for this project. Their products are also 

often used by other researchers [62] and they are referred to in almost any design study of 

smart structures. The PI catalogue [90] is a good reference for any background reading about 

the theory of piezoelectric materials and products. 

In this project a stack actuator, for producing linear motion, was selected. Figure 7.6. a shows 

such a PZT actuator and figure 7.6. b an equivalent circuit diagram. 

insulator F 
P- Mectro- 10 7--0 

AU mechanical AL 
energy 

I convertion -0 

-j AL = d33xnxU 

Piezo disc Where: 
n= Number of PZT layers in a stacked design 

Electrode d33 = Piezoelectric coefficient for stacked design 
U= Applied voltage to the stack actuator 

Pipe spring AL = Elongation of the stack actuator 
(a 

Figure 7 6. A piezoelectric stack transducer (a) and the energy conversion of a PZT 
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In order to meet the required displacement and bandwidth requirements and also to withstand 

the estimated cutting forces a High Voltage PZT (HVPZT) with the following characteristics 

was chosen (it is the best compromise to meet the required specifications): 

10 ttm maximum displacement 

58ON/ptm large signal stifffiess 

180 nF electrical capacitance 

Push and pull force capacity 12500/200ON 

280g of weight 
11 kHz unloaded resonance frequency (fo) 

Next some ffindamental mechanical considerations of PZT actuators are discussed since they 

played a vital role in the design of the active work-piece holder and the HVPZT selection. 

For dynamic applications (push and pull forces) the piezo actuator must be pre-loaded since 

the ceramic can only resist compression forces - not tensile forces (the selected actuator is 

already pre-loaded with an internal spring). The stiffness of the ceramic varies depending on 

the electrical load. The given large signal static stiffness can be used as a reference for the 

design. Because of this finite stifffiess of the piezo ceramic, it depends on the stiffness of the 

load how much force or displacement the actuator produces. If the ceramic presses against an 

infinite rigid constraint, then it will produce maximum force (blocked force) but no 

displacement (the ceramic will compress in itself to produce its displacement). If on the other 

hand the actuator presses against no spring load, it does not generate any force but maximum 

displacement. It is helpful to think that the piezo ceramic is nothing other than a spring 

(constant stiffness), whose force and displacement can be controlled by an electrical field 

(supply voltage). 
Figure 7.7 illustrates this on a spring pre-loaded stack actuator. 
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F Bl-kýd fýcý 

AL 

Figure 7.7. Pre-loading the PZT stack actuator with a spring 

The applied preload force, acts on both the stiffness of the PZT actuator and pre-load spring 

and therefore are in a serial arrangement. 
Fp, 

-Ioad 
=FT Fs 

AL. x 
kTk ' ALRx kT= AL x ks 

kT + ks 

AL = A. L. x 
kT 

Eq. 7.4: PZT dkplacement with spring load kT+ ks 

ALR =ALO x I- 
kT 

Eq. 7.5: Lost displacement caused by thespring load kT+ ks 

where: 

AL = Remaining displacement with external spring load 

ALO = Nominal displacement with no external spring load 

ALR = Lost displacement caused by the external spring load 

F, re-load ý Preload force 

FT = Force acting on the actuator 

Fs = Force acting on the external spring 

ks = Spring stiffness 

kT = PZT actuator stiffness 
kTnew = kT + ký = New pre-loaded actuator stiffness 
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It should be noted that any force on the pre-loaded actuator tip has to press against the PZT 

and spring stiffhess, which means that both are in parallel (kTnew)- Moreover any added mass 

of the actuator has a dynamic effect, since it takes more energy to move a heavier mass. It 

therefore reduces the resonance frequency of the PZT (equation 7.6). 

fo, =A Eq. 7.6: Naturalfrequency of the PZT actuator system 

where: 
fo = Resonance Frequency of HVPZT 

m, ff = Effective mass (about 1/3 of the HVPZT mass) 

M =Added mass 

All these considerations have been taken into account for the selection of HVPZT actuators, 

and the design of the active work-piece holder, which follows next. 

7.4 Mechanical design of the active work-piece holder 

The system was designed to be universal and relatively easily fitted on a variety of vertical 

machining centres. This will prevent a major re-design of the machine, which was not an 

option since the machines in the workshop are regularly used for machining and research. The 

re-design of a machine headstock for example would have prevented any serious structural 

and condition monitoring research on the machine over a period of time. 

Because of this, the most convenient solution would be a system, which adds the necessary 

further 2-degrees of freedom to the machine, by allowing the work-piece to move in two 

directions. This active vibration platform could then be fitted to any existing machining table, 

without any modifications. The disadvantage of this approach is that the mass of the work- 

piece varies significantly, whereas the weight of the cutting tool does not. As already seen, 

any added mass has an effect on the dynamic response of the actuator. For a commercial 

solution it would be better to integrate the PZT actuator in the headstock. This is more easily 
done on a turning machine (toolpost), which is the reason why most research on machine tool 

vibration control was done on lathes and boring bars rather than milling machines. However, 

the designed system should demonstrate that adaptive active vibration control can not only 
reduce the vibration level of a single point cutting operation (static) but also of an multi-point 
cutting operation (time varying). As already mentioned the system would also be useful for 
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research on the cutting process and surface finish of a milling operation, since its integrated 

sensors also allow the cutting force, displacement and acceleration to be directly monitored. 

Figure 7.8 shows the finished product of the universal active work-piece holder, which is able 

to counteract static and dynamic deflections caused by the cutting process. The AutoCAD 

drawings of the full design are included in the appendix B. 

"T 

MMO strain gauges 

MUBEA* disc springs 

7 47 KISTLERO load was 

MEM acceler. - 
ýter:,: ] 

Pie HVPZT ac 

I I-ligh-resolution nexure 
7t ----, -ý 7) --- guiding system. with zero 

stiction/friction and backlash 

0 0 

Figure 7.8: The qf'the universal active work-piece holderjor vertical machining centres (2 degrees of 
freedom): The design Lay-Out (a) and the actual system after being built (b) 

The system is protected from cutting fluid and hot chips through a perspex cover and ground 

brass base. Each actuator moves its axis through a flexure guide system, which allows high 

resolution since it does not suffer from any stiction, friction and backlash, like conventional 

ball- and leadscrew systems. A single axis of the flexure guide system is very flexible in the 

proposed direction of movement but restricted or very stiff in the other two directions (figure 

7.8. a). Both axes are coupled through a sophisticated design, where the inner axis is nested 

into the outer axis (figure 7.8). This reduces the weight to be moved significantly but also 
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keeps the dimensions much smaller. Therefore the inner table, where the work-piece is 

mounted, will move in two-axes (X- and Y- axis on the machine), the middle frame only in 

one axis (X-axis) and the outer reference frame, not at all. In order to allow movement, even 

under large cutting forces in the Z direction, the outer reference frame rests on shim steel 

(200ýtm). The necessary additional preload of the PZT actuators can be provided through 

MUBEA. 0 disc springs, whose spring force is controlled through an adjustment screw with a 

very fine thread. The American National Extra Fine (ANEF) standard provided the required 

pitch of the screw (9/16" - 24 T. P. I ANEF). 

It was also important to harden all parts of the pre-load arrangement driven by the PZT 

actuator since otherwise, not only the actuator tip would work itself into the material, but also 

the stiffness of the material (free cutting mild steel) would act as a spring itself and reduce the 

available table displacement. The PZT manufacturer PI recommended that all parts should be 

hardened to Rockwell C57 (HRC 57). The hardness was measured with a Vickers Hardness 

Testing Machine and converted into Rockwell hardness figures [150]. The measured hardness 

of the parts was between HRC55 and HRC57. The additional pre-load is necessary in order 

compress the KISTLER load washers, so that they can be used to measure dynamic cutting 
forces, and also to increase the pull force capacity of the actuator (2000N). This shifted the 

operational point of the pre-loaded PZT actuator. It also should be mentioned that for a PZT 

actuator in a pre-load arrangement, a special tip is necessary, since the PZT ceramic cannot 

stand any bending forces. The sensor cables were protected through a conduit system from 

Adaptaflexe, which not only prevents damage but also protects them from electro-magnetic 

interference (EMI). The most important drawings are included in the appendix B. 

7.4.1 High resolution flexure guide way system and additional PZT pre-load 
The main feature of the design is the flexure guiding system, where the Y- axis is nested in 

the X-axis. The small maximum stroke of the PZT, about 10ýLrn, can easily be covered by this 

approach. This guide system was designed so that: 

The additional guide way stiffness does not exceed an overall pre-load stiffness of 
20% of the PZT stifffiess [90]. 

The flexure, in the constrained directions, is stiff enough to withstand the cutting 
forces. 

The flexure, in the moving direction is flexible enough so that it does not break 
due to periodic bending stresses. 
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7.4.1.1 The mathematical model and given parameters for the flexure guiding system 

It was decided to model this flexure analytically, rather than using FEM. Although the 

configuration is very uncommon a suitable model was eventually found [ 15 1 ]. 

The guide system of a single axis consists of 4 bridges, which can be seen as a cantilever 

beam with a thrust bearing on one side and a plain bearing on the other (Figure 7.9. a and b). 

F 

4d 

(a) 

--- -0 UL 

(b 

Figure 7.9: Theflexure guiding system: 
Dimensions of a single bridge (a) 
General simplified model of a single bridge (h) 
Specific simplified model of an assembled single bridge (c) 

Figure 7.9. c shows the assembled arrangement of a single flexure. As explained earlier, if the 

PZT presses against an elastic load (stiffness of the PZT >> stiffness of the load) the force 

generation of PZT will be small but its movement maximal. If it presses against an infinitely 

stiff load (stiffness of the PZT << stiffness of the load), then it will act as a force generator, 

but without movement. A PZT preload of 20%, of the PZT stiffness, was recommended [90]. 

This and the fact that the flexure system must be flexible enough to allow for the given 

motion, but stiff enough not to break under the cutting forces provided the starting point for 

the design (it can be seen from figure 7.9. c that the stiffness of the guide system and the 

stiffness of the disc springs are in parallel): 
Stiffness PZT actuator: kPZT ý 580 

N 

pin 

Stiffness disc springs: kDS ý 10 N 

Ym 

Stiffness guide system: kGS 
ý 55 

N 

PM 

Stiffness per cantilever bridge: kcB = 
kGs 
4 
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Stiffness of the total pre -load: kpL = kDs + kGs = k. x PF 

=10 
N 

+55 
N 

gn pm 

= 65 
N 

pm 

65 
PF = 

pn 
580 NI 

lpn 

= 0.122 

(The pre - load - factor PF should be between 
0.1 and 0.2 -> according to PI [90]) 

The calculated total pre-load stiffness was 12.2% (equation 7.7). 

Eq. 7.7. PZTpre-loadfactor 

Here the necessary high pre-load is generated with a relatively flexible disc spring. Thereby 

the necessary force is generated over a longer stroke of the disc springs. MUBEA8 disc 

springs were chosen since they also directly supply PI'5. The selected disc springs with the 

right dimensions were the stiffest in their supply range (ION/gm). The required stiffness can 

be set using a stacked arrangement of disc springs in a parallel and serial network [152], and 

the pre-load force generated within the linear region of the spring (25%-75% of the maximum 

stroke) [153]. Special lubrication from KL10BER Lubrication KG was necessary for any 

combination of stacked disc springs, under dynamic load. 

The total spring load on the actuator reduced the maximum stroke to (equation 7.8): 

AL = Max. stroke - PF x LO 

= lOpm - 0.122 x 10 pm 
= 8.88 pm 

Eq. 7.8: Reduced PZT stroke 

After the pre-loading of about 300ON through the disc springs (which changed the push pull 

capacity of the PZT actuator to 9500/5000N) the guide system should have zero deflection 

(initial state). This also means that the initial stress on the guide system also is zero: 

xmit 0 pm 

0 NI 6init / MM2 

The maximum displacement of one MUBEA ION/jim disc-spring is 0.45mm. To achieve 
300ON the disc spring will deflect about 0.3mm. This is 50% of its maximum deflection, 

which is the most linear operating point of a disc spring. However, in order to increase the 
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resolution of the fine threaded pre-load adjustment screw by a factor of 2, a serial stacked 

arrangement of 2 disc springs was chosen. 

The measured maximum cutting forces from the chatter test on the Beaver machine were: 

Fs,,,, = IFs,,,, I 190ON 

Pz,,. =jFjDý. j 280ON 

The dynamic cutting forces may be quite a bit smaller than this, since only the maximum 

values of the forces in X and Y are added together to form the dynamic force vector. In order 

to calculate this more precisely the recorded samples of the forces at a certain time needed to 

be added together to form the dynamic force vector. Therefore the dynamic cutting force 

estimation taken here already includes a safety factor. 

Next the thickness d of each single flexure bridge of the guide system needed to be estimated 

using the mathematical model and the following dimensions (refer to figure 7.9. a): 

1= 30 mm 
w= 45 min (given through the the PZT diameter) 
d= The estimated thickness of each flexure bridge 

kcB = 
12 xEI [N] 

PM 

wxd3[ In 
4 

Eq. 7.9: Second moment of inertia oftheflexure 

12 
Second moment of inertia for the beam cross section 
(Bending around its most flexible axis) 

kcB 
Exwxd (E is the Young Modulus of mild steel) Eq. 7.10. Stiffness of a single 

fleirure of the guiding 
system 

XW FýL 
3- 

k kCB 
Xw 

cB 
30 mm 

210000 N'I 
2x 45 mm /mm 

- 
21000 

4 ßm m .. 
5L5 N, 1 x 1000 pln 
4/ mm 

3.399 mm 
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The model is valid if the length I is substantially higher than the transverse dimensions d. This 

means that the bending stresses dominate the shearing stresses (see next section). 

7.4.1.2 Prediction of the maximum stresses in the flexure guiding system 
In order to carry out a fatigue stress analysis of the flexure guide system, the maximum stress 

of the guide system under "chatter" conditions (dynamic and static) needed to be estimated. 

The next step was to calculate the table deflection under the static cutting forces of 1900N. It 

should be remembered that the initial deflection is zero, so that the initial stress of the guide 

system is also zero. 
Figure 7.10 shows the simplified model and the redundant force after 'fireeing " or "opening 

the system (the resultant force of any static system is zero - static equilibrium): 

kDS -I ON/pmk 

ZfFSTAT 

- 190ON 
FsTAT 

----------------- IN => 
-------- --------- 

kGS - 55N/jim 

JýFpýzr+ 

FDs +F 'I GS 

EF=O 
pzr 580N/pm 

(static equilibdum) 

T 

Figure 7.10: The simplified model and redundantforces afterfreeing or opening the system. 

The stiffness of disc springs, guide system and PZT actuator are in parallel, which means the 

overall stiffness is the sum of the individual stiffness. MATLAB routines were written to 

calculate the following equations more efficiently. 

Z Fs,,, t =0 
- FS', lt + FS"It 

PZT 
+FSal 

DSFStat GS "": 0 

xslat x kpzT + XSlat x kDS + XStat x kGS =0 

xstal x (kPZT + kDS + kGS) = Fst,,, 

Xst. t = 
Fs,,,, 

kpzr + kDS + kGs 

190ON 

Eq. 7.11: Th e estim ated static deflection s 
due to the cuttingforces 

(580 + 10 + 55) NI 
1pn 

= 2.94 pm 
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Next the maximum bending stresses in the guide system were estimated. The highest stresses 

occur at the support end of each cantilever bridge as figure 7.11 illustrates. 

Area "ith the highest hendim, 

ý. (resses 
F, tat 

"E i: 

Figure 7.11: The maximum deflection and stress in a single cantileverflexure bridge 

First the force component acting on each individual cantilever bridge was calculated. 

Fs,,,,,., = 
kGS X XStat 

55 
Nx2.94pm 

, wn 
Fs,,,,,, = 161.7 N 

Eq. 7.12: Staticforce component on asingleflexure 

4 
161.7 

4 
Fs 

..... 
40.43 N 

The maximum stress level due to bending of a cantilever beam is: 

'7b. 
�.. Wb 

Eq. 7.13: The maximum bending stresses 

(Wb = section modulus of a cantilever beam due to bending [mm-']) 

= Maximum bending torque of a cantilever beam [Nmj) 

The section modulus of a single cantilever bridge can be calculated as: 

I 
Wb Eq. 7.14: The section modulus 

For a solid rectangular cross section of the bridge with the neutral axis in the centre of this 

cross section, the section modulus of our cantilever bridges can be calculated (using equation 
7.9 and 7.14) to be: 
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wx d' 
IXIC 12 

2 
W' F -d Eq. 7.15: The section modulus of a singleflexure 22 

wxd2 
6 

(Ixx = second moment of inertia of the cantilever bridge [MM4 

Therefore the max stresses of a single bridge under the static cutting forces can be calculated 
(using equation 7.13 and 7.15) to: 

Fs�t.. x1 
erb. z2 

Wu = 
wx d' 

40.43N x 30mm x6 
45 mm x 3.4' mm' 

ustatb. «,: 13.99 
N 

mm 

Eq. 7.16: The maximum bending stresses 
due to the static cuttingforce 

Apart from the bending stresses there will also be shearing stresses, which compensates for 

the shearing forces in the cantilever bridges. In this case these shearing stresses have a 

maximum at the neutral axis. For a rectangular cross section the maximum shearing stress can 
be calculated as [ 15 1 ]: 

rq_ $Zý 
1 

XFq (A = cross section 2A 
I r, I 

max = 1.5 40.43N 
45 mm x 3.4 mm 

17q 1=0.396 N 
nm mm 

; Fq 
= shear forces) 

Eq. 7.17. The estimated shearing stresses 

This is approximately 2.8% of the maximum bending stresses, which means that the shearing 

stresses for our configuration can be neglected. More commonly it can be said that the 

shearing stress can always be neglected if the length I is substantially greater then the 

transverse dimensions [ 15 1 ]. The dynamic stresses were calculated in exactly the same way. 
Figure 7.12 shows the predicted deflection and stresses of a single flexure due to the chatter 

vibration at 45OHz on the machine. 
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Figure 7.12: The predicted deflection and stresses due to the 450Hz chatterforces on the milling machine 

7.4.1.3 The predicted factor of safety for the flexure guide system 

For the design of the flexure guiding system it is important to include a safety factor for the 

fatigue limit. In general this, is a security index to make sure that the predicated stresses do 

not exceed the maximum allowable stresses of the material and give enough confidence that a 

design still works, not just under operational conditions but also over time and with extreme 

loads, which may occur. Other factors, which result in design tolerances are, for example 

poor, or not well-specified materials, material tolerances, dimension tolerances and poor 

surfaces. 
In general: 

07calculated ýý 07allowed - 

s 

where: 

Eq. 7.18: The allowed stresses including safetyfactor 

= The calculated stresses of the design (analytically or numerically using FEM) 

= The guaranteed allowed stresses for the applied loading case 

K= Material characteristics including form factors and surface quality factors found in 

mechanical handbooks 

S Safety factor depending on the loading case for the particular design (e. g. static 

and dynamic bending). S can be found in the appropriate standard (e. g. for bridges, 

buildings, aeroplanes etc. ) 
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The allowed stresses are dependent on the kind of load the component has to withstand. It 

needs to differentiate between: 

- Static load 

- Dynamic load (harmonic) 

- Impulse loading 

- Stochastic loading 

The allowable stresses are also taken from Standards (e. g. DIN10025) and can be illustrated 

in fatigue strength diagrams such as: 

- Smith Diagram 

Haigh Diagram 

W6hler Digram 

Figure 7.13, for exarnple, shows the Smith Diagram [154]. 

Each material will have 3 different diagrams depending on the test: 

Axial load fatigue testing 

Bending load fatigue testing 

Torsion load fatigue testing 

These diagrams are the results of intensive experiments on standard probes and recorded in 

databases and handbooks. To predict the allowable stresses for the flexure guiding system the 

DIN EN 10025 standard was used. 
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Here the static and dynamic material strengths of S235JR or St37 (mild steel) were: 

General: Axialloading: Bending loading Torsional loading 

R, =235N1 2 
er 

zIF ý R, Ö»bFý330N1 , / - er�, = 13 5 NII / 2 /mm 

I -dIV 

mm 

N/ 
MM 

NI 
= 340 NI R 2 mm , er.., ý17() / - 

ulg, = 100 / 2 
. /MM 

ii, Ischý225N1 , mm- 

mm 

o7i, Sch=305N1 / - 

MM 

Ö'tSch ý 13 5 NI 
2 

mm 
/MM 

In order to compare the calculated stresses with the allowable stresses from the DIN norrn, the 

Smith Diagram was used. The calculated maximum stresses from the last section: 

o7,,, = ustatmx =I 3.99NI 
M, /M - 

07a =07D,,, 
_, =ý/ 20.65 NI 

/MM2 

These values can now be used in order to construct the Smith Diagram to illustrate the safety 

factor. The construction is best done through commercially available material database 

software, which uses calculated stress values and the material parameters (given by the DIN 

norrn) as input parameters. Figure 7.14 shows the constructed diagram of WSTI [155]. 

Unfortunately they are in Gennan, but it shows the Smith-Diagram for bending (Smith- 

Diagram Biegung). Other Diagrams of the software include the Stress-strain graph, Smith- 

Diagram for axial loading and Smith-Diagram for torsional loading. 
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The diagram illustrates the safety factor between the maximum allowed and predicted 

bending stresses. The exact safety number can be calculated using simple geometry: 

tana= 
69rh -aw 

asch 

2 
Eq. 7.19: Estimation of the maximum allowed stress 

(255-170)ý/ 
n a=arctan- MM2 

0.5x255N, 1 
, / mm- 

3 3.69' 

UD +aw) 

CrD=2x(tan33.69*x4.18N/ 2+170N/ 2) /mm /mm 

=358.65NI /mm 

Therefore the predicted safety factor S becomes: 

all 358.65 NI 
m2 

Eq. 7.20: The predicted safetyfactor of the guiding system SGuide 
System 

/M 

2x 20.65 NI 
MM2 

SGs 
=8.7 

The usual dynamic safety factor is between 2 and 4 [154]. Choosing a safety factor of almost 
9, for the flexure guiding system means that these is enough security for any tolerances and 

any fatigue breakage will be prevented. Up to IkHz (which is above the chatter frequency of 
both the investigated milling machines) the frequency does not have any significant effect on 

the fatigue strength [154]. 

7.4.1.4 Evaluation of the estimations made on the manufactured system 
After the design of the active work-piece holder, the system was built (figure 7.8. b). It was 
decided to start off with a thicker flexure, than anticipated in the design, since the base was 

machined from one piece. The thickness d of the flexure was machined to 3.7mm, compared 

to the 3.4mm suggested in the design. According to equation 7.9 the guide way stiffness (kGs) 

becomes 103.7 N/ýtm. 

In the next test the predicted stifffiess was validated. In doing so the flexure guiding system, 

without disc springs, was moved using the fine threaded adjustment screw. The force was 

measured using the KISTLER load washers and the displacement with a Laser interferometer. 
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Figure 7.15 shows the expenmental set up. 

Flexure 

911ML6 
qýMML guiding 

a SN stem 

qr 

Optics ofthe 
Laser 
Interferometer 

oft - (@' 
Stiffness crf the guide system with 3.7mm thickness of the 

bridges 

(S, ngelchannel Kistler charge amp and messuremem taken from 0 to max) 

2500 

2000 

1500 
y 104.18x 

1000 

500 i 

0 

-, 
1- 

05 10 15 20 25 

Displacement (10^-6m) (C) 

Figure 7.15: Validation of theflexure guiding system stiffnes.,,, -: 
Experimental set up (a, b) 
The determined stiffness value (c) 

The measured stiffness of the flexure guiding system was approximately 104 N/tim. This is 

about +32% off the predicted stiffness from the analytical model. The main explanation for 

this is that the flexure is not machined rectangular. To distribute the stress more evenly it was 

machined with a 3mm radius (see figure 7.15. b). The actual pre-load factor PF (equation 7.7) 

has therefore increased to 18.8% and the theoretical maximum displacement of the axis is 

8.1ýim (equation 7.8). In order to evaluate the maximum axis movement, the PZT actuators 

and the preload arrangement with the disc springs needed to be assembled. A special screw 

arrangement was developed to help with the fitting of the PZT ceramics. The gap between 

actuator and base was closed with a washer, which was ground so that the initial deflection of 

the flexure was exactly zero (zero stress). If for example after releasing the pre-load of the 

flexure, the washer was only I pm too thin, over 10% of the maximum PZT stroke would have 

been lost. Apart from grinder and sandpaper, a special Fuller gage (I thousandth of an inch - 

thinnest one available) and again the laser interferometer were used. 

Figure 7.16 illustrates the Y-axis assembly. 
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After fitting the PZT actuators the maximum displacement of the Y-axis was measured to be 

5.3ýtm and X-axis to 5-8ýim. The control input voltage of the HVPZT amplifier ranges 

between 0-IOV, which corresponds to 0-1000V as the output voltage for the PZT ceramics. 

However the measured maximum displacement was about 35% (X-axis) and 28% (Y-axis) of 

the predicted value. According to Plo the main reason for that was the Hertzian contact at the 

ball tip of the PZT actuator coupling, which also acts as a stiffness. Therefore it is normal to 

lose a few microns with this coupling. The only way to reduce this effect is to use a flat or a 

flexure contact for the coupling, which was not an option since the flat contact may break the 

ceramic and the flexure would take too much space [90]. 

7.4.2 The integrated sensors 

An important feature of the design is the integration of 4 sensors, which are not only used for 

condition monitoring, but also for the feedback controller. With these, the active work-piece 
holder is able to measure: 

The direct acceleration in 2 axes using MEM accelerometers 

- The cutting force in 2 axes using load washers 

The position of the high resolution guide way system (direct displacement of the 2 

axes) using strain gauges 
The humidity inside the enclosure, using humidity sensors 

7.4.2.1 Accelerometer 

The MEM sensor from Analog Devices (AD XL 105) was introduced in chapter 5.3. This 

sensor was optimised for the active vibration control system, by using a special housing, 
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shielded cables and battery power supply. This ensured that the sensor unit was protected 
from cutting fluid and electro-magnetic interferences (EMI). The battery power supply 

ensured a "clean" and low noise supply voltage. It was shown that these improvements 

reduced the noise floor of the MEM sensor by 30% and therefore improved the sensor 

resolution. Two of these accelerometers were integrated to the spindle housing of the 

machining centre in order to better understand the actively controlled cutting dynamics and 

also to deliver another option for a feedback sensor (figure 7.17. a). 

Next a 2-axis accelerometer for the inner table of the active work-piece holder was built. The 

sensor, which consists of 2 AD XL 105 accelerometers, was calibrated against a piezoelectric 

electric sensor (ICP type - Techni Measure8) using the back-to-back method, discussed in 

chapter 5.3.2 (figure 7.17. b). The aluminium housing (appendix B. 5) of the sensor can be 

screwed to the inner table, so that it is located under the work-piece (figure 7.17. c and d). 
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7.4.2.2 Piezoelectric force sensor 

Piezoelectric transducers are the most widely used vibration sensors. As already mentioned, 

ceramic piezoelectric elements produce an electrical charge when being strained or pressured 

(direct piezoelectric effect - opposite to the inverse piezoelectric effect used in PZT 

actuators). Because of the high impedance of these sensors a charge amplifier is used as a 

buffer in order to obtain a usable low impedance output voltage. Therefore the sensitivity of 

the piezoelectric sensor (pC / Mechanical unit) and charge amplifier (Mechanical unit / 

Output Voltage) needs to be taken into account. The piezo crystals acts like active springs, 

where the strain or displacement of the crystals is directly proportional to tile applied lorce. 

The proportional factor is the very high stiffness of the crystals themself, typically around 

several thousand N[im-1 [91]. This small deforination of the plezo crystals results in a charge, 

which is dependent on the type of crystals being used. This direct piezo effect is used In force 

(figure 7.18 a) and pressure sensors (e. g. microphone). Another very common application is 

in accelerometers. In an accelerometer, transduction is indirect and is achieved using an 

auxiliary or seismic mass. In this configuration the measured force oil tile crystal is tile inertia 

force (Newton's second law: F=nia) of the seismic mass. Figure 7.18. b shows a simple 

arrangernent of a piezo-electric accelerometer. 

L' Z- 

C2ýý 4- 

case 

P""". sp-g 

WAY 

Figure 7.18: Piezoelectric- load washers and accelerometer 

it is important to know that there are 2 different types of piezoelectric force sensors available: 
Load washers 

- Force links 

Load washers are not pre-loaded and therefore, only can be used to measure compression 
forces, whereas force links are pre-loaded enabling them to measure both compressioll alld 
tension. The principle is the same for transducers as it is for actuators (discussc( 7.3,1 L rc I In lig I 
7.7). 

Figure 7.19 illustrates the effect of this pre-load. 
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Figure 7.19: The difference between a load washer and a preloaded washer orforce link 
Load washer (a) 
Force link (b) 
Effect of the pre-load on the sensor sensitivity (c) 

The stiffness of the pre-load screw (about 10% of the stiffness of the piezo ceramic), parallel 

to the stiffness of the piezo ceramic (about 1000-180ON/[tm) of the load washer, acts as a 

force shunt. The resulting, higher, stiffness changes the sensitivity factor of the sensor by the 

same amount the stiffness has changed. Usually a re-calibration of the pre-loaded sensor is 

necessary. The amount of preload-force does not matter for the sensitivity of the sensor but if 

the screw is stretched over the yield point (plastic defon-nation), the stiffness and therefore the 

sensor becomes non-linear. The sensor is only linear within the linear region of the screw 

(constant stiffness - young modulus). 

It was decided to use high impedance piezoelectric load washers from KISTLER in this 

project. The advantage is that compared to the low impedance load washer (ICP type - direct 

voltage output), it can measure "quasi -static" forces [139], because of the very long time 

constant of the required charge amplifier. This means that the integrated force sensors will not 

only be able to measure the dynamic but also the static cutting force (experimental tests have 

shown that the KISTLER charge amplifier was able to hold the charge of a static force for a 
few hours). 

After the assembly of the active work-piece holder, the load washers needed to be re- 

calibrated, since the pre-load stiffness of the flexure guiding system and disc springs 
increased the sensors sensitivity factor. The load washers were calibrated against a KISTLER 

force link and the static force applied by a screw arrangement (figure 7.20). 

Charge 
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Figure 7.20: Re-calibration of the load washers after the assembly: X axis - calibration chart of*pre-loaded 
load washer (b) and Y axis - calibration chart ofpre-loaded load washer (c) 

The additional gain factors for the sensors sensitivity were 22.0 for the Y-axis and 26.2 for the 

X-axis (figure 7.20. a and b). 

7.4.2.3 Strain gauges 

Strain gauges as the name suggests measure strain. They are therefore a particular form of 

relative displacement and vibration sensor (DC to several kHz) [87]. A very fine wire or foil 

is wound onto a plastic backing which is then bonded onto the surface on which strain should 

be detected. The principle is based on the variation in wire length and corresponding Poisson 

reduction in diameter giving a change in electrical resistance, when being strained. The longer 

the wire the bigger the change and the bigger the measured signal (Figure 7.21 a, b and d). 
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Strain gauge wire 
A Roý change in resistance 
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Al = elongation due to stress 

, 
i: - Measured strain (d) 

Figure 7.21: Singlestrain gauge sensor and load cell 
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The change in resistance is measured with a Wheatsone bridge, which is the reason for the 

very uncommon sensitivity factor of mV/V (measured signal / excitation signal) for strain 

gauges. Because of the linear relationship in steel, between stress and strain for the specific 

units (Young modulus) or force and length for the absolute units, strain gauges are often used 

not only to measure displacement, but also force. These commercial available force sensors, 

often referred as load cells, are strain gauges bonded to a body or spring element with a very 

high linearity (high quality tool steel - figure 7.2l. c). 

Referring to smart materials, such as PZT actuators, strain gauges are often used as high 

precision displacement sensors [90]. 

For this project strain gauges offered a suitable solution for measuring the displacement and 

monitoring the health of the flexure guiding system. As already discussed in section 7.4.1.3 

the flexure system has a maximum bending strain before it will break under the dynamic load. 

Having 4 flexures for each axis and strain gauges bonded on each flexure (2 in compression 

and 2 in tension), the bending strain and axial displacement could be measured. Tills 

arrangement was ideal since it allowed the use of a full Wheatsone bridge configuration 

where the change of all 4 resistances of the strain gauges are detected making it more 

sensitive and temperature stable [ 156]. Figure 7.22 shows the integrated strain gauges bonded 

Figure 7.22: Integration and calibration ofthe strain gauges 
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The axial calibration was carried out using a Laser Interferometer and revealed a calibration 
factor of the new positioning sensor of ImV/pm. This was increased to lOmV/Iim using 

additional amplification, with low pass filtering to attenuate the increased noise level. A better 

sensor resolution could be achieved by reducing the thickness (d in figure 7.9. a) of the 

flexure. According to equation 7.13 this would increase the stress, and as long as thus is 

within the linear region of the stress strain graph with the Young's modulus as proportional 
factor, also the strain. This linear relationship is: 

Eq. 7.21: Young's modulus 
C= 

ax 100 [%] (where E is the Young's modulus and e the strain) 
E 

Unfortunately thinner flexures with a higher strain, reduce the safety factor and therefore 

increase the danger of breakage. The best way of increasing the accuracy of the positioning 

system, for future work, would be to use an additional flexure made from stainless or tool 

steel (better linearity than mild steel) with the sole purpose of measuring the guide way 
deflection. 

7.4.2.4 Humidity sensor 

Initially it was not intended to integrate a humidity sensor into the design, but the first cutting 

tests with coolant revealed that it was necessary. The perspex enclosure, where the HVPZT 

are placed, started to show condensation. The highest allowable relative humidity is quoted to 

be 60% [90], since the insulation between the HVPZT ceramics (1000V !) for the stacked 
design, would otherwise result in a dielectric breakdown (discharge). The solution was better 

sealing, silica gel, and monitoring of the humidity. For long-term operation the integration of 

an air-ventilation system may be required or the use of special PZT systems with enclosed 

stacks, offered by PI [90]. 

The chosen humidity sensors (Honeywell HIH-3610 - [157]) are resistant to application 
hazards such as wetting, dirt, oils and common chemicals. The sensor, which is a monolithic 
IC for high volume OEM applications (e. g. refrigerators), uses capacitive sensing elements 

and has on-board signal conditioning (figure 7.23. c). Its main advantage was its small size, 

which allowed the permanent integration of 2 sensors into the enclosure of each PZT-pocket 

of the active work-piece holder (figure 7.23. a). The calibration against a handheld industrial 

humidity sensor confirmed the sensitivity factor of 30.680mV/*ARH (calibration chart in 

figure 7.23. b). 
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7.4.3 Signal conditioning 

Analogue signal conditioning is necessary to process and re-shape the feedback and control 

signals. All the signal conditioning required for this project was built into 5 discrete units: 

The main signal conditioning unit 

Amplifier and attenuator unit for the controller (proportional gain controller) 

Precision 3 rd order all-pass filter unit 

Over-voltage protection unit for the HVPZT amplifier 

Adapter cards for the data acquisition system 

These units are battery supplied in order to minimise noise levels, since as experience has 

shown, there is a great deal of electromagnetic interference on the main power supply of the 

machine workshop (mainly due to the thyristor driven motor drives of the machine tools). 

The noise can affect the low signal levels (mV), but not the relatively high dynamic control 

signals of the HVPZT amplifier, which was between +/-5V and +/-6V. To ensure that the 

control signals were not saturating a positive and negative supply voltage for the operational 

amplifiers of at least +/- 7V was required. It was decided to use two 9V block batteries 

connected in series to produce an 18V positive supply, and a second set connected in the 

opposite polarity for the negative 18V supply. 

The battery supply also ensures portability, whereas the added low battery detection system 

always ensures a safe control operation. To recognise a low voltage a window detector was 

used [ 118]. The measured positive and negative current of the units confirmed the estimated 

battery life of several hours. After the successful design of the prototypes this could be 

improved further using low power surface mount components for all the electronics. The 
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diecast aluminium enclosures and BNC coaxial connectors not only protect the circuitry from 

dust and EMI, but also make the whole active controller much more robust. 

More information such as functionality and circuit diagrams of all the designed signal 

conditions units are attached to appendix C. 

7.5 Dynamic testing 

Together with the static test (refer to section 7.4.1.4), the dynamic tests were carried out to 

reveal whether the design criteria had been met. So far the maximum movement of the axes 

were about 5.8[tm, which is less than the expected 8ýtm. Nevertheless there was still the 

option to reduce the stiffness of the flexure guiding system, which would then increase the 

maximum stroke but increase also the risk of breakage. 

The dynamic tests were designed so as to judge the sensor quality for dynamic loading and to 

measure the bandwidth of each axis. So far, both the static sensors (strain gauges and load 

washer), accurately measured the static displacement and force and the PZT actuator allowed 

the very fine positioning, claimed by PI [90]. 

Figure 7.24-a shows the experimental set up of the dynamic testing and figure 7.24. b and c the 

measured FRF of each axis using the force sensor for the response. The excitation was applied 

by the HVPZT actuator and the signals recorded with the spectrum analyser. 

Figure 7.24: Dynamic testing of the active work-piece holder: Experimental set up (a), the measured FRF 
of the X- axis; (b) and the measured FRF of the Y-axis (c) 
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Harmonic excitation showed that all the integrated sensors had a good response at various 

excitation frequencies. The measured resonant frequency was 50OHz for the X-axis and lkHz 

for the Y-axis, which confirmed the estimation using equation 7.6. It meant that for the chatter 

frequency (450Hz) both axes produced a controllable work-piece movement. Nevertheless, 

there was also still the option of machining pockets into the frame to reduce its weight, which 

especially for the X-axis would increase the usable bandwidth. 

7.6 Summary 

A universal active vibration control system for vertical milling machines has been designed. 

The system adds another 2 degrees of freedom to the machine not only to analyse the cutting 

process, but also to modify it by reducing any static or dynamic deflection generated. 

The cutting forces of an unstable machining operation have been modelled and validated 

through cutting tests. This and the estimated tool defection at the cutting point helped in the 

selection of the actuators and set the design boundaries. After a comparison with other 

actuator types it was decided to use piezo-electric based actuators to modify the work-piece 

position. The fundamental theory of this actuator type has been discussed and according to the 

design specifications a special high voltage PZT stack actuator was selected. 

The design also features a high-resolution flexure guiding system and integrated sensors to 

measure cutting forces, acceleration and direct displacement. The flexure of the guiding 

system was modelled and, after the active work-piece holder was designed, validated against 

the real system. Static and dynamic tests showed that the design criteria were almost met, 

with the potential to increase the maximum movement and bandwidth still in hand. The tests 

also revealed, the reason why piezo electric actuators are increasingly used for nano- 

positioning. The additional analogue signal conditioning has been designed, simulated and 
built to be robust and user friendly. 
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Chapter 8 

Active vibration control of a machine tool 

8.1 Introduction 

Following the development of the universal active vibration control system for vertical 

milling machines described in the previous chapter, this chapter presents the results of how 

this technique helped to improve the performance of a machine tool. Initial static and dynamic 

testing on the system had already validated the design specifications, but it still needed to be 

tested against a machine tool under cutting conditions. Only these tests would verify and 

validate the thesis that it is possible to control the vibration of the time varying multipoint tool 

operation of the intermittent milling cutting process. So far the proposed adaptive control 

techniques have only been tested on a simple test rig, which is a good representation for a 

single point continuous cutting operation (e. g. turning operation). Although these tests were 

promising they did not prove if the system would be effective in a milling operation where the 

excitation forces and also the system changes with time. 

In the first section of the chapter, the usable bandwidth of a traditional ballsrew axis servo 

drive is estimated. In order to make a correct and overall judgment, this measurement was 

carried out on 2 different small sized machine tools. These tests showed to what extent it 

would be possible to use the standard axis drive as an actuator for machine tool vibration 

control. In the next section the advantages of having a piezo driven axis in addition to a 

standard axis drive system are further demonstrated. It is shown that vibration introduced by 

the servo drive can be reduced with the developed piezo actuator system. The simulation also 

included the identification of the characteristics of the servo axis drive system using adaptive 

filters and again revealed the powerful alternative techniques of modelling mechanical and 

electrical structures in real time using digital filters. 

Next the active control system was used to control the vibration of the cutting process. In 

doing so, the proper secondary path for the adaptive controller needed to be found. A light 

face milling cutting operation was superimposed with controlled vibration through the piezo 

actuator system to prove that it would affect the cutting process itself. Eventually it was 

shown that it is possible to reduce the vibration level and improve the surface finish of a 
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stable and unstable cutting operation by using the adaptive controller with acceleration and 
dynamic cutting force feedback. 

8.2 Identification of the usable bandwidth of a standard axis drive system 

The question, "why not simply use an adaptive controller in conjunction with the standard 

axis drive, as actuator, to reduce the vibrations? ", was repeatedly asked during the project. 

Previous tests on a single axis of a machine tool have shown the machine table responded to 

signals over 10011z, although its bandwidth was thought to be less than 10011z. If the 

command signal to the axis drive was sufficiently high, this movement at a few hundred Hertz 

may still be in the micrometre region, which would be enough to compensate for vibration on 

the tool tip. However, the fact that the weight of common machine tool tables is a few 

hundred kilos and the coupling often via pulley and timing belt is relatively flexible, made 

this difficult to believe. It is believed that the more direct and stiff the coupling of the actuator 

system to the cutting process is, the easier it would be to transmit the control forces. These 

initial tests also showed that at high frequency excitation through the axis drive system, the 

whole machine tool appeared to vibrate, rather then just the axis under control. The following 

test procedure therefore aimed to estimate a usable bandwidth for a machine tool axis. This 

could be used as a measure between the capabilities of individual machines to judge to what 

extent the axis drive can be used for active vibration control. The measurements identified the 

frequency limit of each axis, when the controlled axis movement in one direction was 

overshadowed by uncontrolled structural vibration in all 3 directions. The general data logger 

developed by Freeman [145] was used to excite the axis drive. The advantage of using this 

system was that it is not necessary to open the servo loop since it allows the injection of pre- 
defined signals into the closed loop using digital scaler cards. It therefore made it possible to 

alter and offset the feedback signals from either the rotary or linear encoders. 

8.2.1 Single axis Bridgeport Ballserew rig 

The first machine to be tested was a single axis test rig from Bridgeport (VMC 800) shown in 

figure 8.1. a. It only has one axis (linear guide ways) with no covers to guarantee easy access 
to all structural parts. The rig is part of a current EPSRC project and fitted with both rotary 

and linear encoders. The controller is a Heidenhain TNC 46 with Siemens axis drive. 

The servo drive was excited with both harmonic signals at different frequencies and white 

noise using the signal injection technique developed by Freeman [145]. The resulting table 
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movement was measured in 3 axes with eddy current NCDTs, accelerometers and a linear 

feedback encoder. Figure 8.1. b-d shows the experimental set up for this test. 

The NCDT's were mounted onto a rigid tri-pod, whereas the accelerometers, unlike the 

NCDT's do not need a reference point, were positioned directly on the machine table. 

First han-nonic signals with I 00ýtm peak-peak and frequencies between I Hz and I OOHz were 

injected into the position loop. 

Figure 8.2. a-c shows the response on the encoder output, NCDT and accelerometer in 3 axes. 

The results illustrate clearly that at I OHz already the axis not only moves on the commanded 

direction, but also in the other 2 directions. Between 20Hz and 50Hz the movement in the X- 

and Z-axis is as big as that in the Y-axis, which is the direction of the driving system of the 

single axis rig. This can be seen as the frequency limit of the system, where the structural 

vibration in 3 axes suppresses the controlled movement of the table in I axis. 

The figures also show again the reason why accelerometers do not work well at low 

frequencies (refer to chapter 6.2.1). 

190 

Figure 8.1: Experimental tests on the single axis hallserew test rig: 
The Bridgeport VMC 800 single axis rig (a) 
Experimental test set upfor the dynamic tests on the axis drive (b) 
Linear encoder (c) 
Tri-axis accelerometer and NCDT (d) 
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Instead of a harmonic excitation signal in the following experiment a white noise signal was 

used to drive the single axis rig. Unlike the previous test this should give the whole non- 

parametric FRF in 3 axes for the mechanics of the Bridgeport machine (ballscrew etc. ) 

including the Siemens servo drives. The FRF input is the injected signal, where the output 

was either the encoder signal or the NCDT signal in 3 directions. The accelerometer signal 

has not been taken into account since it cannot be used to measure a static or slow moving 

table. Figure 8.3 shows the measured non-parametric FRFs. 
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Figure 8.3: The non-parametric FRF's of the VCM 800 Bridgeport single axis rig 

Unfortunately, the data-acquisition system of the General Data Logger was limited to 10.000 

samples, which was not enough to carry out sufficient averaging in order to smooth the 

measured FRIF without sacrificing a high frequency resolution (number of frequency lines in 
frequency response). 

Nevertheless the figure clearly shows structural resonances at 30Hz and a maximum 

bandwidth of about I OHz. Above IOHz the difference in gain between the Y-axis encoder and 
NCDT (driving direction) and the X- and Z-axis NCDT become too low and the controlled 

axis movement was overshadowed by structural vibrations in all 3 directions. 

However, the main reason for the distinguished resonant peaks here was the way that the table 

was attached to the Bridgeport rig. This flexible attachment, which was the result of adding 

mass to the rig from previous tests, does not belong normally to the Bridgeport machine 

configuration. The next machine investigated is the Cincinnati Arrow 500 machining centre. 
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8.2.2 3 axis Cincinnati vertical machining centre 

Unlike the Bridgeport single axis rig this is a fully assembled vertical milling machining 

centre. The Arrow 500 has Siemens axis drives and controller (840D). The test procedure was 

the same as in the previous section. Hannonic and white noise signals were injected in the 

position loop of the controller using the data logger and the table movement measured using 

the linear positioning encoder, tri-axial accelerometers and NCDT's. The measurement was 

carried out for the X- and Y-axes, which represent the direction of the movement of the table. 

The X-axis, which is the top axis of the two, was expected to have a higher bandwidth 

because it carries less weight. Figure 8.4 shows the experimental set up. 

In the first test, the signal injected into the position loop was a hannonic excitation of tile X- 

and Y-axis servo drive at frequencies between I Hz and I OOHz, and I OOpm peak to peak. The 

response again was measured in all 3 axis using accelerometers and NCDTs (figure 8.5). 
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Figure 8.5: Harmonic excitations of the Cincinnati Arrow 500 at 50Hz: X-axis (a) and Y-axis (b) 

The figure shows that at 50Hz excitation of the driving axes, the tri-axial sensors already 

revealed structural vibrations all three axes. 

The following white noise tests (figure 8.6) were used to estimate the non-parametric FRF in 

both axes and therefore give more exact inforination of the maximum bandwidth on the servo 

drive of this machine. The figures show that at about 25Hz for the Y-axis and 50Hz for tile X- 

axis, the controlled movement of the excited single axis starts to be overshadowed by 

structural vibration in all 3-axis. 
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Figure 8.6: The non-parametric FRF's of the Cincinnati Arrow 500: X- axi. v (a) and Y- axis (b) 

This is much better than on the previous balIscrew rig with the improvisational table 

attachment, since not only the bandwidth is higher, but also resonant peaks are not apparent. It 

should be mentioned that usually the low pass filter of the drive system is adjusted to filter 

any mechanical resonances of the machine structure out in any case, since these are highly 

undesirable. As expected the bandwidth of the Y-axis was lower since it not only has to carry 

its own weight but also the weight of the X-axis. 

The tests have shown that the test procedure of injecting an excitation signal into the servo 

drive of one axis and measuring the resulting table response in 3 direction using displacement 

sensors, is a good method to link the dynamics of the drive system with the structural 

vibration of the machine tool, whereas pure modal testing, usually only done with 

accelerometers, only determines the structural dynamics of the machine. 

8.3 One dimension vibration control of the single axis ballserew rig 

Next the active work-piece holder and its controllers were tested without cutting. Instead the 

servo drive of the machine and the previously discussed signal injection technique were used 

to excite the system, with the active vibration control system trying to reduce it. The tests 

should show that it is possible to control the previously investigated 3 axis structural 

vibrations of the single axis rig, using the piezo electric active vibration system. 

195 



Chapter 8 Active vibration control on machine tools 

8.3.1 Simulation 

A MATLAB SIMULINK simulation model of the adaptive control system on the single axis 

ballscrew ng was constructed. The 2 relevant transfer- functions of the primary and secondary 

path needed to be identified first (refer to section 6.5.2). The non-parametric models (FRFs) 

were measured using the signal analyser and the general data logger [145]. From this 

unknown model the mathematical parametric model was estimated using the adaptive IIR 

LMS filter (Feintuch algorithm - refer to 4.4.2). This off-line identification routine, 

programmed in SIMULINK was previously introduced in section 6.5. 

Figure 8.7 shows the experimental set up used to measure the FRF of the single axis rig 

(primary path) by using the feedback sensor of the active vibration control system (mounted 

on top of the machine table) together with the general data logoer. 

51 

: 

Figure 8.7. The measurement of the primary path FRF, with the active ýýI, stetn holted onto the table of the 
single axis Bridgeport rig 

The feedback sensor for the controller was the accelerometer, whose output was integrated 

twice to obtain the displacement of the inner table of the active work-piece holder. The 

measurement of the FRF of the secondary path used the same sensor as the primary path but 

the excitation this time was introduced through the piezo actuator of the control system. The 

table displacement was monitored using NCDTs. 

Both the mathematical models of the secondary path and primary path were obtained off-line 

using the SIMULINK identification routine. The secondary path model was also compared 

with the estimated model produced by the optional calibration routine of the digital controller 

(refer to 6.6-2). 

Figure 8.8 shows the comparison between the unknown primary- (a) and secondary path (b) 

and their estimated digital models for the Y-axis. 
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Primary path (a) 
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The X- and Z-axis of the primary path were identified so that the system could be simulated 
in all 3 axes. The collected data of the primary path needed to be re-sampled in order to match 
the sampling frequency of the secondary path. This was necessary since the sampling 
frequency of the general data logger (50OHz) was 10 times lower than the sampling frequency 

of the spectrum analyser (500OHz). The model order of the primary path was relatively high 

(25 Oth order) compared to the secondary path (35 th order). The reason for this was the 
limitation of the general data logger to collect only 10000 samples at high sampling frequency 

(the spectrum analyser has no such restriction). This meant that the noise of the FRF could not 
be averaged out, which led to a higher order of the model (figure 8.8. a). 
Having identified all the relevant transfer- functions, the performance of the adaptive control 
system in reducing the vibration of the single axis rig was simulated. The 3-axis model of the 
Bridgeport rig was excited through the servo drive with a 10 pm peak injected signal at 8OHz. 
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At this frequency, the table was vibrating in all 3 directions (structural vibration rather than a 

controlled axis movement). 

Figures 8.9 to 8.11 show the simulation results for the Bridgeport model using the adaptive 

feedback controller for the Y-axis (excited axis). 

Figure 8.10: Simulation of the table movement o the Bridgeport rig at 80Hz with the Y-axis controller off f 
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Figure 8.11: Y-axis movement of the Bridgeport table with the adaptivefeedback controllers, activate 

The forced vibration was reduced by approximately 60% for the classical feedback- (leaky 

FXLMS algorithm) and by over 95% using the IMC feedback- structure (FXLMS algorithm). 

The sampling frequency in both cases was 500OHz and the adaptive controller had a 65"' 

order FIR filter with an adaptive step size (ýt) of 0.0002. 

The following experiments on the real rig validated this simulation and also confirmed the 

fact that unlike the servo-drive, the piezo-actuators on two orthogonal axes do not affect each 

other. The simulation in 3 axes also showed the potential of modelling structural elements of 

machine tools using adaptive digital filters. The advantage of these digital model estimators is 

that they can perforin real time identification and control. 

Fassois et al [158] for example have used an adaptive controller to control the feedrate of the 

CNC servo, with the objective of tracking the cutting force to a given reference signal. An 

ARMA model and recursive estimator plus a fast Kalman algorithm were used for the on-line 

modelling of the CNC servo and changing cutting dynamics. The simulation has shown that 

the adaptive algorithms were capable of modelling and controlling the cutting force so that it 
followed the reference force even under sudden changes in the machine dynamics. Unlike 

machine controllers with conventional feedback configurations, which non-nally need to be 

tuned, the adaptive version does not require any prior knowledge of both CNC servo and 

machining process in order to adjust its control parameters. 
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8.3.2 Experimental validation 

After successful simulation, the control system was validated against the real single axis 

Bridgeport rig. The two controllers suitable for vibration control on machine tool structures 

were tested (refer to 6.9): 

" Manual feedback controller using the traditional feedback structure 

" Adaptive FIR feedback controller using the traditional feedback structure 

The adaptive controller with the IMC feedback structure could not be tested here, since it 

required too much computational power for the available digital data acquisition platform at 

5kHz sampling frequency. The manual controller only was tested as an alternative to the 

adaptive controller. It revealed that the active work-piece holder was successful in reducing 

vibration, using both displacement and force feedback. The following results only show the 

displacement feedback, since the dynamic force was very small (inertia of the weight from the 

inner table of the active work-piece holder). 

Figure 8.12 shows the experimental set up for the adaptive digital controller, whereas figure 

8.13 represents the manual electronic controller. 
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Figure 8.12: Schematic of the experimental set up to control vibrations on the single axis Bridgeport rig using 
the digital adaptive controller 
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The identification of the secondary path for the adaptive controller was done with the optional 

on-line calibration routine. It was found that the estimated model was just as good as with the 

designed off-line identification routine using SIMULINK. 

As already discussed, the feedback sensor was the double integrated Y-axis accelerometer 

output, whereas the resulting 3-axes vibrations were monitored using the NCDT's. At SOHz, 

the 20urn peak-to-peak injected signal into the servo drive resulted in structural vibrations of 

about 0.5ýtrn peak-to-peak amplitude in the X direction, 5.6pm peak-to-peak in the Y 

direction and 5-7ýtrn peak-to-peak in the Z direction. This validated the estimated 3-axis 

mathematical model of the Bridgeport rig in the previous section. 

Figure 8.14 shows the reduction of vibrations in the Y-axis using the manual (a) and adaptive 

controller (b). 
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The vibration was reduced by about 60% for the adaptive controller and 40% for the manual 

controller. The major advantage for the adaptive controller was that the vibration was reduced 

automatically without tuning whereas time needed to be spent adjusting the parameters for the 

manual controller. The double integrated accelerometer signal had a good signal to noise 

ratio, and unlike the NCDTs, against which it was calibrated, did not need a reference point. 

The results show that the adaptive FIR feedback controller using the classical feedback 

structure and leaky FXLMS algorithm validated the simulation results. 

As a conclusion for these static tests on the single axis ballscrew rig, figure 8.15 illustrates the 

whole experimental procedure using the adaptive controller. 
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Figure 8.15: Experimental set up of the active vibration control system on the Bridgeportsingle axis rig 

Next the active control system is tested on a machine tool under cutting conditions. 
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8.4 Cutting tests on a 3-axis machining centre with integrated active vibration system 

The active vibration control system was integrated onto the same vertical machining centre 

used earlier for the first cutting test (Beaver VC 35 - refer to chapter 5). This allowed the 

improvement that the vibration control system has made to the machine tool perfon-nance to 

be revealed. Just as before, a 100 mm face mill cutter was used. 

Figure 8.16 shows the integrated piezoelectric active vibration control system mounted on the 

re S. 10: Th t, vertical ill achinin,,, , entre (Beaver VC 35) with the inlegi a wd p i, ý, ) -electric active vibration 
control system 

8.4.1 Superimposed vibration 

The first cutting test was carried out by driving the control system in open loop. This meant 

that the active vibration control system was used to superimpose vibrations onto the cutting 

process. This validated the design of the system by showing whether it was possible to 

influence the cutting process at all by using the piezo actuator control system. If not there 

would be no sense in activating the adaptive control system in the hope that it would reduce 

the dynamic cutting force and vibration level of the cutting process. 

it was important to select the frequency of the superimposed vibration between the harmonics 

of the tooth pass frequencies to see its maximum effect. It was decided to excite the actuator 

system at 330Hz for the chosen cutting conditions. This would result in an independent 

vibration source since it is in between the tooth pass frequencies of 295Hz and 354Hz. It was 

also unaffected by the 30OHz vibrations of the spindle thyristor drive. Both axes were excited 

separately in order to see whether there was any cross-talk between them. As already 
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mentioned in the section 8.2 it was important, from a control point of view, that the actuator 

only modified the vibration in its own direction without influencing the other 2 axes. 

The 330Hz vibration was first superimposed onto the cutting process via the X-axis of the 

piezo-electric actuator system. During this cut the actuator was switched off in order to see 

the difference it made. The cutting process was recorded using all the sensors of the active 

vibration platform, including the accelerometer on the spindle housing. 

As an example, figure 8.17 shows the measured cutting force, with superimposed vibrations 

into the X-axis. The spectral density of each section of the cut shows the significant difference 

the piezo-electric actuator system made to the cutting process. I 
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Figure 8.17. The measured cuttingforce in X-axis with superimposed 330 Hz vibrations through the X-axis 
actuator 

it was found that it was possible to influence the cutting process significantly. There was also 

very little cross talk between the X- and Y-axIs, which makes the plezo-electric actuator 

system ideal for the control purposes. Furthen-nore the open loop tests validated the 

rnechanics and design of the piezo-electnc actuator system. The next senes of tests show how 

the system can be used to control the cutting process of a light and stable cutting operation. 
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8.4.2 Active vibration control of a light and stable cutting operation 

Before the control system was used under heavy unstable cutting conditions, all the available 

controllers were tested on a light cutting operation without any coolant. The system should be 

able to control and reduce the dynamic cutting forces and the vibration levels of the cutting 

process and improve surface finish. 

The cutting conditions for all the following tests were: 

* 100mmfacemlll, D, 

8 inserts, m 
477 RPM spindle speed, n 

267 mm/min feedratej 

76 mm width of cut - width of the work-piece -, a, 

1 mm axial depth of cut, a. 

0 mm tool offset 

Figure 8.18 shows the experimental set up for the dry CLIttIII, (, ' tCStS. 

Figure 8.18: The experimental set upJor the dry cutting test. %;: 
Control system (a) 
Piezo-electric actuatorsystem (b) 

8.4.2.1 Active vibration control using the manual feedback controller 

The first controller to be tested was the manual feedback controller, with traditional 1ecdback 

structure (refer to chapter 6.3,6.8.2 and 6.9). This controller can be used to control a single 
frequency in the vibration spectrum, by manually adjusting the gain and phase of flic i'ccdback 

signal so that it is 180' out of phase with the vibration signal. 

In this test it was used to reduce the 30OHz vibrations caused by the thyristor drive of the 

spindle motor. As already mentioned in chapter 5, this forced vibration is amplified 
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significantly by a structural resonance in the spindle housing also at around 30OHz (refer to 

chapter 5.4 and 5.5 - figure 5.8b). The accelerometers on the spindle housing are therefore 

used as feedback sensors for the controller. Although the structural dynamics of the spindle 

housing acts as a bandpass filter for the 30OHz vibration, the additional bandpass filter for tile 

manual controller made sure that the feedback signal was a pure harnionic signal with only 

varying amplitude. After the modification of the gain and phase through the controller, the 

control signal was fed to the piezo-electric actuator signal. 

Figure 8.19 shows the difference of the spectral density with the controller on and off. 

The figure shows that as expected the controller successfully modified the 30011Z ý,, Ibratlon 

and its han-nonics. However, the reduction of the 30OHz vibration was only 19%. The reason 
for that is a poor transfer- function between the secondary path (open-loop transfer-function of' 

the control system between the actuator and feedback sensor - refer to the next section). The 

next test with the adaptive controller showed that the force sensor and work-piece 

accelerometer, which are closer to the actuator system, are much more suitable as feedback 

sensors. 

8.4.2.2 Active vibration control using the adaptive feedback controller 

In this test the adaptive feedback controller with the traditional feedback structure (refer to 

chapter 6.8 and 6.9) was used. The feedback sensor was either the work-piece accelerometer 

or the force sensor located on the piezo-clectric active work-piece holder. The advantage of 

the adaptive controller is that it will not only control a single vibration frequency, but 

depending on the size of the adaptive filters, the whole region of the dominant frequencies 
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(modal frequencies). Furthermore it does not require any complicated and time COIISLIIIIing 

tuning like many other control techniques. Figure 8.20 shows the schematics of the 

experimental test set up for both feedback options (dynamic cutting force and work-piccc 

acceleration). 
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Figure 8.20: The schematics of the experimental set upfor the adaptive controller 

8.4.2.2. a Identification of the secondary path 

Before the adaptive controller could be used, the secondary path needed to be calibrated (refer 

to chapter 6.7). Since the secondary path is the transfer- funct loll of the open loop for a 

traditional feedback control system it can be used as an indication for the closed loop 

performance of the controller and the most suitable feedback sensor. The identl ficatioll o I- tile 

secondary path was carried out with all the available sensors as possible feedback sensors for 

the control system. The identifications were carried out off-line, and on-line using tile 

calibration routine of the adaptive controller on-line (refer to chapter 6.6.2). 

Apart from the right choice of feedback sensor, there was also the question to be asked, 

whether the proper secondary path is the one with the too] attached or not attached to tile 

work-piece. This would depend on the physical connection of the cutting tool inserts to the 

work-piece. The idea was to measure both secondary path transfer functions and, if very 

different, to use both of them for the adaptive controller and compare their performance. The 

advantage of the manual controller was that it did not require any knowledge of the dynamics 
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of the open loop or secondary path transfer function. Figure 8.21 shows the set Lip Ior both the 

experiments, with the tool attached and not attached to the work-piece. 

In order to estimate the FRF of the secondary path for both axes, white nolse was used as all 

excitation signal for the piezo-electric actuator system. 

Figure 8.22 and 8.23 show the FRF of the secondary path for both axes, using tile lorcc sensor 

as feedback sensor. It seems that it makes little difference to the FRF whether the tool is 

attached or not to the work-piece. It therefore looked promising to use tile lorce sensor as 

feedback sensor for the adaptive controller. The secondary paths of botli axes also seemed to 

be very direct, without affecting each other (25dB difference for the X-axis and 39dB for the 

Y-axis). Another advantage in using the force sensor is the effective bandwidth, from almost 

OHz to over IOOOHz for the Y-axis (50OHz for the X-axis). 
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Figure 8.23: The Y-axis secondary path using theforce sensor asfeedback or error sensor 

The other suitable feedback sensor is the work-piece accelerometer. Just as witli the force 

sensor before the secondary path was not much different, whether the tool was attached to the 

work-piece or not. The measured cross talk here was also very small (about 20dB). Tile only 

thing to keep in mind was that an accelerometer is not very suitable for ineasumig low 

frequencies. For measuring chatter however, an accelerometer Is usually Ideal, since the 

frequency is typically over I OOHz. If, for some machines the chatter 1requcncy or tile niodal 

frequency to control is low, the accelerometer signal can be integrated once or eveii twice, to 

obtain the velocity or displacement of the vibrations, although this again would be at tile cost 

of a good sensitivity at high frequencies (refer to chapter 6.2.1 ). 

The spindle housing accelerometer was found not to be useful as the feedback sensor for tile 

adaptive controller. Tests have shown no margin between the response sensor of tile activated 

and not activated axis (cross-talk), which means that it would be difficult to use them as 
feedback sensor. Furthermore, the secondary paths with and without the tool attached to the 

work-piece, were very different. This is not an advantage for the experimental testing of tile 

controller. 
For the following tests, only the force sensor and the work-piecc accelerometer were used as 
feedback sensors for the adaptive controller. Since the tool does not have to be attached to the 

work-piece, the optional calibration routine of the adaptive controller call be used for 

convenient on-line identification of the secondary path. 
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8.4.2.2. b Acceleration feedback 

First the accelerometer was used as feedback sensor for the adaptive controller. The 

expenmental set up was previously illustrated in figure 8.18 and 8.20. Several cutting tests 

were carried out to judge the repeatability of the perfon-nance of the controller. 

Table 8.1 is gives the controller parameters. 

Adaptive feedback Controller Secondary path identification 

Adaptive algorithm Leaky FXLMS 
- -- 

FEINTUCH IIR INS 

Filter T57T I iý 35 th IIR 

Adaptive step size p 0.1 (X-axis) , 0.005 (Y-axis) 0.00005 

Leakage factor y I - 
Sampling Frequency 500OHz 500OHz 

Reconstruction filter 4"' order Butterworth (4kHz cut off) 4"' order Butterworth (4kHz cut off) 
Digital Gain 1 3.0 (X-axis), 1 .0 (Y-axis) 

Analogue Gain 4.5 (X-axis), 3.0 (Y-axis) 1.0 

Table 8.1: The parameter settings of the adaptive acceleration feedback controller 

The higher the controller and filter order at the highest possible sampling frequency the better 

the performance of the controller (refer to chapter 6.9). 

Figure 8.24 shows the performance of the adaptive piezo-electric control system using tile 

measured vibrations (acceleration) as feedback signal on the stable cutting process. 

The figure shows that the controller was able to reduce the vibration level significantly. 'I'lle 

reduction was mainly achieved around the system resonance (as on the beam test rig). 

16 
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Figure 8.24: Performance of the adaptive acceleration feedback controlsystem (Y-axis) on a stahle cutting 
operation: Time response (a) and Power spectral density (b) 

For the X-axis the system reduced the vibration level by 10- 11 dB (70%) at around 60OHz. For 

the Y-axis it was 16-17dB (85%) at around IOOOHz. This can be explained by the good 

sensitivity of the accelerometer around the resonance, which results in a strong feedback 

signal for the controller and actuator. 

For the run-in and run-out of the cutter (refer to chapter 5.6), where the vibration level is 

much higher, the reduction was higher compared to the middle section of the cut (figure 

8.24. a). The other reason, why the vibration level at the beginning and end of the cut are 

higher is because of the holes for the screws holding the work-piece, which lead to strong 

forced vibrations at the tootb pass frequency (and its harmonics). The control system was 

nevertheless especially effective in reducing this vibration. 

8.4.2.2. c Force feedback 

The next feedback sensor for the adaptive controller to be tested was the dynamic cutting 

force. It was necessary to filter the cutting force in order to separate the dynamic cutting force 

from the static cutting force. Feeding the static cutting force back to the controller eff'ectively 

reduced the system stiffness, since the actuator system would try to avoid the cutting process 

completely (by moving the actuator in the opposite direction to the feed). To avoid this 

problem, a high pass filter (appendix Q, was used to feed only the dynamic cutting force back 

to the controller. The sensor was now able to pick up any vibration from the cutter run-out 

frequency to the maximum bandwidth of the system. 
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Table 8.2 gives the parameters for the adaptive force feedback controller. 
Adaptive feedback Controller Secondary path identification 

Adaptive algorithm Leaky FXLMS FEINTUCH IIR LMS 

Filter T5T'--F-IR 35"' IIR 

Adaptive step size p 0.001 0.00005 

Leakage factor y 0.9999 - 

Sampling Frequency 500OHz 
- 

500OHz 

Reconstruction filter tterworth (2kHz cut off) Torder-du 4"' order Butterworth (2kHz cut ofl) 

Digital Gain 1 3.0 (X-axis), 1.0 (Y-axis) 

Analog Gain 2.5 (X-axis) , 1.0 (Y-axis) 1.0 

Table 8.2: The parameter seffings of the adqptivejorcejeeahack controller 

Figure 8.25 illustrates the perfon-nance of the adaptive force feedback controller on the stable 

face milling operation. 

The reduction using the dynamic force as feedback signal was about 6 -7dB (55%) at tile 

spindle run out frequency of 7.4Hz (imbalance) and also for the tooth pass frequency of 591-1z. 

It is interesting that, compared to the acceleration feedback, the reduction of tile dynamic 

cutting force, was the same for both axes, at the same low frequencies. This was expected 

since in contrast to the accelerometers, the low frequencies were not filtered out. The fact that 

the perfon-nance of both axes was almost the same compared to accelerometer feedback may 

be explained by the location of the sensor itself. The force sensors were located iii a direct line 

with the piezo-electric actuators, and therefore picked up any movement or force generated. 
The accelerometer of the X-axis was much further away from the actuator than the one on the 

Y-axis, and the coupling was not as direct as with the force sensors (refer to chapter 7.4). 
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Figure 8.25: Performance of the adaptive dynamic force feedback control system (X-axis) on astable cutting 
operation: Time response (a) and Power spectral denshýv (b) 

Although the overall reduction in vibration seemed to be less than with the accelerometers, 

from the generated surface point of view the dynamic cutting force feedback performed better 

as the following results show. 

Figure 8.26 compares the surface just before and after the adaptive force I'cedback controller 

was activated. More information about the characterisation of surface topography used in tills 

project are given by Jiang and Blunt [ 130,131 ]. 
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Figure 8.26: The generated surjace with (b) and without (a) the controller activated 

Although the generated surface was in the Z-axis direction, which is not under control, tile 

piezo-electnc adaptive control system in X- and Y-axis still led to a significant improvement 
in the surface finish. Both roughness and waviness were improved. 
Table 8.3 summarises these improvements. 
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Adaptive force Controller off Adaptive force Controller on 

Surface roughness Sq in Z-direction 3.493 2.748 

(Roughness wavelength 0-0.8nim) 

Surface waviness Sq in Z-direction 1.148 0.93 

(Waviness wavelength 0.8 - 5mni) 

Reduction of the dynarnic cutting 6-7dB (55%) at 7.4Hz and 59Hz 

force for the X-axis (Spindle run out and tooth pass frequency) 

Reduction of the dynamic cutting 6-7dB (55%) at 7.4Hz and 59Hz 

force for the V-axis (Spindle run out and tooth pass frequency) 

Table 8.3: Overall improvement through the adaptiveforcefeedback controller 

Better improvements in surface finish can be expected for a peripheral milling operation, 

where the reduction in vibration and cutting force are in the sarne direction as the generated 

surface finish. 

The surface finish of the acceleration feedback system was also analysed, but sincc the main 

reduction in vibration was at high frequency (50OHz for the X-axis and I kliz t1or tile Y-axis), 

which appeared to be higher than the bandwidth of the discrete SUrface textUre instrument, it 
has not been taken into account. It can therefore be concluded that the typc of' feedback sensor 
is important for the control objectives. The surface finish of a stable cutting opcration is at 

very low frequencies, where the sensitivity of the accelerometer is very poor. It' a vibration 

sensor is used then the displacement signal would be much more appropriate. This caii be 

achieved by integrating the accelerometer signal twice as already been demonstrated in 

section 8.3.2. Otherwise the dynamic cutting force signal does the same job. 

8.4.3 Active vibration control of a heavy and unstable cutting operation 
The last experimental tests of the project were to control cliatter vibration using the developed 

piezo-electric active vibration control system. 

The cutting conditions for all the following tests were: 

o 100mmfacemlll, D,. 

0 inserts, in 

o 477 RPM spindle speed, it 

e 133 mm/mIn feedrate, f 

9 76 mm width of cut - width of the work-piece -, a,. 

s 2-3 mm axial depth of cut, a, 

e 0-8mm too] offset 
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Before any heavy cutting could be done, the system was checked to make sure would be 

liquid tight. Unlike the light cutting tests, which were done dry without cutting fluid, the 

heavy cutting operations, needed coolant in order to dissipate the thennal energy generated 

through the cutting process, so that the tool, work-piece and instrumentation of the piezo- 

electric system were kept cool. This was important especially for the piezoelectric actuator 

[90]. The humidity sensors showed that the humidity still exceeded 60% RH (refer to 7.4.2.4) 

over a period of time flushing the system with coolant. In order to keep the pockets of the 

PZT actuators dry, a pneumatic air supply was used to create dry air pockets, by injecting air 

at a few mbar higher than the atmospheric pressure (the regulation was done by a pressure 

control valve). 

Figure 8.27 shows part of the pneumatic circuit and initial experiments to judge its 

perfon-nance. 

The experiments showed that the humidity was stable and never increased over 10% RH, 

even over a long period of cutting trails. This was an ideal solution, since the humidity in tile 

workshop had fluctuations, between 20- and 55% RH depending on the weather. 
The first wet cutting operation was to increase the axial depth of cut until the cutting process 
became unstable and on the brink of chatter. 

It was mentioned earlier that force or displacement feedback are the better feedback option to 
improve the surface finish of a stable cutting operation. For an unstable cutting process, 
however, the accelerometer may be the better solution. The main chatter frequency of this 

machine using the same face mill was about 450-46OHz, which is the ideal frequency for an 
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accelerometer (refer to chapter 5.6 and 5.7). Therefore the accelerometer was used cis 
feedback sensor for trying to control unstable cutting operations (chatter). 

Figure 8.28 shows the experimental set up for the heavy cutting tests (see also figure 8.20). 

The control parameters were the same as shown in table 8.1 except for a reduced analogue 

gain. Figure 8.29 shows the effect the adaptive control system has made Ior an unstable 

cutting operation (the surface finish in figLirc 8.29. b was captured with a di I igital camera) 
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Figure 8.29: Control of chatter vibrations using the adaptive active vibrali.... --fro/ %vsfen. RI it- ii 611 on it 
vibrations (a) and the improved surfacefinish (b) 

The figures show that the system successfully controlled chatter vibration with the result that 
both the vibration level and the generated surface were improved significantly (no cliattcr 

marks). 

Figure 8.30 to 8.33 confirm the results by showing the spectral density of all the sensors 
before and after the controller was activated. 
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Figure 8.30: The linear spectral density of the X-axis work-piece acceleromete) 
before (a) and after (b) the controller was activated 
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X-axis acceleration spindle housing (Controller Off) 
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Figure 8.32: The linear spectral density of the X-axis spindle housing 
accelerometer before (a) and after (b) the controller was activated 

218 
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before (a) and after (h) the controller was activated 
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Y-axis acceleration spindle housing (Controller Off) 
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Figure 8.33: The linear spectral denshýr of the Y-axisspindle housing 
accelerometer before (a) and after (b) the controller was activated 

The chatter vibrations were the same as previously investigated (refer to chapter 5.6) cxccpt 

for a slight change in the dynamic response due to the active work-piece holder. The 

vibrations were still amplified through the spindle unit at around 300-500 Hz and 900 Hz. 

The chatter frequency of 458Hz still dominated the spectrum of the work-piece acceleration 
(X-axis), and also shows huge amplification of the chatter sidebands. The figures also confirni 

the observation made earlier, that the chatter frequency is modulated with the tooth pass 

frequency (refer to chapter 5.6). As suggested earlier, there might be a great benefit in using 

this knowledge to help identify the development of chatter at an early stage. When the 

controller was not active the spectral densities mainly showed the chatter frequency and its 

sidebands, whereas after the controller was activated they mainly consisted of the tooth pass 
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fTequencies. The 300 Hz forced vibrations of the spindle unit is not clearly visible here since 

the 5 th han-nonic of the tooth pass frequency is far too close (295Hz). Compared to the 

previous cutting tests the spindle speed was set at 477RPM rather than 41 ORPM. 

Figure 8.34 reveals the reduction in the vibration level the control system has achieved. 
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The controller has significantly reduced the vibration level and the reductions are mainly at 
the system modal frequencies. The vibration level at around 339Hz was reduced by 23dB, 

whereas at 1024 Hz it was 24.5dB. This means that the adaptive controller is ideal, since it is 

not only capable of controlling one frequency, but all the relevant modal frequencies (refer to 

chapter 6.8.2). This is especially important for relatively stiff cutting tools, such as the face 

mill, whereas the more flexible end mill for example (refer to figure 5.17), only showing one 
harmonic chatter frequency (I distinguished mode), should be far easier to control. 

8.5 Summary 

During this chapter the tests of the active vibration system on machine tools have been 

described. Only these tests could validate the aim of the whole project, to control machine 
tool vibrations on time varying multipoint cutting operations such as milling machines. 
The tests included the estimation of usable bandwidth of a traditional ballscrew axis servo 
drive. An experimental procedure has been established to obtain this. Two different small- 

sized machines have been investigated and revealed the limitations a standard axis drive 

would have for active vibration control of the cutting process. In order to establish the 
importance of the highly sensitive piezo-actuator system even further, it has been used to 

cancel the injected forced vibration through the standard axis drive. This test included 

simulation and experimental validation. Furthermore the simulation used an estimated 3-axis 

mathematical model of the servo drive of the machine tool including its structural dynamics. 

This model was estimated using the developed adaptive digital filter routines, and confirmed 
the importance it can have in modelling the complex and changing dynamics of machine tool 

structures in real time. After the integration of the piezo-electric control system to a vertical 

machining centre, open loop tests showed that it was possible to influence the cutting process 

significantly with superimposed vibration. The manual vibration controller was successfully 

used to reduce the 30011z forced vibration through the thyristor spindle drive. Through the 

estimation of the secondary path of the adaptive controller it was found that the dynamic 

cutting force and work-piece acceleration provide the best solution for the feedback scnsor. 
Both sensors allow easy and convenient on-line identification of the secondary path. The 

adaptive controller was successfully used to control a stable and unstable face mill cutting 

operation. The vibration and surface finish were improved significantly and showed that the 

adaptive controller was an ideal control solution. 
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Chapter 9 

Conclusions and suggestions for further work 

9.1 Conclusions 

The main aim of this project, to develop and build a universal adaptive, active vibration 

control system for reducing the vibrations of an intermittent cutting process (milling), has 
been achieved. 

The work presented has shown that machine tool vibrations, in particular machine tool 

chatter, play a vital role in its performance. The value of machine tools today is directly 

proportional to this performance (e. g. Maximum Metal Removal Rate and surface finish). 

Previous research work on improving the performance due to machine tool vibrations was 

mainly focused on process control (not vibration control). This involves the variation and 

optimisation of the parameters of the cutting process such as spindle speed and feedrate. It has 

been shown to be very successful and there are a number of commercial systems available to 
do this on- or off line, which both have their advantages and disadvantages. However it was 

also pointed out that this method of controlling vibrations does not improve the dynamics of a 

machine tool and therefore not its MMRR capability. It is simply a method of optimising and 

controlling the machine tool parameters for a particular cutting process. 
Vibration control on the other hand changes the dynamics of a machine tool. It was shown 
that traditional passive methods, which have already been applied to their full extent are only 
popular for troubleshooting and that examples of promising active vibration control methods 
are only relatively few. Furthermore most of the research using active vibration control was 
concentrated on the turning operation only, mainly due to the fact that only a single point 
cutting operation has to be controlled. The simple integration of the instrumentation to the 
non-rotating cutting tool is also an advantage. 
The decision to apply active vibration control to a milling machine and to control the time 
varying cutting process by using digital adaptive controllers is not only novel, but also has the 
potential for significantly improving the machine's performance. 
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The following points summarise the achievements and conclusions of this work: 

1. The need for increasing the machine tool performance using active vibration control 

has been shown. 
2. A vibration analysis on a vertical machining centre has helped to concentrate and to 

put focus on the project. This included light and heavy cutting tests, modal testing and 

the investigation of other possible vibration sources. The surface finish has been 

successfully correlated to the vibration signal. The use of process parameters (e. g. 

feedrate and spindle speed) to control chatter vibrations has been studied. Possible 

methods of identifying chatter at an early stage have been developed and results 

shown on two different machines. 

3. New types of silicon accelerometers (MEM technology) have successfully been used 

to measure machine tool vibration. Their small size and price make them an extremely 

attractive alternative to traditional piezo-electric accelerometers. 

4. The theory of active vibration control has been studied. This included an overview of 

the actuators and sensors required and the theoretical basis for adaptive control 

algorithms. The whole new concept of using energy to replace mass is often referred 

to as being a discipline of smart structures or adaptronic structures. 

5. The advantages of the strategy of concentrating on discrete rather than continuous 

control methods have been demonstrated on a beam test rig. 

6. Adaptive filter routines have been written in MATLAB/SIMULINK and C. These 

routines have successfully been used to estimate and fit, off and on line, mathematical 

models to a Frequency Response Function from a modal tests. The identified 

structural models for the beam test rig have helped to develop a simulation program 
for the adaptive vibration controller. 

7. It was found, that compared to continuous methods, the discrete adaptive models are 
able to track and adjust in real time to changing structural dynamics. This makes them 

an ideal solution for modelling complex vibrating structures. 
8. The user-friendly simulation routines can be applied to any mechanical structure and 

help to find the ideal control solution. All the adaptive control and identification 

routines used here have been added to the standard MATLAB/SIMULINK library at 
the University of Huddersfield. 
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9. The simulation results on the beam structure have been validated using a DOS based 

digital control platform. All the necessary analogue signal conditioning has been 

designed and built. 

10. A comparison between traditional active vibration control (e. g. active damping), and 
digital adaptive control has been done. It was found that the traditional PID control 

methods are not always suitable for controlling machine tool vibrations, since they 

rely on a collocated sensor/actuator pair. A very practical estimation of the optimal 

sensor/actuator position has been done as a result of this. 
11. The adaptive controller was able to increase the damping of the structural modes of 

the beam test rig signifIcantly. Chatter vibrations, recorded from an unstable cutting 

process of the investigated milling machine, have been used to excite the beam 

structure. The adaptive controller was able to reduce the main chatter frequency by 

16.5dB (85%). 

12. A novel, universal prototype and demonstration system for active vibration control on 

vertical milling machines has been designed and built. The 2-axis system uses a novel 
high- resolution flexure guiding system and its integrated sensors are able to measure 
the cutting force (Kistler load washers), direct acceleration (MEM accelerometers) and 
direct displacement (Strain gauges). Piezo-ceramic based actuators are able to move 

each axis by about 6, um with nm resolution. The system is protected from cutting fluid 

and hot chips and can withstand cutting forces over 12.5kN. 

13. Implemented onto a single axis ballscrew rig, which was excited through the scrvo- 
drive, the system was able to reduce the vibrations by about 50%. A measurement 

strategy has been established to estimate the usable bandwidth of the machine tool 

servo drive. The results on 2 small-sized CNC milling machines have shown that the 

axis servo drives of machine tools generally have limitations for active vibration 
control. 

14. Adaptive filters have successfully been used to estimate a mathematical model of a 
single axis ballsrew rig in all three directions (single input, 3 directional output). This 
3-axis model not only included the dynamics of the servo drive, but also the structural 
dynamics of the machine tool. The measurement and modelling strategy therefore may 
be a useful alternative to pure modal testing, which only measures and identifies the 

structural dynamics of a machine. 
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15. The developed active vibration control system has successfully been used to influence 

the cutting process of a stable face milling operation. Pre-defined harmonic excitation 

forces have been added to existing cutting forces of the milling operation, and 

therefore changed the vibration response in a defined way. 

16. The developed active vibration control system has successfully been used to control 

and reduce the vibration of a stable face milling operation by up to 16-17dB (85%). 

Although only the 2 axes in the plane perpendicular to the rotating spindle axis were 

under control, the adaptive dynamic cutting force feedback control system has 

improved the surface finish, leaving the even more promising peripheral cutting 

operations open to future work. 

17. The developed active vibration control system has successfully been used to control 

and reduce the vibration of an unstable face milling operation. The system was able to 

stabilize the cut and eliminate chatter vibration. The vibration level at the modal 
frequencies has been reduced significantly (23dB or 92.9% at 339Hz and 24.5dB or 

93.9% at 1024Hz), and as a result a significant improvement in the surface finish has 

been achieved. 

9.2 Suggestions for further work 

These promising results on the demonstration rig leave much potential for future work. The 

fact that active vibration control can be used for controlling the cutting process for even very 

stiff face mill cutting tools, opens the door for design engineers to reconsider the mechanical 

design of milling machines. Depending on the cutting tool and work-piece, active vibration 

control can increase the performance and cutting speed even on relatively low cost machine 

tools. 

For the developed system there are a few simple and low cost improvements that could be 

made. First reducing the guide way stiffness and therefore increasing the maximum stroke of 

each axis up to 8-10gm could optimise the existing 2-axis system relatively easily. Secondly 

the cutting trials could be extended to peripheral cutting operations. This should show even 
better results, since the generated surface finish has the same direction as the axes under 

control. Also the normally relatively flexible and lightly damped peripheral mill would be the 

main cause for mechanical instabilities (chatter) and therefore an ideal show case for the 

active vibration control system. 
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Other improvements are listed below: 

1. A faster and more up to date, DSP based, digital controller platform could be used. More 

computational power would make it possible to increase the sampling frequency, model 

order and to use other recursive adaptive algorithms. 
2. A faster digital controller may also allow for the on-line identification of the secondary 

path during cutting. The identification routine could continuously run and the secondary 

path could be updated periodically. Also no white noise excitation signal would be 

required, since the multipoint cutting operation excites the system adequately. This is one 

advantage of the intermittent cutting operation compared to a single point operation. 
3. A major improvement would be the integration of the whole actuator system into the 

spindle head of the machine. Although this would mean that the system could only be 

used for one machine, it would have the advantage of controlling the spindle and tool 
directly. This would mean that the table would be free to mount a work-piece of any size, 

which is not possible on the current system. 
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Appendix A 

A selection of the adaptive control program code 

A. 1 The secondary path calibration program 

The following key code is taken of the sec_cali. cpp program 

H Section 3 
// Start the CONVERSION LOOP for the calibration process 

printf("THIS PROGRAM CALIBRATES THE SECONDARY PATH USING AN ADAPTIVE IIR FILTER 
\n"); 
printf("IT IS THE X- AXIS OF THE ACTIVE VIBRATION PLATFORM (10011ex) \n\n\n'1); 

printA"Press the keyboard in order to enable the X-axis calibration process\n\n"); 
if (! kbhito); 

getcho; H The key needs to be thrown away, otherwise the program stops altogether 
printf("Press the keyboard to disable the calibration processVAn"); 
while(! kbhito) 

// Section 3.1 
H Chechs the digital input until a the trigger has occured 

while (IO-bit ý MASK_DIGITAL_C7) 

IOinput = inportb(base I+ 10); 
H Reads, because the PIO register or port (base+1 1) is set to 155, means that all 1/0 
H (Port A, B, C) are set to Input. So port C (base+ 10) and its 8 bits are going to be read in 

IO_bit = IOinput & MASK_DIGITAL_C7; 
// We read in the I bit (1/0 C7) and map it with 1000 0000 (80 Hex). Means that we logically 
H (AND) connect each bit from PORT C with 
H 1000 0000. Means if the digital input C7 is high 1, IO-bit is 1, if it is 0 10-bit is 0. 

while (10-bit ý 0) 

IOinput = inportb(base 1 +10); 
IO-bit = loinput & MASK_DIGITAL_C7; 

H End of section 3.1 

H Section 3.2 
H Reads in the error and reference signal over channel ADC 15 (1 OOHex) 
H Range settings: +/- 2.5V 
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outportb(base 1+ 1 2, channel 1); 
H Select Mux channel 
aI =inportb(base 1 +2); 
H Start conversion and write the lower byte already into the memory (variable a I) 

while(! (inportb(basel+O) >= 128)) 
H Conversion takes 10 micro sec or so long until ADC bit 7 busy flag goes high (read base+O) 

al=inportb(basel+l); H Reads the high byte 
bI =inportb(base 1 +2); H Reads the low byte and starts another conversion 
sanalog_inbitl =(al *256)+bl; H Combine the results 

H The next comand calibrates the value from bit's into voltage 
H First we need to substract 2047 (half range -> 4095 full range) 
H Because at 2047 we have 0 Volt and then -2045 = -2.5V 
H and +2045 = +2.5V 
H The calibrated numbers of the ADC 15 (1 OOHex) are slightly diffrent 

sanalog_involtl =(float) (sanalog_inbitl-2046)*0.00126f; 

H End of section 3.2 

H Section 3.3: 
H The algorithm must be entered here 
H This section applies the filter to the input samples and calculates the 
H filtered output samples 

sinpuý_sample = gain_factoKjnput*sanalog__involtl; 
effor_signal = sinput-sample; 

H Section 3.3.1: 
H This section creates white noise or a gaussion random number with 
H its input parameters mean and standard deviation 

white_sample = 0.0; 
sum = 0.0; 
for (i=O; i != 12; i++) 

floatrand = (float) rando; 
sum = sum + (floatrand / 32767); 
white_sample = ((sum - 6) * sd) + mean; 

white_sample = white_sample; 

H END of section 3.3.1 

H Section 3.3.2: 
H This section does the LMS algorithm for the IIR filter (Nominator and Denominator) 
H The estimated or calibrated IIR filter can then be used as model 
H of the secondary path for the FXLMS 

LMS algorithm for the nominator 

for(int zn = IIRORDER; zn < (IIRORDER*2) ; zn++) 

239 



Appendix A: A selection of the adaptive control program codes 

F; 
ý 

vIIR - 
taps, 

_caIi[zn) = vIIR_taps, _caIi[zn] 
+ (mue_IIR_num 

error - of secondary_path_model * vIIR_signaI-cafi[zn]); 

END of the LMS for the nominator 

H LMS algorithm for the denominator 

for(int zd = 1; zd < (11RORDER) ; zd++) 
I 
vlIR_tapsý_cali[zd] = vlIR_taps_cali[zd] + (mue_IIR_den 
error of secondary_path_model. * vIIR_signaLcali[zd]); 
77 TEe fast coeff icient of the denuminator remains 0 
77 (This is the I in the z-transform of the ARMA model) 
vllR_taps_cali[O] = 0.0; 

H END of the LMS for the denominator 

IIR 
- calio; 

H Slnrnýtion point for model error of secondary path 
error of secondary. path_model = error_signal - slIR-filtered_output-sample_cali; 

H END of section 3.3.2 

sanalog_outvoltl = white - sample; 
sanalog_outvolt2 - error_oLsecondary_path_model; 

H END of section 3.3 (Applying the algorithm for the secondary path identification)' 

H Section 3.4 
H Reads out the first signal to DAC A (OxIOO) 
H (Filtered output signal or anti vibration in controller program) 
H In the calibration program it is the secondary path input (white noise) 

sanalog-. ýoutvoltl=sanalog-Outvoltl+5.0f, H Because the DAC is unipolar (0-IOV) but the input was (-5V - +5V), 
H the input voltage needs to have an 5Volt offset. Since the range of 
H both is I OVolt we just need an AC filter at the output e. g AC on 
// ocilloscope to filter the DAC out again 
sanalog_outbitl=sanalog__putvoltI *400; 
// The resolution of the board is I OV/2^12 = 2.44MV/bit 

This means a calibration factor of 409.6 bit/volt. 
The entered value is now in bit !!! 
After calibrating the DAC A of this board a factor of 
2.5mV/bit was identified. This means 400bits/volt. 
The offset was less than 1 bit (0.44bits) 

highl = sanalog_outbitl/256; 
lowl = sanalog_putbiti-256*highl; 
outportb(basel+4, lowl); 
outportb(base 1+5, highl); 
outportb(basel+3, O); 

// End of section 3.4 
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IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII1111111111111lIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII 
H Section 3.5 
H Reads out the second signal (model error of the secondary path) 
H to DAC B (OxIOO) 

sanalog__putvolt2=sanalog__putvolt2+5.0f; 
H Because the DAC is unipolar (0- 1 OV) but the input was (-5V - +5V), 
H the input voltage needs to have an 5Volt offset. Since the range of 
H both is I OVolt we just need an AC filter at the output e. g AC on 
// ocilloscope to filter the DAC out again 
sanalog_gutbit2=sanalog_outvolt2*400; 
H The resolution of the board is I OV/2^ 12 = 2.44mVIbit 
H This means a calibration factor of 409.6 bit/volt. 
H The entered value is now in bit !!! 
H After calibrating the DAC A of this board a factor of 
fl 2.5mV/bit was identified. This means 400bits/volt. 
H The offset was less than I bit (0.44bits) 
high2 = sanalog__putbit2/256; 
low2 = sanalog__outbit2-256*high2; 
outportb(basel+6, low2); 
outportb(base 1+7, high2); 
outportb(basel+3, O); 

End of section 3.5 
IIIIIIIIIIIIIIIIIIIIIIiIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIl111111111111IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII 

getcho; H The key from the while loop needs to thrwn away otherwise the program stops altogether 

H END of section 3 (CONVERSION LOOP FOR THE CALIBRATION PROCESS) 

A. 2 The Adaptive FIR feedback/feed forward controller (LMS or FXLMS algorithm) 

The following key code is taken of the fxlms. cpp program 

H Section 5: 
H START OF THE CONVERSION LOOP 

if (! kbhito); 

getcho; H The key needs to be thrown away, otherwise the program stops altogether 

printf("<Press the keyboard in order to disable the adaptive filter>\n\n"); 

while(! kbhito) 

H Section 5.1 
H Checks the digital input until a the trigger has occurred 

while (10 bit ý MASK_DIGITAL_C7) 
C 
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10input - inportb(base I+ 10); 
H Reads, because the PIO register or port (base+l 1) is set to 155, means that all 1/0 
H (Port AB, C) are set to Input. So port C (base+ 10) and its 8 bits are going to be read in 

IO-bit = 10input & MASK_DIGITAL 
- 

C7; 
H We read in the I bit (1/0 C7) and map it with 1000 0000 (80 Hex). Means that we logically 
# (AND) connect each bit from PORT C with 
H 1000 0000. Means if the digital input C7 is high 1,10-bit is 1, if it is 0 IO-bit is 0. 

while (10-bit ý 0) 

10input = inportb(base I+ 10); 
10-bit = 10input & MASK_DIGITAL_C7; 

H End of section 5.1 

H Section 5.2 
H Reads in the error and reference signal over channel ADCI 5 (1001-lex) 
H Range settings: +/- 2.5V 

outportb(basc 1+ 1 2, channel 1); 
HSelect Mux channel 
al=inportb(basel+2); 
H Start conversion and write the lower byte already into the memory (variable a I) 
whilc(! (inportb(basel+O) >= 128)) 
H Conversion takes 10 micro sec or so long until ADC bit 7 busy flag goes high (read base+O) 

al=inportb(basel+l); H Reads the high byte 
bI =inportb(basc 1 +2); # Reads the low byte and starts another conversion 
sanalog_inbit I =(a 1 *25 6)+b 1; H Combine the results 

H Ilie next comand calibrates the value from bit's into voltage 
// First we need to substract 2047 (half range -> 4095 full range) 
H Because at 2047 we have 0 Volt and then -2045 = -2.5V 
H and +2045 = +2.5V 
// The calibrated numbers of the ADC 15 (1 OOHex) are slightly diffrent 
sanalog_involtl =(float) (sanalog_inbitl-2046)*0.00126f; 

H End of section 5.2 

H Section 5.3: 
H The algorithm must be entered here 
H This section applies the filter to the input samples and calculates the 
H filtered output samples 

sinputý_sample = gainjactorjnput * sanalog_involtl; 
error 

- 
signal = sinput-Sample; 

reference_signal = sinput-Sample; 

IIR_fxlmso; H Applying the filter model about the secondary path dynamics 

for (int z=1 ;z< FIRORDER; z++) 
H shifting the output signal buffer with the filtered reference for the LMS algorithm (it is then 

242 



Appendix A: A selection of the adaptive control program codes 

H called FXLMS algorithm) 

v- fXIMS 
- 

buffer[FIRORDER-z] = vjxlms_buffer[FIRORDER-z-l]; 

v- fxlms buffer[O] = sllR_filtered_output_sample-fxlrns; 
H Fills Ce elemnt of the signal or input buffer with the current input sample 
H LMS or FXLMS algorithm 
for (i = 0; i< FIRORDER ; i++) 

vFIR_taps[i] = (leakage_factor * vFIR_taps[i]) + (error_signal * v_fxlms_bufferrii 4 

mue); 77 XLMS 
H vFIR_taps[i] = (leakage_factor * vFIR, 

_taps[i]) 
+ (error_signal * vFIR-signal[i] 

mue); 77 LMS 

FIRO; 
sanalog__gutvoltl = sFIR_filtered_output_sarmle-, 

H End of section 5.4 

H Section 5.5 
H Reads out the filtered samples to DAC A (I 0011ex) 

sanalog_outvoltl=sanalog_outvoltl+5.0f, 
H Because the DAC is unipolar (0- 1 OV) but the input was (-5V - +5V), 
H the input voltage needs to have an 5Volt offset. Since the range of 
H both is I OVolt we just need an AC filter at the output e. g AC on 
// ocilloscope to filter the DAC out again 
sanalogLoutbitl=sanalog - 

outvolt 1 *400; 
H The resolution of the board is I OV/2A 12 = 2.44mV/bit 
H TIis means a calibration factor of 409.6 bit/volt. 
H The entered value is now in bit !!! 
H After calibrating the DAC A of this board a factor of 
H 2.5mV/bit: was identified. This means 400bits/volt. 
// The offset was less than I bit (0.44bits) 
highl = sanalog__gutbitl/256; 
lowl = sanalog_outbitl-256*highl; 
outportb(basel+4, lowl); 
outportb(basel+5, highl); 
outportb(base 1+3,0); 

H End of section 5.5 

getchk); I he Key from the while loop needs to thrown away otherwise the program stops altogether 

H END of section 5 (THE CONVERSION LOOP) 
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A. 3 The Adaptive FIR feedback controller using IMC (FXLMS algorithm) 
The following key code is taken of the imc. cpp program 

// Section 5: 
H START OF THE CONVERSION LOOP 

if (! kbhito); 

getcho; // The key needs to be thrown away, otherwise the program stoppes altogether 

printf("<Press the keyboard in order to disable the adaptive filter>\n\n"); 

while(! kbhito) 
f 

H Section 5.1 
H Checks the digital input until a the trigger has occurred 

while (10-bit ý MASK_DIGITAL-C7) 
I 
IOinput = inportb(base I+ 10); 

H Reads, because the PIO register or port (base+l 1) is set to 155, means that all 1/0 
H (Port A, B, C) are set to Input. So port C (base+ 10) and its 8 bits are going to be read in 

10-bit = IOinput & MASK_DIGITAL_C7; 
H We read in the I bit (1/0 C7) and map it with 1000 0000 (80 Ilex). Means that we logically 
H (AND) connect each bit from PORT C with 
H 1000 0000. Means if the digital input C7 is high 1, IO_bit is 1, if it is 0 10_bit is 0. 

while (IO-bit ý 0) 

IOinput = inportb(base I+ 10); 
IO-bit = IOinput & MASK_DIGITAL-C7; 

H End of section 5.1 

H Section 5.2 
H Reads in the error and reference signal over channel ADC15 (10011ex) 
H Range settings: +/- 2.5V 

outportb(base 1+ 12, channel 1); 
H Select Mux channel 
aI =inportb(base 1 +2); 
// Start conversion and write the lower byte already into the memory (variable a I) 
while(! (inportb(base 1 +0) >= 128)) 

Conversion takes 10 micro sec or so long until ADC bit 7 busy flag goes high (read base+O) 

al=inportb(basel+l); H Reads the high byte 
bI =inportb(base 1 +2); H Reads the low byte and starts another conversion 
sanalog_inbitl=(al *256)+bl; H Combine the results 
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H The next cominand calibrates the value from bit's into voltage 
H First we need to subtract 2047 (half range -> 4095 full range) 
H Because at 2047 we have 0 Volt and then -2045 = -2.5V 
H and +2045 = +2.5V 
H The calibrated numbers of the ADC15 (10OHex) are slightly different 
sanalog_jnvolt I =(float) (sanalogjnbitl-2046)*0.00126f, 

H End of section 5.2 

H Section 5.3: 
H The algorithm must be entered here 
H This section applies the filter to the input samples and calculates the 
H filtered output samples 

sinputLsample = gainjactorjnput * sanalogjnvoltl; 
error_signal = sinput-sample; 

IIR IMCO; H Applying the filter model about the secondary path dynamics 
refir-ence_signal = sIlR_filtered_outputý_sample-IMC + error_signal; 

IIR_fxlmso; H Applying the filter model about the secondary path dynamics 

for (int z= I; z< FIRORDER ; z++) 
H shifting the output signal buffer with the filtered reference 
H for the LMS algorithm (it is then called FXLMS algorithm) 

v- fxlms 
- 
buffer[FIRORDER-z] = vjxlms_buffer[FIRORDER-z- I]; 

v-fxlms - 
buffer[O] = slIR filtered_output_sample-fxIms; 

H Fills the element of the signal or input buffer with the current input sample 
for (i = 0; i< FIRORDER ; i++) 

vFlktaps[i] = (leakageJactor * vFIR_taps[i]) + (error_signal * v-fxlms_buffcr[i] 
Mue), 

FIRO; 
sanalog_outvoltl = sFIR_filtered_output_sample; 

H End of section 5.4 

H Section 5.5 
H Reads out the filtered samples to DAC A (I OOHex) 

sanalog_outvoltl=sanalog _putvoltl+5.0f, H Because the DAC is unipolar (0- 1 OV) but the input was (-5V - +5V), 
H the input voltage needs to have an 5Volt offset. Since the range of 
H both is I OVolt we just need an AC filter at the output e. g AC on 
H ocilloscope to filter the DAC out again 
sanalog_outbitl=sanalog_outvoltI *400; 
H The resolution of the board is I OV/2-"12 = 2.44mV/bit 
H This means a calibration factor of 409.6 bit/volt. 
H The entered value is now in bit !!! 
// After calibrating the DAC A of this board a factor of 
H 2.5mV/bit was identified. This means 400bits/volt. 
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H The offset was less than I bit (0.44bits) 
highl = sanalog__putbitl/256; 
lowl = sanalog__putbitl-256*highl; 
outportb(basel+4, lowl); 
outportb(basel+5, highl); 
outportb(basel+3, O); 

H End of section 5.5 

getcho; H The key from the while loop needs to thrown away otherwise the program stops altogether 

H END of section 5 (THE CONVERSION LOOP) 
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Appendix B 

Mechanical drawings of the active work-piece holder 

B. 1 Universal active work-piece holder produced for vertical machining centres 
The prototype system for active vibration control is be designed to universal for a variety of 

vertical milling machines. The 2 axes of the flexure guiding system are moved about 6ýlrn by 

piezoelectric actuators. Compared to ballscrew servo systems the design offers high resolution 

since it does not contain any moving parts. The integrated sensors allow measurement of the 

cutting force, direct axis movement, direct acceleration and relative humidity. The system is 

protected from cutting fluid and hot chips. 

Figure BI shows the active work-piece holder integrated onto the Beaver machine (3-axis 

vertical machining centre). 
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B. 2 Active work-piece holder Lay Out 
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B. 3 Active work-piece holder details 
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BA Active work-piece holder small parts 
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B. 5 Active work-piece holder 2 axis acceleration aluminium housing 
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Appendix C 

Design drawings for the signal conditioning 

CA Overview of the designed analogue signal conditioning 

Processing of the feedback signals is necessary to achieve the desired control signal, with 

which to drive the actuators of the active work-piece holder. All units are decoupled from the 

rriains by using battery supplies and low voltage detection ensures safe operation. The units 

also can be fitted with re-chargeable batteries and the ON/OFF switch be used to connect the 

batteries to the transformer. 

Figure Cl shows the main signal condition unit which accommodates high pass filters in 

order to make the MEM sensor and data acquisition cards bipolar. The unit also includes an 

Figure C hThe main signal conditioning unit 

Figure C2 shows the 2-channel adjustable amplifier and attenuator, which also includes a pre- 

high pass filter for reducing any DC offset. The time constant for all the high pass filters used 

is 1.5sec. The amplifier is adjusted via aI O-turn potentiometer with scale settings, to insure a 

precise and defined analog gain for the control signal. This unit is the main analogue control 
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unit, since it is not only a proportional gain controller, but also has the option to switch 

Figure C3 shows the precision P order all pass filter unit. It allows the phase of the control 

255 

'hetween open loop and positive or negative feedback closed loop systems. 

signal to be changed without affecting its gain. 
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This unit can be seen as a manual controller since the error or feedback signal can be adjusted 

to produce a control signal, which is 180' out of phase with the disturbance signal so that it 

cancels it. An additional bandpass filter is necessary for the case when the error signal is not 

of a harmonic nature. The filter allows for sufficient phase adjustment up to a bandwidth of 

1kHz. The controlled phase can be precise adjusted by three 10-turn potentiometers coupled 

using pulleys and a timing belt. 

Figure C4 shows the 2-channel over-voltage protection unit for the HVPZT amplifier. Since 

feedback systems are always in danger of becoming unstable the unit presents the limit switch 

once the control signal exceeds a defined voltage level. Normally the PZT translators are used 
for positioning and therefore do not have any built- in over-voltage protection for the input. 
According to PI the input stage of the HVPZT amplifier will saturate at about 12V (Output: 

120OV) and fail above that limit. Since this amplifier was the most expensive part of the 

whole project, this protection was implemented. The circuit is based on a window detector, 

which detects the over-voltage in positive and negative directions and disconnects the signal 
from the HVPZT amplifier once a pre-defined level is reached. It was decided to have a 

selection between the following detection levels (sizes of the detection windows): 
4V 

5V 

5.5V 

6V 

Figure C. 4: I he over-vottageprotectioll unitfi)r the llVPZT amplifier 
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The switch itself is a PhotoMOSFET relay ensuring a fast response time and decoupling of 

the control signal from the mains which supplies the logic. Once an over voltage is detected 

the relay is locked until the RESET button is pressed. A second button also allows the relay to 

be activated manually and the control loop to be opened or closed (controller ON/OFF 

switched). 

All the circuits were soldered onto vero board, since this allowed additional alterations of the 

circuit design in the prototype stage. However all the following electrical drawings were done 

using an electronic-CAD package to ensure a fast design of the PCB layouts in future. 
CadSoft computer GmbH supplied the CAD software. 
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C. 2 Electrical drawing for the main signal conditioning unit 
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C. 3 Electrical drawing for the Amplifier and attenuator unit for the controller 
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CA Electrical drawing for the precision 3 rd order all-pass filter unit 
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C. 5 Electrical drawing for the over-voltage protection unit for the HVPZT amplifier 
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C. 6 Adapter cards for the data acquisition system 

The adapter cards for the ADC42 data acquisition system allowed the use of shielded cable 

(RGI 74) over small SMC coaxial adapters. This reduced the noise level and ensured safe and 

user-friendly operation over the screwed SNIC connectors. Two cards one for each channel 

were built. 

Figure C5 shows the 2 adapter cards integrated to the PC, figure C6 the AutoCAD drawings 

for the plates of card and table CI its PIN connections. 

TOP 

Analogue Input 
-0 ADC15 

Analogue Output 
DAC B 

70 90 

Analogue Output 
DAC A 

Digital 1/0 C7 
1 -7 

Positive Potential GND 

ADC15 PIN 16 PIN 18 

DAC A PIN 23 PIN 24 

DAC B PIN 21 PIN 22 

Digital 1/0 C7 I PIN 48 PIN 49 

Figure C 6: The mechanical design 
of the adapter plates 

Table C I: The PIN connections of the adapter cards 
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C. 7 Calibrating the DAC and ADC of the data acquisition system 

The digital controller cards were calibrated using a DC power supply and precision 

multimeter. A special calibration routine for the data acquisition card was written, allowing a 

comfortable identification of the ADC and DAC gain. 

Figures C7 (a-c) show the calibration charts for the X-axis data acquisition card (Address 

1 0OHex) and figures C7 (d-f ) the calibration charts for card Y-axis (Address 20OHex). 
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Pigure (,. /: Calibration oj the data acquisition cards (X-axis-it, b and c; Y-axis card deandfi 

The calibration procedure also reveals the linearity of both ADC and DAC. A linear 

interpolation was therefore used to estimate the calibration factor. 
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Appendix C: Design drawings for the signal conditioning 

Table C2 shows the calibration factor, which can be obtained by inverting the estimated linear 

functions. 

X-axis digital controller card (Address: Y-axis digital controller card (Address: 
1001-lex) 20OHex) 

Calibration function 79-33.05Bily V+ 
2046.1 784.11 BiIXV. v + 2049.1 

of the ADC 
x=1.261 M VBits 

+ 2.58V 
I 

x=1.28 "1 vBits 
y+2.613V 

Calibration function 
= 1.5171V/ x+1. Im V 

/ Bit = 2.5.. + 1n1v vBits x 
of the DAC A s 

. Y=40OBits v+0.44Bits Yv - 
x= 400 Bixv y+0.4Bits 

Calibration function 2.5 mV X+ Im V = 2.5 "1 VBi 
X+ 0' 9/11 V 

of the DAC B 
Bits ts 

. v=40OBits v+04Bits YV - 
x= 40OBi v+0.36Bits tyv 

Table C. 2: The estimated calibration functions of the ADC's and DA C's 

For the ADC's this calibration function was used to convert the digital number to a voltage 

and for the DAC's from a voltage to a digital number. These calibration functions were 
inte rated into the adapt' II 9 ive controller routines so that any processed digital number inside the 
routine corresponds to an electrical voltage. 
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