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Abstract: Semantic similarity measure technology based approach is one of the most popular approaches 

aiming at implementing semantic mapping between two different CAD model data ontologies. The most im-

portant problem in this approach is how to measure the semantic similarities of concepts between two differ-

ent ontologies. A number of measure methods focusing on this problem have been presented in recent years. 

Each method can work well between its specific ontologies. But it is unclear how accurate the measured se-

mantic similarities in these methods are. Moreover, there is yet no evidence that any of the methods presented 

how to select a measure with high similarity calculation accuracy. To compensate for such deficiencies, this 

paper proposes a method for selecting a semantic similarity measure with high similarity calculation accuracy 

for concepts in two different CAD model data ontologies. In this method, the similarity calculation accuracy 

of each candidate measure is quantified using Pearson correlation coefficient or residual sum of squares. The 

measure with high similarity calculation accuracy is selected through a comparison of the Pearson correlation 

coefficients or the residual sums of squares of all candidate measures. The paper also reports an implementa-

tion of the proposed method, provides an example to show how the method works, and evaluates the method 

by theoretical and experimental comparisons. The evaluation result suggests that the measure selected by the 

proposed method has good human correlation and high similarity calculation accuracy.  

Keywords: Similarity measure selection; Semantic similarity measure; Similarity calculation accuracy; 

CAD model data ontology; Concept; Weight  

1. Introduction 

The division of labor among enterprises is becoming more and more refined with the deepening trend of 

manufacturing industry globalization. The development work of complex products (e.g. automobiles, ships, 

and planes) is collaboratively finished by multiple enterprises from different regions and even from different 

countries in most cases. For the design work in it alone, different enterprises are usually responsible for de-

signing different parts or components of a complex product. The CAD systems used in these designs are also 

always different. To use one CAD system to pre-assemble the designed parts or components to perform engi-

neering analysis on the product, the model data of the parts or components stored in other CAD systems must 

be completely transferred to this CAD system. However, since the design of the data structure, modeling ma-

nipulation, and data storage method of different CAD systems are always different, the model data is difficult 
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to be directly exchanged among these heterogeneous CAD systems [1].  

To implement the exchange of the CAD model data among heterogeneous CAD systems, the industry 

mainly uses the standard for the exchange of product model data (STEP) [2] neutral files based approach. The 

data modeling language used in these files is EXPRESS [3]. Even though EXPRESS can construct syntacti-

cally correct product data model, it cannot express and interpret the semantics assigned to the model explicit-

ly [4]. For this reason, STEP neutral files are only capable of exchanging the syntaxes of the CAD model data 

and do not enable the exchange of the semantics of these data. The semantic interoperability of CAD model 

data among heterogeneous CAD systems is difficult to be truly implemented only by STEP neutral files based 

approach, which leads to a serious problem that all the data related to high-level design intent, such as design 

history, parameters, constraints, and features, are completely lost after the exchange [5].  

In response to the CAD model data loss problem caused by the lack of explicit semantics in STEP neu-

tral files, serval kinds of approaches have been proposed during the past decade. Among these kinds of ap-

proaches, Semantic Web technologies based approaches may be the most dominant kind [6]. This kind of ap-

proaches tries to use the technologies in the field of the Semantic Web [7] to implement the semantic interop-

erability of CAD model data among heterogeneous CAD systems. These used technologies mainly include 

rule reasoning technology and hybrid technologies which combine both rule reasoning and semantic similar-

ity measure technologies. According to these used technologies, Semantic Web technologies based approach-

es are further classified into rule approaches [8-15] and hybrid approaches [16-19]. Rule approaches use the 

reasoning mechanism of web ontology language (OWL) [20] and semantic web rule language (SWRL) [21] 

to determine whether each two concepts that are respectively from two different CAD model data ontologies 

are semantically equivalent. If two concepts are semantically equivalent, all the individuals of one concept 

will be created as the individuals of the other concept. As an example, assume PROE-Extrude is a concept in 

Pro/Engineer (PROE) model data ontology, UGNX-Extrude is a concept in Unigraphics NX (UGNX) model 

data ontology, and these two concepts have the following OWL descriptions [9]:  

PROE-Extrude ≡ PROE-Feature ⊓ ∃proe-hasParent.PROE-Sketch 

UGNX-Extrude ≡ UGNX-Feature ⊓ ∃ugnx-hasParent.UGNX-Sketch 

Assume further that EXTRUDE1 is an extrusion feature in PROE that has SKETCH1 as its parent and the 

following OWL axioms have been manually defined in a combination of the UGNX and PROE model data 

ontologies:  

PROE-Feature ≡ UGNX-Feature, PROE-Sketch ≡ UGNX-Sketch, proe-hasParent ≡ ugnx-hasParent 

Using the reasoning mechanism of OWL, it can be automatically inferred that the concepts PROE-Extrude 

and UGNX-Extrude are semantically equivalent. Therefore, EXTRUDE1 (initially, EXTRUDE1 is an indi-

vidual of PROE-Extrude) is created as an individual of UGNX-Extrude. The process of transferring the extru-

sion feature from PROE to UGNX can be described by the following two groups of OWL assertions:  

PROE: PROE-Extrude(EXTRUDE1), PROE-Sketch(SKETCH1), proe-hasParent(EXTRUDE1, SKETCH1) 

UGNX: UGNX-Extrude(EXTRUDE1), UGNX-Sketch(SKETCH1), ugnx-hasParent(EXTRUDE1, SKETCH1) 

As can be reflected from the above example, a major advantage of rule approaches is that the semantics 

of CAD model data can be explicitly represented in them (e.g. “a PROE extrude is a PROE feature that has a 

PROE sketch as its parent” is explicitly represented as “PROE-Extrude ≡ PROE-Feature ⊓ ∃proe-hasParent. 
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PROE-Sketch”), which makes it possible to automatically exchange such semantics. However, the approaches 

cannot be used to implement the individual data exchange between two concepts that are not exactly equiva-

lent on semantics [16]. To overcome this limitation, rule approaches were extended through introducing se-

mantic similarity measure technologies. These extended approaches attempt to use the assessment result of 

the semantic similarity between each two concepts which are not exactly equivalent on semantics to deter-

mine the mapping concept pairs. For example, assume PROE-RectangleProfileHole is a concept in PROE 

model data ontology, UGNX-GeneralHole is a concept in UGNX model data ontology, and these two con-

cepts have the following OWL descriptions:  

PROE-RectangleProfileHole ⊑ PROE-Hole ⊓ =1proe-hasName ⊓ ∃proe-hasName.string 

⊓ =1proe-hasPlacement ⊓ ∃proe-hasPlacement.(PROE-Point ⊔ PROE-Axis ⊔  

PROE-Surface ⊔ PROE-DatumPlane)  

⊓ =1proe-hasPlacementType ⊓ ∃proe-hasPlacementType.(PROE-Linear ⊔  

PROE-Radial ⊔ PROE-Diameter) 

⊓ =1proe-hasDiameter ⊓ ∃proe-hasDiameter.float 

⊓ =1proe-hasSideDepth ⊓ ∃proe-hasSideDepth.(PROE-Blind ⊔ PROE-Symmetric ⊔  

PROE-ToNext ⊔ PROE-ThroughAll ⊔ PROE-ThroughUntil ⊔ PROE-ToSelected) 

⊓ ≤1proe-hasLightweight ⊓ ∃proe-hasLightweight.PROE-Lightweight 

⊓ =1proe-hasTolerance ⊓ ∃proe-hasTolerance.float 

UGNX-GeneralHole ⊑ UGNX-Hole ⊓ =1ugnx-hasName ⊓ ∃ugnx-hasName.string 

                 ⊓ =1ugnx-hasPosition ⊓ ∃ugnx-hasPosition.(UGNX-SketchSection ⊔ UGNX-Point) 

                 ⊓ =1ugnx-hasHoleDirection ⊓ ∃ugnx-hasHoleDirection.(UGNX-Normal2Face ⊔  

                   UGNX-AlongVector)  

                 ⊓ =1ugnx-hasForm ⊓ ∃ugnx-hasForm.(UGNX-Simple ⊔ UGNX-Counterbored ⊔  

                   UGNX-Countersunk ⊔ UGNX-Tapered) 

                 ⊓ =1ugnx-hasDiameter ⊓ ∃ugnx-hasDiameter.(float ⊔ UGNX-Measure ⊔ 

                   UGNX-Formula ⊔ UGNX-Function ⊔ UGNX-Reference ⊔ UGNX-Constant)  

                 ⊓ =1ugnx-hasDepthLimit ⊓ ∃ugnx-hasDepthLimit.(UGNX-Value ⊔ UGNX-UntilSelected ⊔  

                   UGNX-UntilNext ⊔ UGNX-ThroughBody)  

                 ⊓ ≤1ugnx-hasBoolean ⊓ ∃ugnx-hasBoolean.UGNX-Subtract  

                 ⊓ =1ugnx-hasTolerance ⊓ ∃ugnx-hasTolerance.float  

Using the reasoning mechanism of OWL and SWRL, one cannot infer that the two concepts are semantically 

equivalent. However, one can find that their OWL descriptions have many similarities. If such similarities can 

be measured, it is possible to conclude that the two concepts are mapped or not mapped. In such a concluding 

process, the most critical problem is how to measure such similarities.  

Focusing on this problem, many ontology-based measure methods have been proposed during the past 

two decades [22]. Based on the way in which ontologies are analyzed to estimate semantic similarities, these 

methods can be classified into edge counting, information content and attribute-based methods. Edge count-

ing and information content methods are used to measure the semantic similarities of concepts in the same 

ontology. They cannot be directly used to estimate the semantic similarities between concepts in two different 
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ontologies. Differently from these two methods, attribute-based method can not only be applied to assess the 

semantic similarities of concepts in the same ontology, but also be applied to assess the semantic similarities 

between concepts in two different ontologies [22]. Since semantic interoperability of CAD model data needs 

the semantic similarities of concepts in two different CAD model data ontologies, the semantic similarity 

measures in edge counting and information content methods cannot be directly used and the measures in at-

tribute-based method can be directly used when implementing semantic interoperability of CAD model data.  

The commonly used semantic similarity measures in attribute-based method are Tversky’s measure [23], 

Petrakis et al.’s measure [24], and Sánchez et al.’s measure [25]. Patil [16], Lee et al. [17], Zhan et al. [18], 

and Abdul-Ghafour et al. [19] have respectively proposed four methods to use some of these measures to as-

sess the semantic similarities of concepts in different CAD model data ontologies. Each proposed method is 

capable of working well between its specific CAD model data ontologies. But it is not clear how accurate the 

assessed semantic similarities in these four methods are. Moreover, there is yet no evidence that any of these 

methods presents how to select a measure with high similarity calculation accuracy for concepts in two dif-

ferent CAD model data ontologies.  

In this paper, a method for selecting a semantic similarity measure with high similarity calculation accu-

racy for concepts in two different CAD model data ontologies is proposed. This method is derived from Ab-

dul-Ghafour et al.’s method for semantic interoperability of CAD model data [19], which presented that the 

semantic similarity of two concepts can be aggregated as a weighted sum of the similarity of their semantic 

descriptions and the similarity of their semantic relationships and left two questions: (1) How to obtain the 

weights? (2) How to select two measures to respectively calculate the similarity of semantic descriptions and 

the similarity of semantic relationships? The method solves these two questions by designing a weight calcu-

lation algorithm and presenting a measure selection algorithm. The measure selection algorithm firstly uses 

the weight calculation algorithm to calculate out the weights of the similarities of semantic descriptions and 

semantic relationships and then respectively selects two measures that make the aggregated measure have 

high similarity calculation accuracy for the similarities of semantic descriptions and semantic relationships. 

To the best of knowledge, this is the first consideration of the similarity calculation accuracy of the measures 

for concepts in CAD model data ontologies.  

The remainder of the paper is organized as follows. An overview of related work is provided in Section 

2. The details of the proposed measure selection method are explained in Section 3. Section 4 reports a pro-

totype implementation of the method, presents an example to show how the method works, and evaluates the 

method through theoretical and experimental comparisons. Section 5 ends the paper with a conclusion.  

2. Related work 

2.1. Measures in attribute-based method  

The semantic similarity measures in attribute-based method are rooted into Tversky’s contrast model of 

similarity [23], which derives from the set theory and subtracts the non-common attributes of the compared 

terms from the common attributes of these terms. Actually, common attributes tend to increase the semantic 

similarity and non-common attributes tend to decrease it. Formally, let S(AT1) and S(AT2) respectively be the 

sets of the attributes of terms T1 and T2 and S(AT1)\S(AT2) be the set of attributes in S(AT1) but not in S(AT2) 
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(the reverse for S(AT2)\S(AT1)). Then the similarity of T1 and T2 is defined to be a function of S(AT1)∩S(AT2), 

S(AT1)\S(AT2), and S(AT2)\S(AT1):  

1 2 1 2 1 2 2 1( , ) ( ( ) ( )) ( ( ) ( )) ( ( ) \ ( )\ )
Tversky_C T T T T T TSim T T f S A S A f S A S A f S A S A       (1) 

where f is a function reflecting the salience of a set of attributes and α, β, and γ (α, β, γ ≥ 0) are the weights of 

f(S(AT1)∩S(AT2)), f(S(AT1)\S(AT2)), and f(S(AT2)\S(AT1)), respectively. It can be proved that SimTversky_C(T1, T2) is 

not a normalized similarity measure since not all of its values lie between 0 and 1. This measure was normal-

ized by Tversky and a ratio model was proposed [23]:  

1 2

1 2

1 2 1 2 2 1

( ( ) ( ))
( , )

( \( ) ( )) ( ( ) ( )) ( ( ) ( )\ )
Tversky_R

T T

T T T T T T

f S A S A
Sim T T

f S A S A f S A S A f S A S A 




  
 (2) 

where φ and ψ (φ, ψ ≥ 0) are the weights of f(S(AT1)\S(AT2)) and f(S(AT2)\S(AT1)), respectively.  

The definition of the sets of attributes (i.e. S(AT1) and S(AT2)) is crucial in the ratio model. In existing ra-

tio model based measures, attributes always include synonym sets (synsets), definitions (meanings), and con-

texts that are available in ontologies.  

Taking the synonym sets, distinguishing features, and semantic neighborhoods of concepts as attributes, 

the measure of Rodríguez and Egenhofer [26] is defined as a weighted sum of the semantic similarity of these 

attributes:  

1 2 synsets 1 2 features 1 2 neighborhoods 1 2( , ) ( , ) ( , ) ( , )
Rodriguez

Sim C C uSim C C vSim C C wSim C C    (3) 

where u, v, and w respectively weight the contributions of the components Simsynsets(C1, C2), Simfeatures(C1, C2), 

and Simneighborhoods(C1, C2) which are the semantic similarities of the synonym sets of concepts C1 and C2, the 

distinguishing features of C1 and C2, and the semantic neighborhoods of C1 and C2, respectively. These three 

semantic similarities can all be computed according to the following variant of the ratio model (by assigning 

φ = θ(C1, C2) and ψ = 1 − θ(C1, C2) in SimTversky_R(T1, T2)):  

1 2

1 2

1 2 1 2 1 2 1 2 2 1

( ) ( )
( , )

( ) ( ) ( , ) ( ) ( ) [1 ( , )] ( (\) )\

C C

C C C C C C

S A S A
Sim C C

S A S A C C S A S A C C S A S A 




   
 (4) 

where S(AC1) and S(AC2) are respectively the sets of the attributes of concepts C1 and C2, S(AC1)\S(AC2) is the 

set of attributes in S(AC1) but not in S(AC2) (the reverse for S(AC2)\S(AC1)), and θ(C1, C2) can be calculated as a 

function of the depth of C1 and C2 in the graph representations of their respective ontologies:  

1 1 2 1 2

1 2

1 1 2

( ) [ ( ) ( )], If ( ) ( )
( , )

1 ( ) [ ( ) ( )], Otherwise

             

       

Depth C Depth C Depth C Depth C Depth C
C C

Depth C Depth C Depth C


 
 

 
 (5) 

In the measure of Petrakis et al. [24], synsets, glosses, and semantic neighborhoods of concepts are con-

sidered as attributes. This measure thinks that two concepts are semantically similar if their synsets, glosses, 

and neighborhoods (those concepts linked via semantic relations) are lexically similar. It can be expressed as 

follow:  
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 
synsets 1 2

1 2

neighborhoods 1 2 glosses 1 2 synsets 1 2

1, If ( , ) 0
( , )

max ( , ), ( , ) , If ( , ) 0
Petrakis

                                                                             

        

Sim C C
Sim C C

Sim C C Sim C C Sim C C


 



 (6) 

The similarity for semantic neighborhoods (i.e. Simneighborhoods(C1, C2)) can be computed by the following ex-

pression:  

 neighborhoods 1 2 1 2 1 2( , ) max ( ) ( ) ( ) ( )i C i C i C i CSim C C S N S N S N S N    (7) 

where S(NC1) and S(NC2) are respectively the sets of the semantic neighborhoods of concepts C1 and C2 and i 

is the semantic relation type. Since not all concepts in the semantic neighborhood of a concept are connected 

with the same semantic relation, the similarity for each different semantic relation type is assessed separately 

and the maximum one is taken.  

Likewise, the similarities for synsets and glosses (i.e. Simsynsets(C1, C2) and Simglosses(C1, C2)) can be both 

calculated through the following variant of the ratio model (by assigning φ = 1 and ψ = 1 in SimTversky_R(T1, 

T2)):  

synsets/glosses 1 2 1 2 1 2( , ) ( ) ( ) ( ) ( )C C C CSim C C S X S X S X S X    (8) 

where S(XC1) and S(XC2) are respectively the sets of the synsets or the glosses of concepts C1 and C2.  

Unlike the measures of Rodríguez and Egenhofer [26] and Petrakis et al. [24], the measure proposed by 

Sánchez et al. [25] only considers the taxonomic relationships among concepts, which is the most commonly 

available kind of attributes in ontologies, as its attributes to overcome the limitation that synsets, glosses, dis-

tinguishing features, and semantic neighborhoods of concepts are sometimes hardly found in ontologies. This 

measure introduces the logarithm to a variant of the ratio model (by letting the numerator be f(S(AT1)∪S(AT2)) 

− f(S(AT1)∩S(AT2)) and assigning φ = 1 and ψ = 1 in SimTversky_R(T1, T2)):  

1 2 2 1

1 2 2

1 2 2 1 1 2

( ) ( ) ( ) ( )
( , ) 1 log 1

( ) ( ) ( ) ( ) ( )

\

\ \ )

\

(
Sanchez

C C C C
Sim C C

C C C C C C

   

     

 
       

 (9) 

where ϕ(C1) = { C︱C≡C1 or C⊒C1 }, ϕ(C2) = { C︱C≡C2 or C⊒C2 }, and ϕ(C1)\ϕ(C2) is the set of concepts 

in ϕ(C1) but not in ϕ(C2) (the reverse for ϕ(C2)\ϕ(C1)).  

In the measure of Jiang et al. [27], synonyms, glosses, anchors, and categories of Wikipedia concepts are 

considered as attributes. This measure thinks that two Wikipedia concepts are semantically similar when their 

synonyms, glosses, anchors, and categories are lexically similar. It can be expressed as:  

1 2 synonyms 1 2 glosses 1 2 anchors 1 2 categories 1 2( , ) ( ( , ), ( , ), ( , ), ( , ))
Jiang C C C C C C C CSim C C f Sim S S Sim G G Sim A A Sim C C  (10) 

where f is a weighting or maximum function and Simsynonyms(SC1, SC2), Simglosses(GC1, GC2), Simanchors(AC1, AC2), 

and Simcategories(CC1, CC2) are respectively the similarities of the synonyms, glosses, anchors, and categories of 

the Wikipedia concepts C1 and C2. Simsynonyms(SC1, SC2) is computed by the following expression:  

1 2

synonyms 1 2

1, If
( , )

0,  Otherwise

         

       

C C

C C

S S
Sim S S

 
 


 (11) 

Simglosses(GC1, GC2), Simanchors(AC1, AC2), and Simcategories(CC1, CC2) are calculated through simultaneously using 
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the measure of Rodríguez and Egenhofer [26] or the measure of Petrakis et al. [24].  

2.2. Measures for concepts in CAD model data ontologies  

Semantic similarity measures in attribute-based method are useful in the semantic mapping between two 

CAD model data ontologies since not every concept in one ontology has semantically equivalent counterpart 

in the other ontology [16]. Some of these measures have been applied to determine the mapping concept pairs 

in the semantic interoperability approaches of CAD model data of Patil [16], Lee et al. [17], Zhu et al. [28], 

and Abdul-Ghafour et al. [19].  

The ratio model of Tversky (i.e. SimTversky_R(T1, T2)) [23] was used to calculate the semantic similarity of 

the concepts pairs whose two components are respectively from two different CAD model data ontologies by 

Patil [16]. The semantic similarity measure for this calculation was defined as:  

1 2

1 2

1 2 1 2 2 1

( ) ( )
( , )

( ) ( ) ( ) ( ) ( ) ( )\ \
Patil

DC DC

DC DC DC DC DC DC

S C S C
Sim C C

S C S C u S C S C v S C S C




  
 (12) 

where SimPatil(C1, C2) is the semantic similarity of concepts C1 and C2, S(CDC1) and S(CDC2) are respectively 

the sets of the language constructors in the description logic [29] descriptions of C1 and C2, S(CDC1)\S(CDC2) is 

the set of language constructors in S(CDC1) but not in S(CDC2) (the reverse for S(CDC2)\S(CDC1)), |∙| is the car-

dinality of a set, and u and v are respectively the weights of S(CDC1)\S(CDC2) and S(CDC2)\S(CDC1) and they are 

respectively assigned 0.75 and 0.25.  

Lee et al. [17] presented the following method to measure the semantic similarity of two concepts:  

1 2 name 1 2 definition 1 2( , ) ( , ) ( , )
Lee

Sim C C Sim C C Sim C C    (13) 

where SimLee(C1, C2) is the semantic similarity of concepts C1 and C2, Simname(C1, C2) is the character similar-

ity between the names of C1 and C2, Simdefinition(C1, C2) is the similarity between the ontological definitions of 

C1 and C2 and is computed by a variant of the measure of Petrakis et al. [24], and α and β are respectively the 

weights of Simname(C1, C2) and Simdefinition(C1, C2) and are respectively assigned 0.4 and 0.6.  

In the approach of Zhu et al. [28], the semantic similarity of two concepts was calculated by the seman-

tic similarity measure of Zhan et al. [18], which is derived from the measure of Petrakis et al. [24]:  

1 2 1 2 1 2( , ) ( ) ( ) ( ) ( )C C C CSim C C S R S R S R S R  
Zhan  (14) 

where SimZhan(C1, C2) is the semantic similarity of concepts C1 and C2 and S(RC1) and S(RC2) are respectively 

the sets of the semantic relationships of C1 and C2. This measure takes three types of semantic relationships as 

its attributes when calculating concept similarities: property-of (property) relationship, part-of (composition) 

relationship, and is-a (inheritance) relationship.  

Abdul-Ghafour et al. [19] respectively defined a local similarity measure to compute the similarity of the 

semantic descriptions of two concepts and a global similarity measure to assess the similarity of the semantic 

relationships of two concepts. The defined local similarity measure Simdes(C1, C2) is also defined by using the 

ratio model of Tversky (i.e. SimTversky_R(T1, T2)) [23]. So it is identical to SimPatil(C1, C2). u and v are also re-

spectively assigned 0.75 and 0.25 in this measure. The defined global similarity measure is as follow:  
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1 2 1 1 2 2 1 2

3 1 2 4 1 2

( , ) ( ( ), ( )) ( ( ), ( ))

( ( ), ( )) ( ( ), ( ))O O D D

Sim C C w Sim E C E C w Sim S C S C

w MSim A C A C w MSim A C A C

  



C C

rel

C C
                          

 (15) 

where Simrel(C1, C2) is the similarity of the semantic relationships of concepts C1 and C2, Sim(E(C1), E(C2)) is 

the similarity of the equivalent concepts of C1 and C2, Sim(S(C1), S(C2)) is the similarity of the specification 

(ascendant and descendant) concepts of C1 and C2, MSim(AO(C1), AO(C2)) is the multiple similarity of the ob-

ject roles related to C1 and C2, MSim(AD(C1), AD(C2)) is the multiple similarity of the data roles related to C1 

and C2, w1
C
, w2

C
, w3

C
, and w4

C
 are respectively the weights of the contribution components Sim(E(C1), E(C2)), 

Sim(S(C1), S(C2)), MSim(AO(C1), AO(C2)), and MSim(AD(C1), AD(C2)) and they are all assumed as 0.25. After 

defining the local and global similarity measures, Abdul-Ghafour et al. [19] presented that the semantic simi-

larity of concepts C1 and C2 that are respectively from two different CAD model data ontologies can be de-

fined as a weighted sum of Simdes(C1, C2) and Simrel(C1, C2). They also mentioned that one can select different 

measures to calculate Simdes(C1, C2) and Simrel(C1, C2) for different CAD model data ontologies. Such selec-

tion was planned in their future work. But there is yet no evidence that a selection method has been proposed.  

This paper continues this line of research and proposes a method for selecting a measure with high simi-

larity calculation accuracy for concepts in two different CAD model data ontologies. The main contributions 

of the paper can be briefly summarized as follows:  

 The paper designs an algorithm to compute the weights of the contribution components in a measure. In 

each method of [16-19], the overall semantic similarity of two concepts is defined as a weighted sum of 

some contribution components. Thus the weights of the contribution components directly affect the val-

ue of the overall semantic similarity and indirectly affect the ontology mapping result. In the methods of 

[16-19], weights are all manually assigned by the authors. Different authors may possibly assign differ-

ent weights in an identical situation. As a result, the stability of the measures in these methods is difficult 

to be ensured. The designed algorithm attempts to calculate the weights according to a certain amount of 

sample data. It is capable of overcoming this limitation.  

 The paper presents an algorithm to find out a measure with high similarity calculation accuracy for con-

cepts in two different CAD model data ontologies. Similarity calculation accuracy is the most important 

indicator to evaluate a similarity measure. The methods [16-19] only presented their respective semantic 

similarity measures. There is yet no evidence that they have considered and evaluated the similarity cal-

culation accuracies of their measures. Hence it is not clear how accurate their calculated semantic simi-

larities are. The presented algorithm tries to find out a measure with high similarity calculation accuracy 

by comparing the similarity calculation accuracies of all candidate measures. To the best of knowledge, 

this is the first consideration of the similarity calculation accuracy of the measures for concepts in CAD 

model data ontologies.  

3. Measure selection method 

This section describes a method to select a semantic similarity measure with high similarity calculation 

accuracy for concepts in two different CAD model data ontologies. This method is rooted in Abdul-Ghafour 

et al.’s approach for the semantic interoperability of CAD model data [19], which presented that the semantic 
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similarity of two concepts can be defined as a weighted sum of the similarity of their semantic descriptions 

and the similarity of their semantic relationships. Formally, let C1 and C2 be two concepts, Simdes(DC1, DC2) be 

the similarity of the semantic descriptions of C1 and C2, and Simrel(RC1, RC2) be the similarity of the semantic 

relationships of C1 and C2. Then the semantic similarity of C1 and C2 can be defined as:  

1 2 1 1 2 2 1 2( , ) ( , ) ( , )C C C CSim C C w Sim D D w Sim R R 
des rel

 (16) 

where w1 and w2 are weights such that 0 ≤ w1, w2 ≤ 1 and w1 + w2 = 1. Abdul-Ghafour et al.’s approach [19] 

also mentioned that one can select different measures to calculate Simdes(DC1, DC2) and Simrel(RC1, RC2) for 

different CAD model data ontologies. Now two questions arise from this approach: (1) How to obtain the 

weights w1 and w2 that can ensure the stability of the measure Sim(C1, C2)? (2) How to select two measures 

that make Sim(C1, C2) have high similarity calculation accuracy to respectively calculate out Simdes(DC1, DC2) 

and Simrel(RC1, RC2)? Because there is yet no evidence that a solution for these two questions has been pro-

posed, the described method in the section will respectively answer them through designing a weight calcula-

tion algorithm and a measure selection algorithm.  

3.1. Weight calculation algorithm  

In each method of [16-19], the overall semantic similarity of two concepts is defined as a weighted sum 

of two or more contribution components. Without loss of generality, the situation of a measure with n (n = 1, 

2, …) contribution components is considered. Let C1 and C2 be two concepts that are respectively from two 

CAD model data ontologies, f1(C1, C2), f2(C1, C2), …, fn(C1, C2) be n contribution components of the overall 

semantic similarity of C1 and C2 (denoted as Sim(C1, C2)), and w1, w2, …, wn be respectively the weights of 

f1(C1, C2), f2(C1, C2), …, fn(C1, C2) such that 0 ≤ w1, w2, …, wn ≤ 1 and w1 + w2 +…+ wn = 1. The measures of 

the overall semantic similarity in the methods [16-19] can be expressed in the following unified form:  

1 2 1 1 1 2 2 2 1 2 1 2( , ) ( , ) ( , ) ( , )n nSim C C w f C C w f C C w f C C     (17) 

As can be seen from this expression, when the values of f1(C1, C2), f2(C1, C2), …, fn(C1, C2) are certain, 

the value of Sim(C1, C2) is determined by the values of w1, w2, …, wn. That is to say, the weights of the con-

tribution components have a direct influence on the result and the similarity calculation accuracy of a seman-

tic similarity measure. Thus a weight calculation algorithm which can ensure similarity calculation accuracy 

is of great necessity for a semantic similarity measure. Since there is yet no evidence that the methods [16-19] 

have provided such an algorithm, this paper designs one to further improve these methods and to calculate the 

weights in the presented measure selection algorithm.  

In general, the similarity calculation accuracy of a measure can be evaluated by the Pearson correlation 

coefficient between the similarities of a certain number of sample concept pairs calculated by the measure 

and the actual similarities of these sample concept pairs (normally it is impossible to obtain the actual simi-

larity of a sample concept pair and thus this actual similarity is always replaced by a mean value of the simi-

larities of this sample concept pair judged by a certain number of domain experts). The greater this correla-

tion coefficient, the higher the similarity calculation accuracy is [24-27]. However, if the correlation coeffi-

cients of different measures only have minor differences (the difference between each two of them is less than 

0.1), it would not be able to conclude which measure is better. In this situation, the present paper uses the re-
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sidual sum of squares between the calculated similarities and the actual similarities to evaluate a measure. 

The smaller this residual sum of squares, the higher the similarity calculation accuracy is.  

Based on these two situations, the designed algorithm should firstly calculate a group of weights that can 

maximize the Pearson correlation coefficient. If the correlation coefficients of different measures have signif-

icant differences (the difference between two of them is greater than 0.1), which measure is better will be di-

rectly concluded. Otherwise, the algorithm should calculate another group of weights that can minimize the 

residual sum of squares. Then a better measure will be determined by comparing all calculated residual sums 

of squares. Thus the algorithm consists of two procedures: A procedure of computing weights by maximizing 

Pearson correlation coefficient and a procedure of computing weights by minimizing residual sum of squares. 

The details of the procedure of computing weights by maximizing Pearson correlation coefficient are firstly 

explained.  

Formally, let N be the number of the sample concept pairs whose semantic similarities need to be meas-

ured (N is at least equal to 30), Ai(Ci,1, Ci,2) (i = 1, 2, …, N) be the actual semantic similarity of the i-th con-

cept pair (Ci,1, Ci,2), U = [fi,1(Ci,1, Ci,2), fi,2(Ci,1, Ci,2),…, fi,n(Ci,1, Ci,2)]
T
 be a vector, V = [Ai(Ci,1, Ci,2)]

T
 be a vec-

tor, and w = [w1, w2, …, wn]
T
 be a vector. Then the Pearson correlation coefficient between the actual seman-

tic similarities and the calculated semantic similarities of these N concept pairs is the Pearson correlation co-

efficient between w
T
U and V:  

TT
T

T T

cov( , )
corr( , )

cov( , ) cov( , )
 


 

 

UV

UU VV

ww U V
w U V

w U U w V V w w
 (18) 

where cov is short for covariance and cov(U, U) =UU
, cov(U, V) =UV

, and cov(V, V) =VV
are respec-

tively the following matrices:  

,1 ,1 ,2 ,1 ,1 ,2 ,1 ,1 ,2 ,2 ,1 ,2 ,1 ,1 ,2 , ,1 ,2

,2 ,1 ,2 ,1 ,1 ,2 ,2 ,1 ,2 ,2 ,1 ,2 ,2 ,1

( ) ( ) ( ) ( ) (, , , , , ,

, , ,

cov( , ) cov( , ) cov( , )

c

) ( )

( ), ( ) (ov( ) c ),ov( ) cov( ( ,(, )

i i i i i i i i i i i i i i i i n i i

i i i i i i i i i i i i i i

f C C f C C f C C f C C f C C f C C

f C C f C C f C C f C C f C
 

UU

,2 , ,1 ,2

, ,1 ,2 ,1 ,1 ,2 , ,1 ,2 ,2 ,1 ,2 , ,1 ,2 , ,1 ,2

)

cov( , ) cov( , ) co

,

, , , , ,

), ( )

( ) ( ) ( ,v() ( ) ( ) ( )),

i i n i i

i n i i i i i i n i i i i i i n i i i n i i

C f C C

f C C f C C f C C f C C f C C f C C

 
 
 
 
 
  

 (19) 

,1 ,1 ,2 ,1 ,2

,2 ,1 ,2 ,1 ,2

, ,1 ,2 ,1 ,2

cov( , ),( ) ( )

( ) ( )

(

cov( , )

cov(

,

, ,

, ,, )) ( )

  

i i i i i i

i i i i i i

i n i i i i i

f C C A C C

f C C A C C

f C C A C C

 
 
  
 
 
  

UV  (20) 

,1 ,2 ,1 ,2cov( ,, ,( ) ( )i i i i i iA C C A C C    VV  (21) 

To solve the vector w that can maximize corr(w
T
U, V), the canonical correlation analysis method [30] is used. 

The obtained solution is: w is an eigenvector with the maximum eigenvalue for the matrix
1 1    UU UV VV VU , 

whereVU
is the following matrix:  

,1 ,2 ,1 ,1 ,2 ,1 ,2 ,2 ,1 ,2 ,1 ,2 , ,1 ,2( ), ( ) ( ),cov( ) cov( ) cov(( ) ( ), ( ), , , , ), ,i i i i i i i i i i i i i i i i n i iA C C f C C A C C f C C A C C f C C    VU
 (22) 

However, the elements of w are not the final weights of the contribution components f1(C1, C2), f2(C1, C2), …, 
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fn(C1, C2) because some of these elements may be smaller than 0 and the sum of the remaining elements (the 

elements that are not smaller than 0) is usually not equal to 1. The final weights are solved by the following 

normalization: Let w
o
 = [w1

o
, w2

o
, …, wn

o
]

T
 be the vector solved by the canonical correlation analysis method 

and w = [w1, w2, …, wn]
T
 be the final weight vector. For all wj

o
 < 0 (j = 1, 2,…, n), let wj

o
 = 0 and wj = 0 and 

then let wj = wj
o
 /(w1

o
 + w2

o
 +…+ wn

o
). The next section will prove that the vector w = [w1, w2, …, wn]

T
 ob-

tained from such normalization is also a vector that can maximize the Pearson correlation coefficient.  

Now the details of the procedure of how to compute weights by minimizing residual sum of squares are 

explained. Likewise, let N be the number of the sample concept pairs whose semantic similarities require to 

be measured (N is at least equal to 30), Ai(Ci,1, Ci,2) (i = 1, 2, …, N) be the actual semantic similarity of the 

i-th concept pair (Ci,1, Ci,2), X = [fi,1(Ci,1, Ci,2), fi,2(Ci,1, Ci,2),…, fi,n(Ci,1, Ci,2)]
T
 be a vector, Y = [Ai(Ci,1, Ci,2)]

T
 be 

a vector, and w = [w1, w2, …, wn]
T
 be a vector. Then the residual sum of squares between the actual semantic 

similarities and the calculated semantic similarities of these N concept pairs is the residual sum of squares 

between w
T
X and Y:  

2T 2

,1 ,2 ,1 ,2 1 ,1 2 ,2 ,

1 1

rss( , ) ( , ) ( , ) ( ) 
N N

i i i i i i i n i n i

i i

Sim C C A C C w f w f w f A
 

         w X Y  (23) 

where fi,j (j = 1, 2, …, n) and Ai are respectively fi,j(Ci,1, Ci,2) and Ai(Ci,1, Ci,2) for simplicity. Since wn = 1 − w1 

– w2 − … − wn−1, rss(w
T
X, Y) can be transformed as:  

2T

,1 , 1 ,2 , 2 , 1 , 1 ,

1

rss( , ) ( ) ( ) ( ) ( ) 
N

i i n i i n i n i n n i n i

i

f f w f f w f f w f A 



          w X Y  (24) 

Rrespectively take partial differentiation on rss(w
T
X, Y) with respect to w1, w2, …, wn−1:  

2

,1 , 1 ,1 , ,2 , 2 ,1 , , 1 , 1 ,1 , ,

11

2

,1 , ,2 , 1 ,2 , 2 ,2 , , 1 , 1 ,2 ,

2

2 ( ) ( )( ) ( )( ) ( )( )

2 ( )( ) ( ) ( )( ) ( )

N

i i n i i n i i n i i n i n i n n i i n i n i

i

i i n i i n i i n i i n i n i n n i i n

RSS
f f w f f f f w f f f f w f f f A

w

RSS
f f f f w f f w f f f f w f f

w

 



 


             


          





,

1

2

,1 , , 1 , 1 ,2 , , 1 , 2 , 1 , 1 , 1 , ,

11

( )

2 ( )( ) ( )( ) ( ) ( )( )

N

i n i

i

N

i i n i n i n i i n i n i n i n i n n i n i n i n i

in

f A

RSS
f f f f w f f f f w f f w f f f A

w



    








   





              





   

 (25) 

After setting each partial differentiation equal to 0, a linear equation set Aw’ = b is obtained, where w’ = [w1, 

w2, …, wn‒1]
T
 and  

,1 , ,1 , ,1 , ,2 , ,1 , , 1 ,

1 1 1

,1 , ,2 , ,2 , ,2 , ,2 , , 1 ,

1 1 1

,1 , , 1 ,

( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( )

( )( )

N N N

i i n i i n i i n i i n i i n i n i n

i i i

N N N

i i n i i n i i n i i n i i n i n i n

i i i

i i n i n i n

i

f f f f f f f f f f f f

f f f f f f f f f f f f

f f f f



  



  





     

     


 

  

  
A

,2 , , 1 , , 1 , , 1 ,

1 1 1

( )( ) ( )( )
N N N

i i n i n i n i n i n i n i n

i i

f f f f f f f f  

 

 
 
 
 
 
 
 
 
    
  
  

 (26) 
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T

, ,1 , , ,2 , , , 1 ,

1 1 1

( )( ) ( )( ) ( )( )
N N N

i n i i n i i n i i n i i n i n i n i

i i i

f f f A f f f A f f f A
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 
      

 
  b =  

(27) 

This is an n−1-variables non-homogeneous linear equation set. The coefficient matrix of this equation set (i.e. 

the matrix A) is a symmetric matrix. All leading diagonal elements of this matrix are greater than 0. Based on 

these characteristics, there are a number of methods that could be used to solve the equation set, where repre-

sentative ones are Gauss elimination, Gauss-Jordan elimination, Dolittle decomposition, Courant decomposi-

tion, Jacobi iteration, and Gauss-Seidel iteration methods. The Gauss elimination method is chose to solve the 

equation set for these two reasons: (1) The characteristics of A exactly meet the application condition of the 

Gauss elimination method. (2) Whether the characteristics of A can match the application conditions of other 

methods relies on the semantic similarities computed by each contribution component. Sometimes these 

methods cannot be applied to solve the equation set. After applying the Gauss elimination method, a solution 

vector w’ = [w1
o
, w2

o
, …, wn−1

o
]

T
 is obtained. For each wi

o
 (i = 1, 2, …, n−1): (1) If wi

o
 > 1, then wi = 1 and wj 

= 0 (j = 1, 2, …, n and j ≠ i). (2) If wi
o
 < 0, then wi = 0; if 0 ≤ wi

o
 ≤ 1, then wi = wi

o
; and finally wn = 1 – w1 – 

w2 − … − wn−1.  

Based on the above explanations, an algorithm for calculating the n (n = 1, 2, …) weights of the n con-

tribution components in a semantic similarity measure can be designed. The designed algorithm, whose de-

scription is provided in Appendix A, consists of two procedures. The first procedure is used to compute the 

weights that can maximize Pearson correlation coefficient. The main ideas behind this procedure are infor-

mally described as follows. The procedure firstly calculates out the values of all of the elements ofUU
,UV

,

VV
, andVU

and the matrix
1 1    UU UV VV VU according to the input n sets {fi,1(Ci,1, Ci,2)}, {fi,2(Ci,1, Ci,2)},…, 

{fi,n(Ci,1, Ci,2)} (i = 1, 2,…, N) and set {Ai(Ci,1, Ci,2)}. Then it seeks the eigenvector with the maximum eigen-

value for
1 1    UU UV VV VU and computes out the n weights of the n contribution components w1, w2, …, wn 

based on this eigenvector. The second procedure is used to compute the weights that can minimize residual 

sum of squares. The main ideas behind this procedure are also informally described as follows. The procedure 

firstly computes out the coefficient matrix A and the right end constant vector b of Aw’ = b according to the 

input n sets {fi,1(Ci,1, Ci,2)}, {fi,2(Ci,1, Ci,2)},…, {fi,n(Ci,1, Ci,2)} (i = 1, 2,…, N) and set {Ai(Ci,1, Ci,2)}. Then it 

applies the Gauss elimination method to solve the equation set and obtain the solution w1
o
, w2

o
, …, wn−1

o
. Fi-

nally, it computes out the n weights of the n contribution components w1, w2, …, wn.  

The complexity of the designed weight calculation algorithm is analyzed as follows: (1) The complexity 

of the first procedure. 1) The computation amount of Step 1. The computation of each covariance requires N 

multiplications and 2N + 1 divisions. Since there are totally n
2
 + 2n + 1 covariances in the four matricesUU

,

UV
,VV

, andVU
, the computation of the values of all of the elements in these four matrices needs (3N + 

1)(n
2
 + 2n + 1) multiplications/divisions. The computation of the matrix

1 1    UU UV VV VU requires 2n
2
 + 2n + 

1 multiplications/divisions. So this step totally needs (3N+3)n
2
 + (6N+4)n + 3N + 2 multiplications/divisions. 

2) The computation amount of Step 2. The complexity of seeking the eigenvector with the maximum eigen-

value for
1 1    UU UV VV VU is O(n

3
). 3) The computation amount of Step 3. This step requires n divisions. As 

can be concluded from the computation amounts of these three steps, the complexity of the first procedure is 

O(n
3
). (2) The complexity of the second procedure. 1) The computation amount of Step 1. The computation 
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of each element in A requires N multiplications. Since there are totally (n−1)
2
 elements in A, the computation 

of A needs N(n−1)
2
 multiplications. The computation of each element in b needs N multiplications. There are 

totally n−1 elements in b. Thus the computation of b needs N(n−1) multiplications and this step totally re-

quires N(n−1)
2
+ N(n−1) multiplications. 2) The computation amount of Step 2. The complexity of the Gauss 

elimination method is O(n
3
). It can be concluded from the computation amounts of these two steps that the 

complexity of the second procedure is O(n
3
).  

3.2. Measure selection algorithm  

The commonly used semantic similarity measures in attribute-based method are Tversky’s measure (Ex-

pression (4)) [23], Petrakis et al.’s measure (Expression (8)) [24], and Sánchez et al.’s measure (Expression 

(9)) [25]. These three measures are taken as candidate measures to illustrate how to select two measures that 

make Sim(C1, C2) (Expression (16)) have high similarity calculation accuracy to respectively calculate out the 

contribution components Simdes(DC1, DC2) and Simrel(RC1, RC2). Since each contribution component has three 

options, the following nine measures can be derived from Expression (16):  

1 1 2 1,1 1 2 1,2 1 2

2 1 2 2,1 1 2 2,2 1 2

3 1 2 3,1 1 2 3,2 1 2

4 1 2 4,1

( , ) ( , ) ( , )

( , ) ( , ) ( , )

( , ) ( , ) ( , )

( , )

C C C C

C C C C

C C C C

Sim C C w Sim D D w Sim R R

Sim C C w Sim D D w Sim R R

Sim C C w Sim D D w Sim R R

Sim C C w Sim

 

 

 



Tversky Tversky

Tversky Petrakis

Tversky Sanchez

Pet 1 2 4,2 1 2

5 1 2 5,1 1 2 5,2 1 2

6 1 2 6,1 1 2 6,2 1 2

7 1 2 7,1 1 2 7,2

( , ) ( , )

( , ) ( , ) ( , )

( , ) ( , ) ( , )

( , ) ( , )

C C C C

C C C C

C C C C

C C

D D w Sim R R

Sim C C w Sim D D w Sim R R

Sim C C w Sim D D w Sim R R

Sim C C w Sim D D w S



 

 
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rakis Tversky

Petrakis Petrakis

Petrakis Sanchez

Sanchez 1 2

8 1 2 8,1 1 2 8,2 1 2

9 1 2 9,1 1 2 9,2 1 2

( , )

( , ) ( , ) ( , )

( , ) ( , ) ( , )

C C

C C C C

C C C C

im R R

Sim C C w Sim D D w Sim R R

Sim C C w Sim D D w Sim R R














 


 

Tversky

Sanchez Petrakis

Sanchez Sanchez

 (28) 

where Simj(C1, C2) (j = 1, 2, …, 9) is the j-th semantic similarity measure for C1 and C2, and wj,1 and wj,2 are 

nine pairs of weights such that 0 ≤ wj,1, wj,2 ≤ 1 and wj,1 + wj,2 = 1. The values of wj,1 and wj,2 can be worked 

out by the two procedures in the designed weight calculation algorithm.  

Now another question arises: How to make a choice among the nine derived measures? A direct and ef-

fective solution is to choose the measure that obtains the highest similarity calculation accuracy. Since gener-

ally the similarity calculation accuracy of a measure can be quantified by the Pearson correlation coefficient 

between the similarities of a certain number of sample concept pairs computed by this measure and the actual 

similarities of these sample concept pairs (normally it is impossible to obtain the actual similarity of a sample 

concept pair and thus this actual similarity is always replaced by a mean value of the similarities of this sam-

ple concept pair judged by a certain number of domain experts) [24-27], one can use the first procedure of the 

designed weight calculation algorithm to compute nine groups of weights and then calculate nine correlation 

coefficients and choose the measure that obtains the greatest Pearson correlation coefficient from these nine 

derived measures. However, if the correlation coefficients of the nine derived measures only have minor dif-

ferences (the difference between each two of them is less than 0.1), it would not be able to conclude which 

measure is the best. In this situation, one can apply the second procedure of the designed weight calculation 

algorithm to compute nine groups of weights and then calculate nine residual sums of squares. The measure 
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that has the least residual sum of squares is selected for concepts in two different CAD model data ontologies.  

Formally, let O1 and O2 be two different CAD model data ontologies, N1 be the number of sample con-

cepts that are arbitrarily extracted from O1, and N2 be the number of sample concepts that are arbitrarily ex-

tracted from O2. The number of all possible sample concept pairs is N = N1N2 (generally N is at least 30 when 

extracting the sample concepts from O1 and O2). The semantic similarities of these N sample concept pairs 

can be respectively assessed by Simj(Ci,1, Ci,2) (i = 1, 2, …, N and j = 1, 2, …, 9). For all these assessed se-

mantic similarities, let Simi,j(Ci,1, Ci,2) (i = 1, 2, …, N and j = 1, 2, …, 9) be the sematic similarity of the i-th 

sample concept pair that is assessed by Simj(Ci,1, Ci,2) and Ai(Ci,1, Ci,2) (i = 1, 2, …, N) be the actual semantic 

similarity of the i-th sample concept pair. The Pearson correlation coefficient and the residual sum of squares 

between vectors A = [Simi,j(Ci,1, Ci,2)]
T
 and B = [Ai(Ci,1, Ci,2)]

T
 can be respectively expressed as:  

T T

T

, ,1 ,2 ,1 ,2

, ,1 ,2 , ,1 ,2 ,1 ,2 ,1 ,2

T T T

, ,

,

cov([ ( )] ,[ ( )] )
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cov([ ( )] ,[ ( )] ) cov([ ( )] ,[ (, )] ), ,

i j i i i i i

i j i i i j i i i i i i i i

Sim C C A C C

Sim C C Sim C C A C C A C C
A B  (29) 

, ,1 ,2

2

,1 ,2

1

rss( , ) ) ( , ),( 
N

i j i i i

i

i iASim CC C C


   A B  
(30) 

where cov is short for covariance. One can firstly use Expression (29) to calculate out corr([Simi,1(Ci,1, Ci,2)]
T
, 

B), corr([Simi,2(Ci,1, Ci,2)]
T
, B),…, corr([Simi,9(Ci,1, Ci,2)]

T
, B) and then choose the measure Simj(C1, C2) (where 

corr([Simi,j(Ci,1, Ci,2)]
T
, B) is the greatest correlation coefficient among these nine correlation coefficients) to 

compute the semantic similarities of all possible concept pairs whose two components are respectively from 

O1 and O2 and are not semantically equivalent. However, if the difference between each two of the nine cor-

relation coefficients is less than 0.1, one can utilize Expression (30) to calculate out rss([Simi,1(Ci,1, Ci,2)]
T
, B), 

rss([Simi,2(Ci,1, Ci,2)]
T
, B),…, rss([Simi,9(Ci,1, Ci,2)]

T
, B) and select Simj(C1, C2) (where rss([Simi,j(Ci,1, Ci,2)]

T
, B) 

is the least residual sum of squares among these nine residual sums of squares) for concepts in O1 and O2.  

Based on the above selection process, an algorithm for determining a measure with high similarity cal-

culation accuracy for concepts in two different CAD model data ontologies can be designed. The designed 

algorithm, whose description is provided in Appendix B, takes as input two different CAD model data ontol-

ogies O1 and O2 which are represented in OWL DL (i.e. description logic SHOIN(D) [31]), and it returns as 

output a measure with high similarity calculation accuracy for the concepts between O1 and O2. The main 

ideas behind the algorithm are informally described as follows. The reasoning on a combination of O1 and O2 

is firstly performed to find out the semantically equivalent pairs. After this reasoning, N1 sample concepts in 

O1 that do not have semantically equivalent concepts in O2 and N2 sample concepts in O2 that do not have 

semantically equivalent concepts in O1 are respectively extracted. Then N = N1N2 sample concept pairs are 

constructed and their semantic similarities are judged by a certain number of domain experts. These judged 

semantic similarities are taken as the actual semantic similarities of these N sample concept pairs. For the N 

sample concept pairs, the similarities between their semantic descriptions and between their semantic rela-

tionships are calculated and then the nine groups of weights are computed by the first procedure in the weight 

calculation algorithm. After that, the semantic similarity of each pair and the Pearson correlation coefficient 

of each measure are successively worked out. If the difference between some two of the nine correlation co-
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efficients is greater than or equal to 0.1, the measure for the concepts between O1 and O2 is selected as the 

one having the greatest correlation coefficient. Otherwise, the second procedure in the weight calculation al-

gorithm is used to compute another nine groups of weights and similarly the semantic similarity of each pair 

and the residual sum of squares of each measure are successively worked out. Then the measure for the con-

cepts between O1 and O2 is selected as the one that has the least residual sum of squares.  

The complexity of the designed measure selection algorithm is analyzed as follows: (1) The complexity 

of reasoning on the two CAD model data ontologies (Step 1). It has been proved that the concept satisfiabil-

ity problem is NExpTime-complete for SHOIN(D) [32] and the reasoning problem is ExpTime-complete for 

OWL DL ontologies combining with DL-safe SWRL rules [33]. (2) The computation amount of Step 2. The 

calculation of the semantic similarities between the semantic descriptions and between the semantic relation-

ships of the N sample concept pairs respectively needs 4N and 3N divisions. (3) The computation amount of 

Step 3. The computation complexity of calculating the nine groups of weights is 9O(2
3
). (4) The computation 

amount of Step 4. Using the nine measures for concepts to calculate the semantic similarities of the N sample 

concept pairs needs 18N multiplications. (5) The computation amount of Step 5. The computation of the nine 

correlation coefficients requires 9(3N+11) multiplications/divisions. (6) The computation amount of Step 6. 

The computation complexity of calculating the nine groups of weights is 9O(2
3
). Using the nine measures to 

calculate the semantic similarities of the N sample concept pairs needs 18N multiplications. The computation 

of the nine residual sums of squares requires 9N multiplications. As can be concluded from the above analysis 

of the computation amounts of the six steps, except for the complexity of reasoning on ontologies, the com-

plexity of the measure selection algorithm is O(N).  

4. Implementation, example, and evaluation 

This section first reports a prototype implementation of the proposed measure selection method. It then 

presents an example to illustrate how the proposed method works. Finally, the section evaluates the proposed 

method through theoretical and experimental comparisons.  

4.1. Implementation 

The CAD model data ontologies can be manually developed with the OWL DL and SWRL languages in 

Protégé [34], a free and open-source ontology editor providing an integration environment of creating, editing 

and saving OWL DL/SWRL ontologies in a visual way. Because this paper does not aim to explain how to 

develop a comprehensive CAD model data ontology, it just develops a PROE feature data ontology and a 

UGNX feature data ontology for the purpose of simplicity. Zhu et al. [28] has developed a PROE assembly 

feature data ontology and Patil [16] has developed a UGNX feature data ontology. These two ontologies are 

reused when developing the PROE and UGNX feature data ontologies.  

After developing the PROE and UGNX feature data ontologies, the reasoning on a combination of them 

is performed by using the Jess reasoner [35]. The proposed measure selection method is then developed using 

Protégé-OWL application program interface (API) and Java programming language.  

4.2. Example 

An example is presented to illustrate how the proposed measure selection method works. An initializa-
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tion work of the illustration is to perform reasoning on a combination of the PROE and UGNX feature data 

ontologies, which can be done by the Jess reasoner [35]. After performing the reasoning, the concepts in each 

ontology which do not have semantically equivalent counterparts are obtained. Then eleven sample concepts 

which respectively represent six different types of PROE hole features and five different types of UGNX hole 

features are extracted from these obtained concepts. Hence, as shown in Table 1, there are totally thirty possi-

ble sample concept pairs between these extracted sample concepts.  

Table 1  

All possible sample concept pairs between the six sample concepts extracted from the PROE feature data ontology and 

the five sample concepts extracted from the UGNX feature data ontology.  

  Concepts in UGNX 

Concepts in PROE 

UGNX- 

GeneralHole 

UGNX- 

DrillSizeHole 

UGNX-Screw 

ClearanceHole 

UGNX- 

ThreadedHole 

UGNX- 

HoleSeries 

PROE-Rectangle 

ProfileHole 
CP1,1 CP1,2 CP1,3 CP1,4 CP1,5 

PROE-Standard 

ProfileHole 
CP2,1 CP2,2 CP2,3 CP2,4 CP2,5 

PROE-Sketch 

ProfileHole 
CP3,1 CP3,2 CP3,3 CP3,4 CP3,5 

PROE- 

DrilledHole 
CP4,1 CP4,2 CP4,3 CP4,4 CP4,5 

PROE- 

ClearanceHole 
CP5,1 CP5,2 CP5,3 CP5,4 CP5,5 

PROE- 

TaperedHole 
CP6,1 CP6,2 CP6,3 CP6,4 CP6,5 

Now the thirty sample concept pairs are used as sample concept pairs to select a measure with high sim-

ilarity calculation accuracy for concepts in the PROE and UGNX feature data ontologies. The selection pro-

cess can be divided into four steps.  

The first step is to get the actual semantic similarities of these thirty sample concept pairs. As mentioned 

before, it is always impossible to obtain the actual semantic similarity of a concept pair because the notion of 

similarity is a subjective human judgement. Many researchers in the field of semantic similarity measure (e.g. 

Petrakis et al. [24], Sánchez et al. [25], Rodríguez and Egenhofer [26], and Jiang et al. [27]) presented to use 

a mean value of the semantic similarities of a concept pair judged by a certain number of domain experts to 

replace the actual semantic similarity of this concept pair. The actual semantic similarities of the thirty sample 

concept pairs are also obtained by this way. Specifically, thirty-six identical questionnaires are distributed to 

six teachers and thirty students who have ever used PROE and UGNX to do mechanical design and are fa-

miliar with the processes of designing different types of hole features with these two systems. These teachers 

and students are asked to judge the semantic similarity of each pair in Table 1 on a scale 0, 0.1, 0.2, …, 0.9, 1. 

The thirty-six judgement semantic similarities of each pair are sorted in descending order and the first three 

and last three ones are removed. Then the mean value of the rest thirty ones is worked out (see Table 2).  

The second step is to calculate out the similarities of the semantic descriptions and the similarities of the 

semantic relationships of the thirty concept pairs. The similarities of the semantic descriptions of the thirty 
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concept pairs can be respectively calculated out by Tversky’s measure (Expression (4)) [23], Petrakis et al.’s 

measure (Expression (8)) [24], and Sánchez et al.’s measure (Expression (9)) [25]. For example, consider the 

semantic descriptions of the concepts PROE-RectangleProfileHole (in the PROE feature data ontology) and 

UGNX-GeneralHole (in the UGNX feature data ontology) in the introduction. Because both of them are in 

layer four in their respective ontologies and the following equivalent correspondences are asserted when de-

veloping the PROE and UGNX feature data ontologies or inferred after performing reasoning on a combina-

tion of these two ontologies:  

PROE-Hole ≡ UGNX-Hole,  

PROE-Point ≡ UGNX-Point,  

PROE-ThroughAll ≡ UGNX-ThroughBody,  

PROE-Lightweight ≡ UGNX-Subtract,  

proe-hasName ≡ ugnx-hasName,  

proe-hasPlacement ≡ ugnx-hasPosition,  

proe-hasSideDepth ≡ ugnx-hasDepthLimit,  

proe-hasDiameter ≡ ugnx-hasDiameter,  

proe-hasLightweight ≡ ugnx-hasBoolean,  

proe-hasTolerance ≡ ugnx-hasTolerance, 

According to the above conditions, the following results are obtained based on Expression (5) and the seman-

tic descriptions of the two concepts in the introduction:  

( - , - ) 4 (4 4) 0.5PROE RectangleProfileHole UGNX GeneralHole     

CDPROE-RectangleProfileHole = {PROE-Hole, =1proe-hasName, ∃proe-hasName.string, =1proe-hasPlacement, 

∃proe-hasPlacement.(PROE-Point ⊔ PROE-Axis ⊔ PROE-Surface ⊔ PROE-DatumPlane),  

=1proe-hasPlacementType, ∃proe-hasPlacementType.(PROE-Linear ⊔ PROE-Radial ⊔  

PROE-Diameter), =1proe-hasDiameter, ∃proe-hasDiameter.float, =1proe-hasSideDepth,  

∃proe-hasSideDepth.(PROE-Blind ⊔ PROE-Symmetric ⊔ PROE-ToNext ⊔  

PROE-ThroughAll ⊔ PROE-ThroughUntil ⊔ PROE-ToSelected), ≤1proe-hasLightweight,  

∃proe-hasLightweight.PROE-Lightweight, =1proe-hasTolerance, ∃proe-hasTolerance.float} 

CDUGNX-GeneralHole = {UGNX-Hole, =1ugnx-hasName, ∃ugnx-hasName.string, =1ugnx-hasPosition,  

∃ugnx-hasPosition.(UGNX-SketchSection ⊔ UGNX-Point), =1ugnx-hasHoleDirection,  

∃ugnx-hasHoleDirection.(UGNX-Normal2Face ⊔ UGNX-AlongVector), =1ugnx-hasForm,  

∃ugnx-hasForm.(UGNX-Simple ⊔ UGNX-Counterbored ⊔ UGNX-Countersunk ⊔ UGNX-Tapered), 

=1ugnx-hasDiameter, ∃ugnx-hasDiameter.(float ⊔ UGNX-Measure ⊔ UGNX-Formula ⊔  

UGNX-Function ⊔ UGNX-Reference ⊔ UGNX-Constant), =1ugnx-hasDepthLimit,  

∃ugnx-hasDepthLimit.(UGNX-Value ⊔ UGNX-UntilSelected ⊔ UGNX-UntilNext ⊔  

UGNX-ThroughBody), ≤1ugnx-hasBoolean, ∃ugnx-hasBoolean.UGNX-Subtract, 

=1ugnx-hasTolerance, ∃ugnx-hasTolerance.float} 

( ) ( ) 13, ( ) ( ) 19
- - - -

 DPROE RectangleProfileHole DUGNX GeneralHole DPROE RectangleProfileHole DUGNX GeneralHoleS C S C S C S C     

( ) \ ( ) 2, ( ) \ ( ) 4
- - - -

 DPROE RectangleProfileHole DUGNX GeneralHole DUGNX GeneralHole DPROE RectangleProfileHoleS C S C S C S C   

Then the similarity of the two semantic descriptions is computed by SimTversky(DC1, DC2), SimPetrakis(DC1, DC2), 

or SimSanchez(DC1, DC2):  

( , ) 13 [13 0.5 2 (1 0.5) 4] 0.8125
Tversky - -PROE RectangleProfileHole UGNX GeneralHoleSim D D         
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( , ) 13 19 0.6842
Petrakis - -PROE RectangleProfileHole UGNX GeneralHoleSim D D    

 2( , ) 1 log 1 (2 4) (2 4 13) 0.6041
Sanchez - -PROE RectangleProfileHole UGNX GeneralHoleSim D D         

By a similar way, the similarities of the semantic descriptions (semantic relationships) of the thirty con-

cept pairs are worked out by SimTversky(DC1, DC2), SimPetrakis(DC1, DC2), or SimSanchez(DC1, DC2) (SimTversky(RC1, 

RC2), SimPetrakis(RC1, RC2), or SimSanchez(RC1, RC2)) (also see Table 2).  

Table 2  

The mean value of the thirty judgement semantic similarities, the similarities of the semantic descriptions, and the simi-

larities of the semantic relationships of each sample concept pair in Table 1.  

Concept 

pair CP 

Mean value of 30 

judgement results 

Similarities of semantic descriptions Similarities of semantic relationships 

SimTversky SimPetrakis SimSanchez SimTversky SimPetrakis SimSanchez 

CP1,1 0.6667 0.8125 0.6842 0.6041 0.8235 0.7000 0.6215 

CP1,2 0.5033 0.6500 0.4815 0.3973 0.7000 0.5385 0.4525 

CP1,3 0.4667 0.5909 0.4194 0.3395 0.6087 0.4375 0.3561 

CP1,4 0.3700 0.4583 0.2973 0.2322 0.4800 0.3158 0.2479 

CP1,5 0.2100 0.3824 0.2364 0.1814 0.4000 0.2500 0.1926 

CP2,1 0.7600 0.8824 0.7895 0.7244 0.8889 0.8000 0.7370 

CP2,2 0.4567 0.6190 0.4483 0.3661 0.6364 0.4667 0.3833 

CP2,3 0.5300 0.6522 0.4839 0.3996 0.6667 0.5000 0.4150 

CP2,4 0.3100 0.4400 0.2821 0.2193 0.4615 0.3000 0.2345 

CP2,5 0.1967 0.4286 0.2727 0.2115 0.4571 0.2963 0.2313 

CP3,1 0.5200 0.6000 0.4286 0.3479 0.6250 0.4545 0.3720 

CP3,2 0.4167 0.4737 0.3103 0.2433 0.5263 0.3125 0.2838 

CP3,3 0.2766 0.4286 0.2727 0.2115 0.4545 0.2941 0.2295 

CP3,4 0.1900 0.3913 0.2432 0.1871 0.4167 0.2632 0.2035 

CP3,5 0.0967 0.2571 0.1475 0.1106 0.2941 0.1724 0.1301 

CP4,1 0.6800 0.7895 0.6522 0.5694 0.8000 0.6667 0.5850 

CP4,2 0.9267 0.9200 0.8519 0.8007 0.9231 0.8571 0.8074 

CP4,3 0.6333 0.7600 0.6129 0.5279 0.7692 0.6250 0.5406 

CP4,4 0.4400 0.4815 0.3171 0.2490 0.5000 0.3333 0.2630 

CP4,5 0.3600 0.5135 0.3455 0.2736 0.5405 0.3704 0.2955 

CP5,1 0.7333 0.7500 0.6000 0.5146 0.7619 0.6154 0.5305 

CP5,2 0.6000 0.7083 0.5484 0.4623 0.7500 0.6000 0.5146 

CP5,3 0.8400 0.8929 0.8065 0.7447 0.8966 0.8125 0.7521 

CP5,4 0.3000 0.4643 0.3023 0.2364 0.4828 0.3182 0.2500 

CP5,5 0.4167 0.5833 0.4118 0.3326 0.6111 0.4400 0.3585 

CP6,1 0.6033 0.7222 0.5652 0.4792 0.7368 0.5833 0.4975 

CP6,2 0.4767 0.5909 0.4194 0.3395 0.6364 0.4667 0.3833 

CP6,3 0.5200 0.7083 0.5484 0.4623 0.7200 0.5625 0.4764 

CP6,4 0.3333 0.5000 0.3333 0.2630 0.5185 0.3500 0.2775 

CP6,5 0.2400 0.4474 0.2881 0.2244 0.4615 0.3000 0.2345 

The third step is to calculate the nine pairs of weights and the nine groups of the semantic similarities of 
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the thirty sample concept pairs. The first procedure in the designed weight calculation algorithm is firstly ap-

plied to calculate out the nine pairs of weights in Simi,1(Ci,1, Ci,2), Simi,2(Ci,1, Ci,2), …, Simi,9(Ci,1, Ci,2) (see Ta-

ble 3). According to these weights and the similarities in Table 2, nine groups of the semantic similarities of 

the thirty sample concept pairs in Table 1 can be respectively worked out by Simi,1(Ci,1, Ci,2), Simi,2(Ci,1, 

Ci,2), …, Simi,9(Ci,1, Ci,2) (also see Table 3).  

Table 3 

The worked out nine pairs of weights by the first procedure in the weight calculation algorithm, nine groups of the se-

mantic similarities of the thirty sample concept pairs in Table 1, and nine Pearson correlation coefficients.  

w&CP&corr Simi,1 Simi,2 Simi,3 Simi,4 Simi,5 Simi,6 Simi,7 Simi,8 Simi,9 

wj,1 0.5388 0.8503 0.7170 0.3586 0.8727 1.0000 0.2801 0.0636 0.0000 

wj,2 0.4612 0.1497 0.2830 0.6414 0.1273 0.0000 0.7199 0.9364 1.0000 

CP1,1 0.8176 0.7957 0.7584 0.7735 0.6862 0.6842 0.7620 0.6939 0.6215 

CP1,2 0.6731 0.6333 0.5941 0.6216 0.4888 0.4815 0.6152 0.5295 0.4525 

CP1,3 0.5991 0.5679 0.5245 0.5408 0.4217 0.4194 0.5333 0.4313 0.3561 

CP1,4 0.4683 0.4370 0.3988 0.4145 0.2997 0.2973 0.4106 0.3105 0.2479 

CP1,5 0.3905 0.3626 0.3287 0.3413 0.2381 0.2364 0.3388 0.2456 0.1926 

CP2,1 0.8854 0.8701 0.8413 0.8533 0.7908 0.7895 0.8428 0.7952 0.7370 

CP2,2 0.6270 0.5962 0.5523 0.5689 0.4506 0.4483 0.5607 0.4603 0.3833 

CP2,3 0.6589 0.6294 0.5851 0.6011 0.4859 0.4839 0.5919 0.4936 0.4150 

CP2,4 0.4499 0.4190 0.3818 0.3972 0.2844 0.2821 0.3937 0.2949 0.2345 

CP2,5 0.4417 0.4088 0.3728 0.3910 0.2757 0.2727 0.3883 0.2909 0.2313 

CP3,1 0.6115 0.5782 0.5355 0.5546 0.4319 0.4286 0.5474 0.4477 0.3720 

CP3,2 0.4980 0.4496 0.4200 0.4488 0.3106 0.3103 0.4470 0.3081 0.2838 

CP3,3 0.4405 0.4085 0.3723 0.3893 0.2754 0.2727 0.3864 0.2888 0.2295 

CP3,4 0.4030 0.3721 0.3382 0.3545 0.2457 0.2432 0.3524 0.2584 0.2035 

CP3,5 0.2742 0.2444 0.2212 0.2415 0.1507 0.1475 0.2427 0.1685 0.1301 

CP4,1 0.7943 0.7711 0.7316 0.7470 0.6540 0.6522 0.7354 0.6605 0.5850 

CP4,2 0.9214 0.9106 0.8881 0.8976 0.8526 0.8519 0.8888 0.8535 0.8074 

CP4,3 0.7642 0.7398 0.6979 0.7132 0.6144 0.6129 0.7016 0.6188 0.5406 

CP4,4 0.4900 0.4593 0.4197 0.4344 0.3192 0.3171 0.4297 0.3279 0.2630 

CP4,5 0.5260 0.4921 0.4518 0.4706 0.3487 0.3455 0.4657 0.3642 0.2955 

CP5,1 0.7555 0.7299 0.6879 0.7038 0.6020 0.6000 0.6926 0.6090 0.5305 

CP5,2 0.7275 0.6921 0.6535 0.6777 0.5550 0.5484 0.6694 0.5912 0.5146 

CP5,3 0.8946 0.8809 0.8531 0.8643 0.8073 0.8065 0.8541 0.8082 0.7521 

CP5,4 0.4728 0.4424 0.4037 0.4181 0.3043 0.3023 0.4138 0.3130 0.2500 

CP5,5 0.5961 0.5618 0.5197 0.5396 0.4154 0.4118 0.5331 0.4332 0.3585 

CP6,1 0.7289 0.7014 0.6586 0.6753 0.5675 0.5652 0.6646 0.5767 0.4975 

CP6,2 0.6119 0.5723 0.5321 0.5586 0.4254 0.4194 0.5532 0.4586 0.3833 

CP6,3 0.7137 0.6865 0.6427 0.6585 0.5502 0.5484 0.6478 0.5561 0.4764 

CP6,4 0.5085 0.4775 0.4370 0.4521 0.3354 0.3333 0.4469 0.3445 0.2775 

CP6,5 0.4539 0.4253 0.3871 0.3993 0.2896 0.2881 0.3951 0.2952 0.2345 

corr 0.9717 0.9714 0.9725 0.9729 0.9682 0.9681 0.9732 0.9665 0.9651 

The last step is to select a measure with high similarity calculation accuracy. According to the calculated 
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nine groups of the semantic similarities in Table 3, the Pearson correlation coefficients of Simi,1(Ci,1, Ci,2), Si-

mi,2(Ci,1, Ci,2), …, Simi,9(Ci,1, Ci,2) are respectively computed out and listed in Table 3. As can be seen from the 

last row of this table, the difference between each two of the nine correlation coefficients is less than 0.1. So 

the second procedure in the weight calculation algorithm is applied to calculate out the nine pairs of weights 

in Simi,1(Ci,1, Ci,2), Simi,2(Ci,1, Ci,2), …, Simi,9(Ci,1, Ci,2) (see Table 4). Based on these weights and the similari-

ties in Table 2, nine groups of the semantic similarities of the thirty sample concept pairs in Table 1 are re-

spectively worked out by Simi,1(Ci,1, Ci,2), Simi,2(Ci,1, Ci,2), …, Simi,9(Ci,1, Ci,2) (also see Table 4). Then the re-

sidual sums of squares of Simi,1(Ci,1, Ci,2), Simi,2(Ci,1, Ci,2), …, Simi,9(Ci,1, Ci,2) are respectively computed out 

and listed in Table 4. As can be seen from the last row of this table, the residual sum of squares of Simi,4(Ci,1, 

Ci,2) is the least. Thus the measure with high similarity calculation accuracy for concepts in the PROE and 

UGNX feature data ontologies is selected as Sim(C1, C2) = 0.8666SimPetrakis(DC1, DC2) + 0.1334SimTversky(RC1, 

RC2). This measure can be directly used to compute the remainder possible concepts pairs whose two compo-

nents are respectively from the PROE feature data ontology and the UGNX feature data ontology.  

Table 4 

The worked out nine pairs of weights by the second procedure in the weight calculation algorithm, nine groups of the 

semantic similarities of the thirty sample concept pairs in Table 1, and nine residual sums of squares.  

w&CP&rss Simi,1 Simi,2 Simi,3 Simi,4 Simi,5 Simi,6 Simi,7 Simi,8 Simi,9 

wj,1 1.0000 0.0294 0.3706 0.8666 0.1957 1.0000 0.6112 0.0000 0.0000 

wj,2 0.0000 0.9706 0.6294 0.1334 0.8043 0.0000 0.3888 1.0000 1.0000 

CP1,1 0.8125 0.7033 0.6923 0.7028 0.6969 0.6842 0.6894 0.7000 0.6215 

CP1,2 0.6500 0.5418 0.5257 0.5106 0.5273 0.4815 0.5150 0.5385 0.4525 

CP1,3 0.5909 0.4420 0.4431 0.4447 0.4340 0.4194 0.4442 0.4375 0.3561 

CP1,4 0.4583 0.3200 0.3259 0.3217 0.3122 0.2973 0.3285 0.3158 0.2479 

CP1,5 0.3824 0.2539 0.2629 0.2582 0.2473 0.2364 0.2664 0.2500 0.1926 

CP2,1 0.8824 0.8024 0.7909 0.8028 0.7979 0.7895 0.7884 0.8000 0.7370 

CP2,2 0.6190 0.4712 0.4707 0.4734 0.4631 0.4483 0.4712 0.4667 0.3833 

CP2,3 0.6522 0.5045 0.5029 0.5083 0.4968 0.4839 0.5034 0.5000 0.4150 

CP2,4 0.4400 0.3041 0.3107 0.3060 0.2965 0.2821 0.3135 0.3000 0.2345 

CP2,5 0.4286 0.3002 0.3044 0.2973 0.2917 0.2727 0.3070 0.2963 0.2313 

CP3,1 0.6000 0.4588 0.4565 0.4548 0.4494 0.4286 0.4556 0.4545 0.3720 

CP3,2 0.4737 0.3172 0.3542 0.3391 0.3121 0.3103 0.3533 0.3125 0.2838 

CP3,3 0.4286 0.2981 0.3033 0.2970 0.2899 0.2727 0.3060 0.2941 0.2295 

CP3,4 0.3913 0.2670 0.2731 0.2663 0.2593 0.2432 0.2764 0.2632 0.2035 

CP3,5 0.2571 0.1749 0.1772 0.1671 0.1675 0.1475 0.1819 0.1724 0.1301 

CP4,1 0.7895 0.6703 0.6608 0.6719 0.6639 0.6522 0.6591 0.6667 0.5850 

CP4,2 0.9200 0.8589 0.8491 0.8614 0.8561 0.8519 0.8483 0.8571 0.8074 

CP4,3 0.7600 0.6290 0.6219 0.6338 0.6226 0.6129 0.6217 0.6250 0.5406 

CP4,4 0.4815 0.3377 0.3440 0.3415 0.3301 0.3171 0.3466 0.3333 0.2630 

CP4,5 0.5135 0.3746 0.3763 0.3715 0.3655 0.3455 0.3774 0.3704 0.2955 

CP5,1 0.7500 0.6194 0.6118 0.6216 0.6124 0.6000 0.6108 0.6154 0.5305 

CP5,2 0.7083 0.6032 0.5864 0.5753 0.5899 0.5484 0.5742 0.6000 0.5146 

CP5,3 0.8929 0.8149 0.8043 0.8185 0.8113 0.8065 0.8038 0.8125 0.7521 
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CP5,4 0.4643 0.3225 0.3294 0.3264 0.3151 0.3023 0.3322 0.3182 0.2500 

CP5,5 0.5833 0.4442 0.4418 0.4384 0.4345 0.4118 0.4409 0.4400 0.3585 

CP6,1 0.7222 0.5874 0.5808 0.5881 0.5798 0.5652 0.5794 0.5833 0.4975 

CP6,2 0.5909 0.4704 0.4602 0.4483 0.4574 0.4194 0.4549 0.4667 0.3833 

CP6,3 0.7083 0.5668 0.5623 0.5713 0.5597 0.5484 0.5625 0.5625 0.4764 

CP6,4 0.5000 0.3544 0.3600 0.3580 0.3467 0.3333 0.3623 0.3500 0.2775 

CP6,5 0.4474 0.3043 0.3134 0.3112 0.2977 0.2881 0.3166 0.3000 0.2345 

rss 0.5780 0.0847 0.0844 0.0789 0.0846 0.0953 0.0876 0.0852 0.2555 

Here is an example of the application of the selected measure. In this example, the selected measure is 

used to transfer a PROE part including four identical standard profile holes (see Fig. 1) to UGNX. This trans-

ferring process mainly contains four steps (see Fig. 2).  

Name: HOLE1

Type: Standard Profile Hole

Parent: EXTRUDE1

Placement: Surf:F6(PROTRUSION)

Flip: Side 1

Placement Type: Linear

Linear Reference 1: Surf:F6(PROTRUSION)

Offset 1: 15.00

Linear Reference 2: Surf:F6(PROTRUSION)

Offset 2: 15.00

Diameter: 8.00

Side Depth: Through All

Shape: Counterbore

CounterBore Diameter: 16.00

CounterBore Depth: 6.00

Tolerance: 0.02

 
Fig. 1. A part including four identical standard profile holes in PROE. 

PROE feature data ontology 

(ProeFeatureDataOntology.owl)

Individuals

Concepts and roles

Step 2: Determine the mapping concepts and roles

Step 3: Transform the individuals

PROEPart data Part data

Step 1: Translate Step 4: Translate

UGNX

UGNX feature data ontology 

(UgnxFeatureDataOntology.owl)

Individuals

Concepts and roles

 

Fig. 2. Part data transferring process based on Semantic Web technologies. 

The first step is to instantiate the PROE feature data ontology. Using PROE J-Link API and Proté-
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gé-OWL API, the PROE feature data ontology is instantiated by the designed part in Fig. 1. For example, the 

instantiation of the feature HOLE1 in the PROE feature data ontology is shown in Fig. 3.  

 

Fig. 3. Instantiation of the feature HOLE1 in the PROE feature data ontology. 

The second step is to determine the mapping concepts and roles between the PROE feature data ontolo-

gy and the UGNX feature data ontology. Using the technologies of rule reasoning and semantic similarity 

assessment, the mapping concepts and roles between the two ontologies are determined. For instance, using 

the selected measure Sim(C1, C2) = 0.8666SimPetrakis(DC1, DC2) + 0.1334SimTversky(RC1, RC2), the semantic sim-

ilarities of the concept pairs CP2,1, CP2,2, CP2,3, CP2,4, and CP2,5 in Table 1 are respectively computed out as 

0.8028, 0.4734, 0.5083, 0.3060, and 0.2973. Thus the mapping concept from the UGNX feature data ontolo-

gy for PROE-StandardProfileHole is determined as UGNX-GeneralHole according to these similarity scores.  

The third step is to transform the individuals of the PROE feature data ontology to the individuals of the 

UGNX feature data ontology. Based on the semantic descriptions of the mapping concept and role pairs be-

tween the PROE feature data ontology and the UGNX feature data ontology (including the mapping concept 

pair (PROE-StandardProfileHole, UGNX-GeneralHole)), the individuals of the PROE feature data ontology 

are transformed to the individuals of the UGNX feature data ontology using Protégé-OWL API. For instance, 

the transformed individuals related to the feature HOLE1 is shown in Fig. 4.  
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Fig. 4. Transformed individuals related to the feature HOLE1. 

The last step is to transfer the individuals of the UGNX feature data ontology to UGNX. Using Proté-

gé-OWL API and NX Open API, the individuals of the UGNX feature data ontology are transferred to UGNX 

so that the designed part in PROE is successfully transferred to UGNX. The transferred part data, as shown in 

Fig. 5, not only contains geometry, but also contains design history, parameters, and features. One can direct-

ly carry out the modification, extension, and other higher-level operations on the part in UGNX.  

 

Fig. 5. Transferred part data in UGNX. 
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4.3. Evaluation  

4.3.1 Theoretical comparison 

The theoretical comparison in Appendix C proves that the similarity calculation accuracy of the measure 

selected by the designed measure selection algorithm is the highest among the accuracies of all possible line-

ar combinations of any one of SimTversky(DC1, DC2), SimPetrakis(DC1, DC2), and SimSanchez(DC1, DC2) and any one 

of SimTversky(RC1, RC2), SimPetrakis(RC1, RC2), and SimSanchez(RC1, RC2). This theoretical comparison also proves 

that the accuracy of each of the nine measures is higher than the accuracies of all possible linear combina-

tions of its two contribution components.  

For the measures in the existing analogous methods [16-19], the measure in Patil’s method [16] is actu-

ally the measure SimTversky(DC1, DC2), the measure Simdefinition(C1, C2) (the measure Simname(C1, C2) is not con-

sidered since it belongs to a kind of syntax similarities and the present paper only discusses semantic similar-

ities) in Lee et al.’s method [17] can be considered as SimPetrakis(DC1, DC2), the measure in Zhan et al.’s meth-

od [18] is in fact the measure SimPetrakis(RC1, RC2), and the measure in Abdul-Ghafour et al.’s method [19] is 

the measure w1SimTversky(DC1, DC2) + w2SimTversky(RC1, RC2). As can be seen from the theoretical comparison, 

the similarity calculation accuracy of the measure selected by the measure selection algorithm is higher than 

or equal to the accuracies of these measures.  

4.3.2 Experimental comparison 

In general, an experimental comparison for evaluating the similarity calculation accuracies of measures 

can be made using standard benchmarks consisting of a certain number of term pairs whose similarities are 

judged by a group of domain experts. The most widely used three standard benchmarks in such evaluations 

are Rubenstein and Goodenough’s benchmark [36], Miller and Charles’ benchmark [37], and the WordSimi-

larity-353 Test Collection [38]. These three standard benchmarks cannot be used to evaluate the similarity 

calculation accuracies of the measures for concepts in two different CAD model data ontologies since most of 

the terms in them are not the terms in CAD modeling domain. A new benchmark consisting of CAD model-

ing domain terms is required to be designed.  

In the previous example, thirty sample concept pairs whose two components are respectively from the 

PROE and UGNX feature data ontologies have been extracted (see Table 1). The mean value of the semantic 

similarities of each pair judged by thirty domain experts has been worked out (see Table 2). These mean val-

ues have been used to evaluate the similarity calculation accuracies of the nine derived measures in the pro-

posed measure selection method (see Table 3 and Table 4). Here the thirty sample concept pairs and their se-

mantic similarities judged by domain experts can be directly used as a benchmark to evaluate and compare 

the similarity calculation accuracies of the selected measure in the proposed measure selection method and 

the measures in the existing analogous methods [16-19].  

The measure with high similarity calculation accuracy for concepts in the PROE and UGNX feature data 

ontologies is selected as Sim(C1, C2) = 0.8666SimPetrakis(DC1, DC2) + 0.1334SimTversky(RC1, RC2). This measure 

simultaneously takes the semantic descriptions and relationships of concepts as attributes. The semantic sim-

ilarities of the thirty sample concept pairs have been calculated by this measure and the similarity calculation 

accuracy of the measure has been evaluated as 0.9698 and 0.0789 (see Table 5). Thus, to make an evaluation 

and comparison between the similarity calculation accuracies of the selected measure and the measures in the 
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existing analogous methods [16-19], the semantic similarities of the thirty sample concept pairs are required 

to be respectively calculated by the measures in [16-19] and then the similarity calculation accuracy of each 

measure can be quantified.  

For the measure in [16] (Expression (12)), the attribute of the semantic descriptions of concepts is con-

sidered and u and v are respectively assigned as 0.75 and 0.25 (just like the values assigned by Patil) when 

using this measure to compute the semantic similarities of the thirty sample concept pairs. After calculating 

the semantic similarities, the Pearson correlation coefficient and the residual sum of squares between the cal-

culated semantic similarities and the judgement semantic similarities are worked out (see Table 5).  

For the measure in [17] (Expression (13)), this paper only uses Simdefinition(C1, C2) to calculate the seman-

tic similarities of the thirty sample concept pairs for the purpose of enabling fair comparison since Simname(C1, 

C2) belongs to a kind of syntax similarities and the paper only discusses semantic similarities. This calcula-

tion also considers the attribute of semantic descriptions. The Pearson correlation coefficient and the residual 

sum of squares are respectively calculated after computing the semantic similarities (see Table 5).  

Through comparing the measure in [18] (Expression (14)) and the measure SimPetrakis(RC1, RC2), it can be 

seen that these two measures are all originated from Petrakis et al.’s measure [24]. Although the measure in 

[18] only takes the property-of, part-of, and is-a relationships as its attributes when calculating concept simi-

larities, all types of semantic relationships are considered here for the purpose of enabling fair comparison. 

Thus the semantic similarities of the thirty sample concept pairs calculated by the measure in [18] are respec-

tively equal to those calculated by SimPetrakis(RC1, RC2). Based on these semantic similarities, the Pearson cor-

relation coefficient and the residual sum of squares are respectively computed (see Table 5).  

For the measure in [19] (Expression (16)), the attributes of the semantic descriptions and relationships of 

concepts are considered, w1 and w2 are all assigned as 0.5, and SimTversky(DC1, DC2) and SimTversky(RC1, RC2) are 

respectively applied to calculate out Simdes(DC1, DC2) and Simrel(RC1, RC2) when using this measure to compute 

the semantic similarities of the thirty sample concept pairs. After calculating the semantic similarities, the 

Pearson correlation coefficient and the residual sum of squares are respectively calculated out (see Table 5).  

Table 5 

The semantic similarities of the thirty sample concept pairs in Table 1 calculated by the measures in the proposed meas-

ure selection method and four existing analogous methods and the Pearson correlation coefficient and the residual sum 

of squares of the measure in each method.  

CP&corr&rss 

The measure in 

the proposed  

method 

The measure in 

Patil’s  

method [16] 

The measure in 

Lee et al.’s  

method [17] 

The measure in 

Zhan et al.’s  

method [18] 

The measure in 

Abdul-Ghafour et  

al.’s method [19] 

CP1,1 0.7028 0.8387 0.8235 0.7000 0.8180 

CP1,2 0.5106 0.7429 0.7000 0.5385 0.6750 

CP1,3 0.4447 0.7027 0.6087 0.4375 0.5998 

CP1,4 0.3217 0.5641 0.4800 0.3158 0.4691 

CP1,5 0.2582 0.5306 0.5000 0.2500 0.3912 

CP2,1 0.8028 0.8824 0.8889 0.8000 0.8857 

CP2,2 0.4734 0.6842 0.6667 0.4667 0.6277 

CP2,3 0.5083 0.7500 0.6667 0.5000 0.6594 

CP2,4 0.3060 0.5238 0.4615 0.3000 0.4507 
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CP2,5 0.2973 0.5769 0.5517 0.2963 0.4428 

CP3,1 0.4548 0.6429 0.6250 0.4545 0.6125 

CP3,2 0.3391 0.5625 0.5263 0.3125 0.5000 

CP3,3 0.2970 0.5294 0.4545 0.2941 0.4416 

CP3,4 0.2663 0.5000 0.6667 0.2632 0.4040 

CP3,5 0.1671 0.3750 0.3704 0.1724 0.2756 

CP4,1 0.6719 0.7500 0.8000 0.6667 0.7948 

CP4,2 0.8614 0.9200 0.9231 0.8571 0.9216 

CP4,3 0.6338 0.8261 0.7692 0.6250 0.7646 

CP4,4 0.3415 0.5417 0.5000 0.3333 0.4908 

CP4,5 0.3715 0.6552 0.6452 0.3704 0.5270 

CP5,1 0.6216 0.6977 0.7619 0.6154 0.7560 

CP5,2 0.5753 0.7234 0.7500 0.6000 0.7291 

CP5,3 0.8185 0.9091 0.8966 0.8125 0.8947 

CP5,4 0.3264 0.5098 0.4828 0.3182 0.4736 

CP5,5 0.4384 0.7119 0.6875 0.4400 0.5972 

CP6,1 0.5881 0.7027 0.7368 0.5833 0.7295 

CP6,2 0.4483 0.6341 0.6364 0.4667 0.6137 

CP6,3 0.5713 0.7907 0.7200 0.5625 0.7142 

CP6,4 0.3580 0.5778 0.5185 0.3500 0.5092 

CP6,5 0.3112 0.5965 0.6000 0.3000 0.4545 

corr 0.9698 0.9012 0.8787 0.9665 0.9717 

rss 0.0789 1.4492 1.2632 0.0852 0.6686 

As can be seen from Table 5, the measures in Abdul-Ghafour et al.’s method [19], the proposed measure 

selection method, and Zhan et al.’s method [18], obtain relatively large Pearson correlation coefficient, which 

indicates that these three measures correlate with domain expert judgement in a relatively high degree. Cor-

respondingly, the Pearson correlation coefficient of the measure in Patil’s method [16] is less than the coeffi-

cient of the three measures and the Pearson correlation coefficient of the measure in Lee et al.’s method [17] 

is the minimum one. This may be due to the fact that the character similarity between concept names was not 

considered in the measure or the measure for the similarities between concept definitions which was used to 

compute the coefficient cannot correlate with domain expert judgement in a high degree.  

As can also be seen from Table 5, the measure in the proposed method obtains the minimum residual 

sum of squares 0.0789. This corresponds to the theoretical comparison result and shows that most of the se-

mantic similarities of the thirty sample concept pairs computed out by this measure are close to their coun-

terparts judged by domain experts. The residual sum of squares of the measure in Zhan et al.’s method [18] is 

0.0852. It is slightly greater than the residual sum of squares of the measure in the proposed method. This 

indicates that the accuracies of these two measures are close for the thirty sample concept pairs. The residual 

sums of squares of the measures in Patil’s method [16], Lee et al.’s method [17], and Abdul-Ghafour et al.’s 

method [19] are obvious greater than the residual sums of squares of the measures in the proposed method 

and Zhan et al.’s method [18]. This signifies that a certain number of the semantic similarities of the thirty 

sample concept pairs calculated out by these measures are not close to their judgement counterparts.  
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Since the measure in the proposed method achieves the minimum residual sum of squares and there is 

slight difference between the Pearson correlation coefficients of it and the measures in Abdul-Ghafour et al.’s 

method [19] and Zhan et al.’s method [18], it can be concluded that the measure selected by the proposed 

method can provide high similarity calculation accuracy for the thirty sample concept pairs in the benchmark. 

The measure in Zhan et al.’s method [18] also has high similarity calculation accuracy for the thirty sample 

concept pairs. By contrast, the similarity calculation accuracies of the measures in Patil’s method [16], Lee et 

al.’s method [17], and Abdul-Ghafour et al.’s method [19] are apparently lower than the similarity calculation 

accuracies of the measures in the proposed method and Zhan et al.’s method [18].  

In summary, the measure selected by the proposed method can offer high similarity calculation accuracy 

for concepts in two different CAD model data ontologies. Even though the measure in Zhan et al.’s method 

[18] also has high similarity calculation accuracy, this is just for the thirty sample concept pairs in a specific 

benchmark. If the sample concept pairs are altered, the accuracy of the measure may not be high because the 

measure cannot be adjusted in accordance with different sample concept pairs. Rather, the measure selected 

by the proposed method can be adjusted (through determining two appropriate weights and a measure with 

high similarity calculation accuracy) with the changed sample concept pairs. So in this respect, the measure 

selected by the proposed method is better than the measure in Zhan et al.’s method [18].  

5. Conclusions 

In this paper, a method for selecting a semantic similarity measure with high similarity calculation accu-

racy for concepts in two different CAD model data ontologies has been proposed. This method mainly con-

sists of two parts: A weight calculation algorithm and a measure selection algorithm. The weight calculation 

algorithm calculates the weights in a measure according to a certain amount of sample data but not according 

to human assignment, which provides an effective way to improve the similarity calculation accuracy of the 

measure. The measure selection algorithm is capable of choosing different measures with high similarity cal-

culation accuracies for different CAD model data ontologies. To the best of knowledge, this is the first con-

sideration of the similarity calculation accuracy of the measures for concepts in CAD model data ontologies. 

The paper also describes the implementation, illustration, and evaluation of the proposed method. The evalu-

ation result shows that the measure selected by the proposed method has good human correlation and high 

similarity calculation accuracy.  

In the future, the authors of the paper aim especially at solving the following two limitations of the pro-

posed measure selection method: (1) The method does not take into account the similarities of the syntaxes of 

compared concepts. The syntax similarities of two compared concepts also make a contribution to their over-

all similarities. A comprehensive mapping between two different CAD model data ontologies should consider 

syntax similarities. Thus a future work is to extend the method by considering the similarities of the syntaxes 

(e.g. names, annotations, comments) of compared concepts. (2) The method is insufficient for 1:n, m:1, and 

m:n mappings between concepts. In actual CAD model data exchange, the mappings between two CAD sys-

tems can be 1:1, 1:n, m:1, and m:n. The method can only deal with 1:1 mapping. This will inevitably result in 

the loss of some model data if it is used to exchange CAD model data. So another future work is to study how 

to implement 1:n, m:1, and m:n mappings between CAD model data ontologies.  
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Appendix A. Description of the weight calculation algorithm 

Weight calculation algorithm  

Function: Calculate the weights of the contribution components in a semantic similarity measure  

Composition: A procedure of computing weights by maximizing Pearson correlation coefficient (corr);  

A procedure of computing weights by minimizing residual sum of squares (rss) 

procedure ComputingWeightsByMaximizingCorr 

Input: A positive integer n that stands for the number of contribution components;  

n sets of N (N is the number of sample concept pairs) values of the n contribution components  

{fi,1(Ci,1, Ci,2)}, {fi,2(Ci,1, Ci,2)},…, {fi,n(Ci,1, Ci,2)} (i = 1, 2,…, N);  

A set of the actual semantic similarities of the N sample concept pairs {Ai(Ci,1, Ci,2)} (i = 1, 2,…, N) 

Output: n weights of the n contribution components w1, w2, …, wn that can maximize corr 

Step 1. for integer i ← 1 to N do 

Calculate out the values of all of the elements ofUU
,UV

,VV
, andVU

 

Calculate out the matrix
1 1    UU UV VV VU  

Step 2. Seek the eigenvector with the maximum eigenvalue for
1 1    UU UV VV VU ([w1

o
, w2

o
, …, wn

o
]

T
) 

Step 3. for integer j ← 1 to n do 

if wj
o
 < 0, then wj

o
 ← 0 and wj ← 0 

for integer j ← 1 to n do 

wj ← wj
o
 /(w1

o
 + w2

o
 +…+ wn

o
) 

Step 4. Output the n weights w1, w2, …, wn 

end ComputingWeightsByMaximizingCorr 

procedure ComputingWeightsByMinimizingRss 

Input: A positive integer n that stands for the number of contribution components;  

n sets of N (N is the number of sample concept pairs) values of the n contribution components  



 
Page 29 of 33 

 

{fi,1(Ci,1, Ci,2)}, {fi,2(Ci,1, Ci,2)},…, {fi,n(Ci,1, Ci,2)} (i = 1, 2,…, N);  

A set of the actual semantic similarities of the N sample concept pairs {Ai(Ci,1, Ci,2)} (i = 1, 2,…, N) 

Output: n weights of the n contribution components w1, w2, …, wn that can minimize rss  

Step 1. for integer i ← 1 to N do  

Calculate out the values of all of the elements of A and b in Aw’ = b  

Step 2. Apply the Gauss elimination method to solve the vector w’ = [w1
o
, w2

o
, …, wn−1

o
]

T
 

Step 3. for integer j ← 1 to n‒1 do  

if wj
o
 > 1, then wj ← 1 and wk ← 0 (k = 1, 2, …, n and k ≠ j) return 

else if 0 ≤ wr
o
 ≤ 1, then wj ← wj

o
 

else, then wj ← 0 

wn ← 1 – w1 – w2 − … − wn−1 

Step 4. Output the n weights w1, w2, …, wn  

end ComputingWeightsByMinimizingRss 

Appendix B. Description of the measure selection algorithm 

Measure selection algorithm 

Function: Select a measure with high accuracy for concepts in two different CAD model data ontologies 

Composition: A procedure of selecting a semantic similarity measure with high accuracy 

Input: Two different CAD model data ontologies O1 and O2 that are represented in OWL DL  

Output: A semantic similarity measure with high similarity calculation accuracy for concepts in O1 and O2 

procedure SelectAMeasureWithHighAccuracy 

Step 1. Perform reasoning on a combination of O1 and O2 to find out semantically equivalent pairs  

Extract N1 sample concepts that do not have semantically equivalent concepts from O1 

Extract N2 sample concepts that do not have semantically equivalent concepts from O2 

Construct N = N1N2 sample concept pairs (C1,1, C1,2), (C2,1, C2,2), …, (CN,1, CN,2) 

Judge the semantic similarities of (Ci,1, Ci,2) (i = 1, 2, …, N) and take them as Ai(Ci,1, Ci,2)  

Step 2. for integer i ← 1 to N do  

Use Expression (4), Expression (8), and Expression (9) to calculate the semantic  

similarities of the semantic descriptions and the semantic relationships of (Ci,1, Ci,2)  

Step 3. for integer j ← 1 to 9 do  

Use ComputingWeightsByMaximizingCorr to compute wj,1 and wj,2 in Simj(C1, C2)  

Step 4. for integer j ← 1 to 9 do  

for integer i ← 1 to N do  

Use Expression (28) to calculate Simi,j(Ci,1, Ci,2) 

Step 5. for integer j ← 1 to 9 do  

Use Expression (29) to calculate corr([Simi,j(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) 

Step 6. for integer j ← 1 to 9 do  

if the difference between some two of corr([Simi,j(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) ≥ 0.1 
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then Find out Simp(C1, C2) where corr([Simi,p(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) is the 

greatest one among corr([Simi,j(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) and output it 

else, then for integer j ← 1 to 9 do  

Use ComputingWeightsByMinimizingRss to compute wj,1 and wj,2 in Simj(C1, C2) 

for integer i ← 1 to N do  

Use Expression (28) to calculate Simi,j(Ci,1, Ci,2) 

Use Expression (30) to calculate rss([Simi,j(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) 

Find out Simq(C1, C2) where rss([Simi,q(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) is the  

least one among rss([Simi,j(Ci,1, Ci,2)]
T
, [Ai(Ci,1, Ci,2)]

T
) and output it 

end SelectAMeasureWithHighAccuracy 

Appendix C. Proof of the validity of the proposed method  

Proof. Let (C1,1, C1,2), (C2,1, C2,2), …, (CN,1, CN,2) be the N sample concept pairs whose two components 

are respectively extracted from two different CAD model data ontologies, Ai(Ci,1, Ci,2) (i = 1, 2, …, N) be the 

actual semantic similarities of (Ci,1, Ci,2), corr(U, V) be the Pearson correlation coefficient between vector U 

and vector V, and rss(U, V) be the residual sum of squares between U and V. Further, let:  

vector X1 = [Simi,1(Ci,1, Ci,2)]
T
, vector X2 = [Simi,2(Ci,1, Ci,2)]

T
, vector X3 = [Simi,3(Ci,1, Ci,2)]

T
, 

vector X4 = [Simi,4(Ci,1, Ci,2)]
T
, vector X5 = [Simi,5(Ci,1, Ci,2)]

T
, vector X6 = [Simi,6(Ci,1, Ci,2)]

T
, 

vector X7 = [Simi,7(Ci,1, Ci,2)]
T
, vector X8 = [Simi,8(Ci,1, Ci,2)]

T
, vector X9 = [Simi,9(Ci,1, Ci,2)]

T
,  

vector Y1 = [SimTversky(DC,i,1, DC,i,2)]
T
, vector Y2 = [SimPetrakis(DC,i,1, DC,i,2)]

T
,  

vector Y3 = [SimSanchez(DC,i,1, DC,i,2)]
T
, vector Y4 = [SimTversky(RC,i,1, RC,i,2)]

T
, 

vector Y5 = [SimPetrakis(RC,i,1, RC,i,2)]
T
, vector Y6 = [SimSanchez(RC,i,1, RC,i,2)]

T
,  

vector Z = [Ai(Ci,1, Ci,2)]
T
, and vector S = [Simi,S(Ci,1, Ci,2)]

T
,  

where Simi,j(Ci,1, Ci,2) (j = 1, 2,…, 9) is the semantic similarities of (Ci,1, Ci,2) assessed by the measure Simj(C1, 

C2) in Expression (28)), SimTversky(DC,i,1, DC,i,2), SimPetrakis(DC,i,1, DC,i,2), and SimSanchez(DC,i,1, DC,i,2) are respec-

tively the similarities of the semantic descriptions of (Ci,1, Ci,2) assessed by Tversky’s measure (Expression 

(4)), Petrakis et al.’s measure (Expression (8)), and Sánchez et al.’s measure (Expression (9)), SimTversky(RC,i,1, 

RC,i,2), SimPetrakis(RC,i,1, RC,i,2), and SimSanchez(RC,i,1, RC,i,2) are respectively the similarities of the semantic rela-

tionships of (Ci,1, Ci,2) assessed by Tversky’s measure, Petrakis et al.’s measure, and Sánchez et al.’s measure, 

and Simi,S(Ci,1, Ci,2) is the similarities of (Ci,1, Ci,2) assessed by the measure selected by the designed measure 

selection algorithm.  

(1) If the difference between some two of corr(Xj, Z) (j = 1, 2,…, 9) is greater than or equal to 0.1, then 

Simi,S(Ci,1, Ci,2) is the measure whose correlation coefficient with Ai(Ci,1, Ci,2) (i.e. corr(S, Z)) is the greatest 

one among all corr(Xj, Z) according to the measure selection algorithm. Thus: (a) corr(S, Z) ≥ corr(Xj, Z).  

For Sim1(C1, C2) in Expression (28), let vector A1 = [SimTversky(DC,i,1, DC,i,2), SimTversky(RC,i,1, RC,i,2)]
T
, w1

o
 

= [w1,1
o
, w1,2

o
]

T
 be a vector that can maximize corr(w1

oT
A1, Z), and w1 = [w1,1, w1,2]

T
 be the final weight vector 

obtained from normalizing the vector w1
o
. Then when w1,1

o
 ≥ 0 and w1,2

o
 ≥ 0 (Please note that corr(w1

T
A1, Z) = 

corr(X1, Z) = corr(Y1, Z) when w1,2
o
 < 0 and corr(w1

T
A1, Z) = corr(X1, Z) = corr(Y4, Z) when w1,1

o
 < 0):  
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Since corr(w1
oT

A1, Z) is the greatest correlation coefficient, corr(w1
T
A1, Z) is also the greatest correlation co-

efficient among the correlation coefficients between the similarities of (Ci,1, Ci,2) assessed by all possible lin-

ear combinations of SimTversky(DC,i,1, DC,i,2) and SimTversky(RC,i,1, RC,i,2) and the actual semantic similarities of 

(Ci,1, Ci,2) (i.e. Ai(Ci,1, Ci,2)). This includes the following cases:  

1) If the correlation coefficient corr(w1
T
A1, Z) obtains the greatest value when w1,1 = 1 and w1,2 = 0, then 

(b) corr(w1
T
A1, Z) = corr(X1, Z) = corr(Y1, Z);  

2) If the correlation coefficient corr(w1
T
A1, Z) obtains the greatest value when w1,1 = 0 and w1,2 = 1, then 

(c) corr(w1
T
A1, Z) = corr(X1, Z) = corr(Y4, Z);  

3) If the correlation coefficient corr(w1
T
A1, Z) obtains the greatest value when 0 < w1,1 < 1 and 0 < w1,2 < 

1, then (d) corr(w1
T
A1, Z) = corr(X1, Z) > corr(Y1, Z) and corr(w1

T
A1, Z) = corr(X1, Z) > corr(Y4, Z).  

Based on (a), (b), (c), and (d), corr(S, Z) ≥ corr(X1, Z) ≥ {corr(Y1, Z), corr(Y4, Z)} holds.  

Similarly, for Simk(C1, C2) (k = 2, 3,…, 9) in Expression (28), it can be proved that:  

corr(S, Z) ≥ corr(X2, Z) ≥ {corr(Y1, Z), corr(Y5, Z)}, corr(S, Z) ≥ corr(X3, Z) ≥ {corr(Y1, Z), corr(Y6, Z)}, 

corr(S, Z) ≥ corr(X4, Z) ≥ {corr(Y2, Z), corr(Y4, Z)},corr(S, Z) ≥ corr(X5, Z) ≥ {corr(Y2, Z), corr(Y5, Z)}, 

corr(S, Z) ≥ corr(X6, Z) ≥ {corr(Y2, Z), corr(Y6, Z)},corr(S, Z) ≥ corr(X7, Z) ≥ {corr(Y3, Z), corr(Y4, Z)}, 

corr(S, Z) ≥ corr(X8, Z) ≥ {corr(Y3, Z), corr(Y5, Z)}, corr(S, Z) ≥ corr(X9, Z) ≥ {corr(Y3, Z), corr(Y6, Z)}.  

(2) If the difference between some two of corr(Xj, Z) (j = 1, 2,…, 9) is less than 0.1, then Simi,S(Ci,1, Ci,2) 

is the measure whose residual sum of squares with Ai(Ci,1, Ci,2) (i.e. rss(S, Z)) is the least one among all rss(Xj, 

Z) according to the measure selection algorithm. Thus: (e) rss(S, Z) ≤ rss(Xj, Z).  

For Sim1(C1, C2) in Expression (28), let vector A1 = [SimTversky(DC,i,1, DC,i,2), SimTversky(RC,i,1, RC,i,2)]
T
, w1

o
 

= [w1,1
o
, w1,2

o
]

T
 be a vector that can minimize rss(w1

oT
A1, Z), and w1 = [w1,1, w1,2]

T
 be the final weight vector 

obtained from normalizing the vector w1
o
. Then: rss(w1

T
A1, Z) = rss(w1

oT
A1, Z) since w1 = w1

o
 when 0 ≤ w1,1

o
 

≤ 1 and 0 ≤ w1,2
o
 ≤ 1 (Please note that rss(w1

T
A1, Z) = rss(X1, Z) = rss(Y1, Z) when w1,1

o
 > 1 or w1,2

o
 < 0 and 

rss(w1
T
A1, Z) = rss(X1, Z) = rss(Y4, Z) when w1,1

o
 < 0 or w1,2

o
 > 1). Because rss(w1

oT
A1, Z) is the least residual 

sum of squares, rss(w1
T
A1, Z) is also the least residual sum of squares among the residual sums of squares 

between the similarities of (Ci,1, Ci,2) assessed by all possible linear combinations of SimTversky(DC,i,1, DC,i,2) 

and SimTversky(RC,i,1, RC,i,2) and the actual semantic similarities of (Ci,1, Ci,2) (i.e. Ai(Ci,1, Ci,2)). This includes the 

following cases:  

1) If the residual sum of squares rss(w1
T
A1, Z) obtains the least value when w1,1 = 1 and w1,2 = 0, then (f) 

rss(w1
T
A1, Z) = rss(X1, Z) = rss(Y1, Z);  

2) If the residual sum of squares rss(w1
T
A1, Z) obtains the least value when w1,1 = 0 and w1,2 = 1, then (g) 

rss(w1
T
A1, Z) = rss(X1, Z) = rss(Y4, Z);  

3) If the residual sum of squares rss(w1
T
A1, Z) obtains the least value when 0 < w1,1 < 1 and 0 < w1,2 < 1, 

then (h) rss(w1
T
A1, Z) = rss(X1, Z) < rss(Y1, Z) and rss(w1

T
A1, Z) = rss(X1, Z) < rss(Y4, Z).  

Based on (e), (f), (g), and (h), rss(S, Z) ≤ rss(X1, Z) ≤ {rss(Y1, Z), rss(Y4, Z)} holds.  
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Similarly, for Simk(C1, C2) (k = 2, 3,…, 9) in Expression (28), it can be proved that:  

rss(S, Z) ≤ rss(X2, Z) ≤ {rss(Y1, Z), rss(Y5, Z)}, rss(S, Z) ≤ rss(X3, Z) ≤ {rss(Y1, Z), rss(Y6, Z)}, 

rss(S, Z) ≤ rss(X4, Z) ≤ {rss(Y2, Z), rss(Y4, Z)}, rss(S, Z) ≤ rss(X5, Z) ≤ {rss(Y2, Z), rss(Y5, Z)}, 

rss(S, Z) ≤ rss(X6, Z) ≤ {rss(Y2, Z), rss(Y6, Z)}, rss(S, Z) ≤ rss(X7, Z) ≤ {rss(Y3, Z), rss(Y4, Z)}, 

rss(S, Z) ≤ rss(X8, Z) ≤ {rss(Y3, Z), rss(Y5, Z)}, rss(S, Z) ≤ rss(X9, Z) ≤ {rss(Y3, Z), rss(Y6, Z)}.       □ 
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