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Preface

We are delighted to welcome you to Dublin to participate in the 9th International 
Conference on Computer Games: AI, Animation, Mobile, Educational & Serious 
Games. CGAMES is part of Game-On® International Conference of Wolverhampton 
University, UK.  We have the privilege this year to bring the conference to Dublin, 
Ireland. The 7th event was held in CNBDI-Angouleme, France which was a huge 
success and well supported. Our 10th International conference will be hosted by the 
University of Louisville, Kentucky, USA, 25th-27th July 2007 and the 11th

International event of CGAMES will be hosted by the University of Malaga, Spain.  

The conference aims to bring together researchers, scientists, and games developers 
from around the world to discuss advances in design methods, tools, programming 
techniques, games concepts and their applications. The theme has been chosen to 
reflect the major changes in the way in which digital games are developed and played.  

We are very proud to announce that the conference has successfully maintained its 
links with its sponsors and this year gained some new ones: IEEE Computer Society,
British Computer Society, Digital Games Research Association (DiGRA), Society for 
Modelling and Simulation (SCS), Irish Computer Society, Microsoft Ireland, 
Enterprise Ireland, DIT School of Computing, DIT Faculty of Science and DIT Oifig 
na Gaeilge.

The conference endeavours to help new researchers and MSc/MPhil/PhD research 
students to present their work to their peers and experts in the field in order to 
improve the quality of their work in this exciting subject area.  The quality of 
submitted papers has been maintained at a high standard by having them reviewed by 
our reviewers who have been delighted with the work produced by the authors. Our 
special thanks go to the reviewers who have been most diligent in their task by 
providing detailed and useful feedback to authors. The best papers will be reviewed 
for possible inclusion in the International Journal of Intelligent Games & Simulation
(IJIGS).

This conference has flourished as a result of the hard work put in by our colleagues in 
Dublin. Our big thanks and appreciation go to them for their generosity, time and 
effort in helping to organise this conference and provide invaluable support. We 
particularly wish to thank the General Programme Chair, Dr Fred Mtenzi, Local Chair 
Conference Organiser, Bryan Duggan, and Co-Local Chair Conference Organiser, 
Hugh McAtamney. We would also like to thank the School of Computing, Dublin 
Institute of Technology and the School of Computing & Information Technology, 
University of Wolverhampton, UK, especially Dr. Brendan O’Shea, Professor Matt 
Hussey and Professor Rob Moreton for their generous support and enthusiasm. 

We trust that you will all enjoy your stay in the vibrant and historic city of Dublin and 
benefit from this conference by making new contacts for future mutual collaboration. 

Quasim Mehdi, On Behalf of CGAMES Organising Committee 
University of Wolverhampton, November 2006 
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Fuzzy User Satisfaction in Games
Jeff Craighead

Institute for Safety, Security and Rescue Technology
University of South Florida

4202 E. Fowler Ave.
Tampa, FL, USA

craighea@cse.usf.edu

Abstract„ This paper presents a fuzzy logic based
method to track user satisfaction without the need for
devices to monitor users physiological conditions. User sat-
isfaction is the key to any product•s acceptance; computer
applications and video games provide a unique opportunity
to provide a tailored environment for each user to better
suit their needs. We have implemented a non-adaptive
fuzzy logic model of emotion, based on the emotional
component of the Fuzzy Logic Adaptive Model of Emotion
(FLAME) proposed by El-Nasr, to estimate player emotion
in UnrealTournament 2004. In this paper we describe the
implementation of this system and present the results of
one of several play tests. Our research contradicts the
current literature that suggests physiological measurements
are needed. We show that it is possible to use a software
only method to estimate user emotion.

Index Terms„ Fuzzy Logic, User Satisfaction, Adapta-
tion

I I NTRODUCTION

User satisfaction is the key to any product•s accep-
tance; computer applications and video games provide a
unique opportunity to provide a tailored environment for
each user to better suit their needs. The question is how
to judge user satisfaction in an non-intrusive manner.

Typical methods, such as those proposed by Rani[1]
use external devices that can monitor heart rate, stress
level, brain activity, and other physiological conditions.
The devices required to measure physiological condi-
tions are intrusive, requiring the user to be attached to
a machine with several wires, wearing the device, or by
using a special controller. This approach is cumbersome
to set up and would detract from the user experience in
a commercial application.

Online, affective tuning of an application using fuzzy
logic to approximate a user•s emotional state will allow
the application to provide the user with a better experi-
ence, without the need for cumbersome wires or special
controllers. This paper presents a proof of concept fuzzy
logic based method for tracking user satisfaction via
estimated emotional state. Our test case measures user

satisfaction of players of the UnrealTournament 2004
game. Section II presents a review of recent work in the
area of user satisfaction and fuzzy logic based affective
user models. Section III explains the approach taken
for developing the fuzzy satisfaction tracker. Section IV
details the implementation of this system. Section V
presents the results from one test run of the application.
Finally in Section VI we conclude with a discussion of
fuzzy logic as a viable tool for judging user satisfaction.

II RELATED WORK

This section contains a review of recent work in the
area of determining user satisfaction. Popular methods
in the literature are to attach to the user a device that
measures some physiological condition such as heart
rate, brain activity, or skin conductivity. Several of the
works reviewed use fuzzy logic to fuse physiological
measurements in order to gauge a user•s stress level.
While these methods can successfully measure user
satisfaction, they require the use of an external sensor.
This makes them impractical for use in commercial
products.

Rani[1], [2] uses a fuzzy logic based measurement
of a user•s heart rate in order to facilitate human robot
interaction. Rani states that a device measuring a user•s
physiological state could be built into a small wearable
device, however this is not demonstrated in the paper.
Instead the experiment was conducted using a MATLAB
based system on a desktop PC. The system is able to
successfully capture the user•s anxiety level and send
this to a robot using an architecture based on Brooks•
subsumption architecture[3]. The user is not directly
controlling the robot, but issuing commands to a semi-
autonomous system; when the user is under stress the
robot activates a certain behavior. However, in the case of
a typical computer application, the need for yet another
input device is cumbersome. Rani•s work shows that the
idea of fuzzy logic based affect measurement is sound,
but a nonintrusive implementation is needed.
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Other work such as that presented by Conati[4] and
Zhou[5] attempt to ascertain the emotional state of a
student playing an educational game. Conati examined
several physiological conditions, deciding on EMG and
skin-conduction as the means of determining the players
emotional state. One thing noted is that these metrics use
a series of thresholds to determine the user•s state, and
these thresholds change with each user. This requires a
calibration routine to be performed for each user. Zhou
attempts to assess user goals based on personality traits
and game interaction style using the OCC cognitive
theory of emotions[6]. Personality traits were identi“ed
in a written test given before the study. In order to
evaluate the success of the real-time assessment, the
students were given a survey after playing the game with
questions about their goals. Zhou shows that it is possible
to assess user emotion based on game interaction and
non-physiological metrics such as personality traits. Our
method attempts to improve on these works by assessing
user emotion using only interaction and performance
data obtained during game play.

III A PPROACH

The work presented in this paper uses a scaled down
version of the Fuzzy Logic Adaptive Model of Emotion
(FLAME) developed by El-Nasr, et al.[7]. El-Nasr states
that FLAME is a •computational model of emotions
that can be incorporated into intelligent agents and other
complex, interactive programsŽ. FLAME allows an agent
to learn about its environment via emotional attachment
to objects and interactions with other agents and users.
In this article we use a similar but less complex, non-
adaptive fuzzy model of emotions to gain some insight
into a human player•s emotional state.

FLAME consists of three components that allow an
agent to learn and make decisions based on emotions:
a learning component, an emotional component, and a
decision making component. We focus on the emotional
component. It should be noted that unlike this work
which adapts the emotional portion of FLAME to a
commercial video game, El-Nasr constructed an envi-
ronment in which an agent using FLAME could interact
with and learn about every facet of its environment.
FLAME•s emotional component is based on an agents
goals and events that impact those goals. Events occur
as the agent interacts with the environment and the
emotional component assesses those events• desirability
with respect to the agents goals. In our case we assume
the agent, a player in an FPS deathmatch game, has two
goals:

1) Stay alive (prevent others from scoring)

2) Kill others (score as much as possible)
These goals are affected by a set of six game play
statistics. Each statistic represents the number of times
a particular event has occurred over a given period of
time. This is necessary as our implementation does not
have direct access to the game engine•s event system.
Each statistic is evaluated similarly to events in FLAME.
Fuzzy logic is used to determine the magnitude of each
statistic1. The set of statistics used is as follows: Kills,
Kills Per Minute, Kills Last Minute, Deaths, Deaths
Per Minute, and Deaths Last Minute. After the statistics
are fuzzi“ed they have a value that ranges from Very-
Low to VeryHigh. These values are then passed to the
fuzzy emotion evaluation system, which determines the
player•s emotional state.

The player•s “nal emotion is based on two component
emotions, Fear and Joy. Fear and Joy are evaluated by
a set of fuzzy rules to determine which emotional state
the player is in. The six emotional states are: Gloating,
Excited, Complacent, Anxious, Angry, and Frustrated.
The emotion Fear is affected positively by statistics
involving Deaths. The emotion Joy is positively affected
by statistics involving Kills. Just as FLAME uses a decay
rate for emotions, the statistics in our system decay over
time. Our statistics are based on kills or deaths per unit
of time, thus the emotional system naturally decays if
the player•s performance worsens.

Once the emotional state of the player has been
determined it is recorded in a log for analysis, we also
display it on screen for testing purposes (see Figure 1).
While this information could be used to change game
rules or bot behavior, that is outside the scope of this
paper. Section VI discusses future work in which a full
implementation of FLAME may be used.

IV I MPLEMENTATION

Our system builds on the emotional component of El-
Nasr•s FLAME. The emotional model was implemented
and tested in UnrealTournament 2004[8]. The system
was implemented as a game mutator so that it could be
used in any game type2. Development and testing took
place using deathmatch type games.

The fuzzy emotional system is based on the set of
statistics listed in Section III. In addition to those listed,
Average Health and Most Kills Before Death were also
considered as potential mood altering statistics. While
these two extra data items could potentially increase the

1The magnitude of a statistic is relative to some game parameter.
2An UnrealTournament game type de“nes the set of rules for

the game. Default game types include deathmatch, capture-the-”ag,
bombing run, etc.
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Fig. 1. Screen shot showing the emotional state of the player.

accuracy of the fuzzy system, the additional complexity
of the rule set is undesirable. As we will show in
Section V the system performs adequately without them.

Each of the statistics are fuzzi“ed using a similar
function. The result of the function is a fuzzy value
representing the desirability of the statistic. The statistics
are given one of “ve values: VeryHigh, High, Medium,
Low, and VeryLow. A VeryHigh fuzzy value is most
desirable for Kill statistics and least desirable for Death
statistics. Conversely, VeryLow is most desirable for
Deaths statistics and least desirable for Kills statistics.

Kills - Kills represents the total number of kills the
player has, this is the score within the game. Kills is
directly accessible to the mutator as an integer value
indicating the players score. Kills is fuzzi“ed based on
either the goal score for the game or the game time
limit if no goal score is de“ned. To fuzzify Kills, we
“rst normalize the value with 0 being the minimum and
the maximum based on goal score or time limit. The
maximum for normalization is either 80% of the goal
score, 3 times the time limit3, or 15 kills. This value
is the baseline for the emotion Joy and is used as such
because it is the indicator of player performance over the
entire game. Kills is combined with Kills Last Minute
and Kills Per Minute in a fuzzy rule set to determine
Joy.

Kills Last Minute - Kills Last Minute represents the
number of kills made within the last 60 seconds of
game play. It is a measure of instantaneous performance
identifying periods of play where a player is performing
extremely well. Kills Last Minute is not provided by
the engine, it is derived by monitoring the number of

3The time limit is in minutes.

kills each second and comparing that to the previous
value to get the number of kills in the last second. These
are saved in a 60 entry array and summed to get Kills
Last Minute. Kills Last Minute has the most effect on
Joy which causes the amount of Joy to quickly change
to match the players current state. Kills Last Minute is
fuzzi“ed using either 20% of the goal score or 5 as the
maximum.

Kills Per Minute - Kills Per Minute is the average
number of kills per minute the player has made during
the game. This serves as a short term memory of past
kills. Kills Per Minute has a slower decay rate than Kills
Last Minute. As the game progresses, the player must
keep killing other players for Kills Per Minute to remain
high. If the player is unable to maintain a certain kill
rate, Kills Per Minute begins to decay. Conversely, if a
player begins to kill more (has a high Kills Last Minute)
Kills Per Minute will increase. Kills Per Minute affects
Fear less than Kills Last Minute, but more than Kills.
Kills Per Minute is fuzzi“ed using either 20% of the
goal score or 5 as the maximum.

Deaths- As Kills is to Joy, Deaths is to Fear. Deaths
is the total number of time a player has died during a
game. Deaths sets the baseline value for Fear and has the
least effect over the course of a game. The maximum for
normalization is 80% of the maximum number of lives
a player can have if this value is present. If max lives is
not set, 5 times the time limit is used allowing a player
to die up to 5 times per minute before reaching VeryHigh
Deaths. If neither a maximum lives or time limit is set,
we set 25 deaths to be our maximum.

Deaths Last Minute- Deaths Last Minute is tracked
exactly like Kills Last Minute. The number of Deaths
are compared each second, and any difference is entered
into a 60 entry array. The values in the array are summed
giving the total number of player deaths occurring in
the last 60 seconds. Fear is most in”uenced by Deaths
Last Minute as it is a good indicator of brief periods
of poor performance. If a maximum number of lives is
speci“ed in the game rules, we use 10% of this value as
a VeryHigh Deaths Last Minute. Otherwise, we choose
5 deaths as a VeryHigh number of Deaths Last Minute.

Deaths Per Minute- Deaths Per Minute is the average
number of times the player has dies over the course of
a game. Deaths Per Minute has less of an effect on
Fear than Deaths Last Minute, but more of an effect
than Deaths. Deaths Per Minute is a good indicator of
past periods of high Fear levels. If the player has a
period of high Deaths Last Minute, Deaths Per Minute
will increase. In a period of fewer deaths, Deaths Per
Minute will decay. A Medium level of Deaths Per Minute
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indicates that the player has at several points in the game
had a high death rate, or has had a constant rate of deaths
throughout the game. If a maximum number of lives is
speci“ed in the game rules, we use 10% of this value as
a VeryHigh Deaths Per Minute. Otherwise, we choose 5
deaths as a VeryHigh number of Deaths Per Minute.

To fuzzify the game statistics it was necessary to im-
plement a function within the UnrealTournament mutator
that would normalize an integer value and return the
fuzzy set to which the value corresponds. A function
fuzzify () was created for this purpose.fuzzify ()
takes three arguments:min, max, andvalue. It normalizes
value based onmin and max, then uses the normalized
value in a set of if. . . then statements and a maximization
function to determine fuzzy set membership. Note that
the numbers chosen for normalization limits are sub-
jective. They were chosen empirically based on testing
with several players. This is one parameter of the fuzzy
system that could be adjusted based on player skill or
game rules. Figure 2 shows the membership functions
used infuzzify () . These membership functions were
chosen arbitrarily to provide some overlap between sets.
Tuning the membership functions could provide a more
accurate estimation of player emotion.

Fig. 2. Fuzzy Membership Functions for Event Fuzzi“cation

V RESULTS

This section will show that it is possible to design
a fuzzy system to estimate a user•s emotional state
using in-game statistics. We present the results of a “ve
minute deathmatch game played with our fuzzy emotion
estimator active. The game was played with ten players,
we show results from one of these players.

The player•s statistics are shown using data from
the game log “le to present the transitions of Joy,
Fear, and Emotion over the course of the game. This
data is recorded for all players, however this player
was chosen because they reach every emotional state
possible. Figure 3 shows a graph of Joy, Figure 4 shows
a graph of Fear, and Figure 5 shows a graph of Emotion.
The transition points in the graphs have been numbered
so that changes in Joy and Fear can be identi“ed with
corresponding changes in Emotion.

In Figure 5 we can see that the player begins in
the Complacent state. At roughly 15 seconds into the
game Transition 1. occurs; the player becomes Angry.
Transition 1. is caused by an increase in Fear as seen
in Figure 4. Transition 2. occurs around 30 seconds into
the game. Fear transitions from VeryLow to Medium,
most likely because they have just been killed. Joy
and Fear are at equal levels and the player becomes
Complacent. Figure 3 shows Transition 2. Transition 3.
occurs at 45 seconds. The player becomes angry again
because its Fear has reached VeryHigh. Transitions 4.
and 5. demonstrate the natural decay of emotions over
time. The player becomes Frustrated as Joy transitions
from Medium to Low and then to VeryLow. This is
because the player has not scored recently. In addition,
Fear remains at VeryHigh indicating that the player is
repeatedly dying. Transitions 6. and 7. show a short spike
in emotion from Frustrated to Angry as the player•s Joy
increases to Medium because of one or more kills in a
short period of time. This Joy quickly wears off and the
player becomes Frustrated again. Transitions 8., 9., and
10. show a particularly high point in the game for the
player. Joy quickly rises to VeryHigh because of many
successive kills and Fear decays naturally. Transitions
11. through 18. show that while Joy is VeryHigh emotion
is still dependent on Fear. When Fear spikes because the
player dies, the player•s overall emotion dips until the
Fear of death decays.

Fig. 3. Transitions of Joy during game play.

Fig. 4. Transitions of Fear during game play.

VI CONCLUSION

We have shown that it is possible to estimate player
emotional state without monitoring physiological con-
ditions. We assume that a user in a positive emotional
state is satis“ed with their gaming experience. As with
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Fig. 5. Transitions of Emotion during game play.

all fuzzy logic applications, the fuzzy conversion is
subjective based on the opinion of a subject expert. In
this case the subject expert was an experience player of
video games. Our experiment used a video game, Unre-
alTournament 2004, to test the fuzzy system proposed.
Video games present the user with a limited number of
goals, thus making it easier to de“ne a fuzzy system to
estimate the user•s emotional state based on interaction
and performance.

The system proposed uses a simpli“ed version of
the Fuzzy Logic Adaptive Model of Emotion (FLAME)
demonstrated by El-Nasr. The current implementation of
our system uses a non-adaptive fuzzy logic model of
emotions. Due to the limited amount of data available
from the game engine, our model consists of only 2
motivational states, Fear and Joy, which combine to
determine one of “ve emotional states the game player
is in. Those emotional states are Frustrated, Angry,
Complacent, Excited, and Gloating. The player begins
each game in the Complacent state, and then based on
interaction with other players, reaches different levels of
Fear and Joy, thus varying emotional states.

We believe a full implementation of FLAME within a
video game or other application would eliminate some of
the subjectiveness surrounding the de“nition of goals and
motivations. The version of FLAME presented by El-
Nasr is able to learn about the environment to determine
which interactions bene“t or hurt an agent as well as
determine the goals of an agent by monitoring its actions.
While this type of system could be implemented in any
application, video games present the best case because
of the limited number of goals and interaction types a
user may have.

The bene“ts of a system such as the one presented
in this article are clear. The literature shows that an
application that can dynamically adapt to users goals
and interaction style is desired. However, existing work
suggests that physiological measurements are needed to
determine a users emotional state. Our research contra-
dicts this notion by estimating user emotion in software
only.

Jeff Craighead Jeff Craighead is a Doctoral
Candidate at the University of South Florida.
He received a B.S.C.S. from the University of
South Florida in 2004. Since that time he has
worked with Dr. Robin Murphy•s Center for
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stitute for Safety Security Rescue Technolo-
gies. His research interests include robotic
systems, human robot interaction, machine
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robot operators to successfully conduct urban search and rescue
operations.
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Abstract:

This paper describes the development of a movement 
based training game aimed at teaching users an 
exercise program.  This is achieved through analysing 
body posture as the player performs the exercise 
routine while concurrently receiving real-time 
feedback from the game. An in-depth post game 
feedback system also features, giving the player a 
detailed account of their performance after 
completing the exercise routine. Analysis of the 
player�¶s posture is achieved by placing orientation 
sensors on appropriate parts of the players�¶body. The 
game can then read and interpret data from these 
sensors reconstructing a live 3D model of the players�¶
posture. The game has the kinematic data of an expert 
performing the current exercise routine stored in 
memory, which is compared to the kinematic data of 
the current player and appropriate feedback is given 
to aid the player in performing the exercise. The 
theme of the prototype game currently developed is 
that of a yoga training game (E-Yoga).

Keywords:&Motion Capture, Real time motion 
rendering, Biofeedback,  Exercise Training, 
Kinematics, Performance feedback, Orientation 
Sensors, 

I Background and&Introduction

With the increasingly sedentary lifestyles of modern 
living, more and more people are suffering from 
various musculoskeletal pathologies such as back 
pain and neck pain. In addition obesity particularly 
amongst children is emerging as the most serious 

health challenge of our times. Ironically in the light 
of the contribution of this paper, computer and video 
games have been identified as one of the main 
culprits in contributing to the low level of exercise 
engaged in by children in the developed world.  
Therapeutic exercise programmes are advocated both 
to prevent and treat these physical conditions but 
adherence levels to such programmes are poor. 
Motivating people to participate in such exercise 
programmes is a challenge. We feel creating a 
computer game to increase the enjoyment during the 
exercise and give feedback and encouragement 
during the programme— pl�D�\�H�U�V�¶���P�R�W�L�Y�D�W�L�R�Qs to 
participate in therapeutic exercise programs can be 
enhanced.

Current movement based games (i.e. EyeToy games) 
are based on 2 dimensional movements and allow the 
player to deviate from the desired exercise sequence 
without direct warning or feedback. This can be 
solved by tracking body movements using orientation 
sensors and analyze all 3 dimensions of the�S�O�D�\�H�U�V�¶��
movement. We utilized commercial orientation 
sensors ˜1™ to develop a prototype game with the 
view of integrating our own low cost sensors ˜2™ at a 
later date.

The theme of the currently developed game is that of 
a yoga training game. Kinematic data of a yoga 
expert performing the sun salutation yoga exercise 
sequence was recorded by equipping a trained yoga 
teacher (i.e. the expert) with the orientation sensors
and recording the kinematic data of the sequence (see 
Figure 1)�����7�K�H���H�[�S�H�U�W�V�¶���G�D�W�D���L�Vstored in the system 
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and a players�¶performance of the routine is 
calculated using a comparison system between the 
player�V�¶and expert�V�¶���N�L�Q�H�P�D�W�L�F���G�D�W�D.

Figure 1 Expert training poses for Sun Salutation 
sequence.

The graphics and 3D environment of E-Yoga were 
designed with the aim giving the game a relaxing 
feel.  The game was developed using the Directš 9 
API within a managed environment using C› as the 
development language. The main contribution of 
this paper is the design and building of a real time 
kinematic feedback application capable of live 
motion rendering and feedback.

II Development

The development of the game can be divided into two 
components. (1) Motion capture development using 
orientation sensors and (2) development of the game 
framework, engine and graphics. Each of these two 
components will now be described:

Motion Capture Engine:

Ten orientation sensors are used as the basis of the 
kinematic sensor system for the development of the 
game. The šsens Mtx sensor, seen in Figure 1, is the 
sensor used for the current version of the system. 
Each  šsens sensor is a small lightweight sensor 
which detects 3 dimensional orientation using 2 
accelerometers, a magnetometer and a gyroscope ˜3™.

Figure 2 MTx orientation tracker

Each of the ten sensors is connected to a small 
wearable base unit which sends data to the motion 
capture engine via Bluetooth. If each of the sensors is
placed on appropriate parts of the body, the 
orientation of each part can be tracked dynamically.
Using this data it is then possible to animate a 3D 
character model mimicking the movements of the 
player wearing the orientation sensors.

When modelling a 3D character for animation, the 
model is set up such that the bones of the character 
are in a hierarchical tree structure with the hips being 
the root of the tree ˜œ™. This data structure means that
a �E�R�Q�H�V�¶���S�R�V�L�W�L�R�Qis described relative to its parent 
bone. However, each of the orientation devices 
detects its orientation relative to the global world 
meaning that some computation must be applied to 
the raw output of each sensor before the 
corresponding bone in the 3D model can be 
repositioned to a new orientation. The motion capture 
engine developed here does all orientation 
calculations using quaternion algebra ˜5™. To 
calculate the orientation of a bone relative to its 
parent bone the following equations are used:

1� parentRawrawrelative qqq (1)

Where:
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Where qraw is the quaternion representing the global 
orientation of the current sensor and qparentRawis the 
quaternion representing the global orientation of the 
parent sensor of the current sensor.

Using these equations we can now calculate a 
quaternion for each bone to describe its orientation 
relative its parent, and in the case of the root bone its 
�R�U�L�H�Q�W�D�W�L�R�Q���L�V���G�H�I�L�Q�H�G���E�\���W�K�H���F�R�U�U�H�V�S�R�Q�G�L�Q�J���V�H�Q�V�R�U�V�¶��
raw output only as it has no parent. The game is 
developed using the Directš 9 API, therefore all
movements of objects within the environment must 
be defined as a rotation and translation using 
homogenous matrices ˜6™. To convert the quaternion 
calculated in (1) to a rotation matrix that can be used 
to rotate a particular bone within the game 
environment, (3) is used ˜5™:
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In order for the 3D character model to accurately 
mimic the players�¶movements, the game must 
perform some calibration. The calibration consists of 
getting the player to stand upright with legs straight, 
arms parallel to the ground and looking straight. Then 
to calibrate, the sensors are reset having the effect of 
setting the current orientation of all sensors to zero 
degrees rotation about all axes, setting the origin pose 
for the player. All orientation changes made to the 
sensors, and thus the corresponding bone on the 3D 
model, will be made relative to the same origin pose.
Therefore the 3D model now mimics the players�¶
movement.

This motion capture engine is utilized within a game 
architecture to playback live and recorded motion, to 
record motion and  to analyze and give feedback on 
motion. An overview of this game architecture is 
provided in the next section. Figure œ shows the 
motion capture engine in operation within the game 
system.

Figure 3 Real Time Motion Capture and Rendering

Game Engine / System Design

A game was developed to utilize the motion capture 
engine. The aim of the game is to teach players, 
wearing the motion sensors, an exercise routine by 
analyzing players movement and giving feedback. A 
screenshot of the game can be seen in Figure 3.

Figure 4 In game display; Expert in a Yoga pose 
(Pose 8: Downward facing dog pose)

The game system consists of the following main 
components:

1. Game Engine

This module manages creation of game modules, 
communication between game modules, input via 
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mouse and keyboard, timing and rendering to the 
screen.

2. User Interface Modules

Modules which render user interface graphics and 
manage user input via buttons and text boxes.

3. In-game Controller

When in game mode the game can be in one of four 
different states at any given time:

i. Calibrate Mode

The character model is animated using live 
šsens data. A button is provided so users
can invoke sensor calibration. After a
successful calibration the 3D character 
model will mimic player movement.

ii. Expert Playback Mode

The character model is animated using pre-
recorded expert kinematic data and an audio 
description of each milestone pose is played
at the beginning of each milestone sequence.

iii. Live Mode

The character model is animated using pre-
recorded expert kinematic data, while 
kinematic data for live player is being 
retrieved and stored in background. The 
experts exercise sequence contains a number 
of milestone poses which the player must 
perform before progressing (see Figure 1 for 
the 12 milestone poses for the sun salutation 
sequence). On completing each milestone 
pose, an audio playback encourages the 
player to the next pose. After completing the 
motion sequence, offline analysis is 
performed on �W�K�H���S�O�D�\�H�U�V�¶���N�L�Q�H�P�D�W�L�F���G�D�W�D��
This is achieved by comparing data to that 
of the expert. Feedback on performance is
then given and a detailed breakdown of the 
�S�O�D�\�H�U�V�¶performance is displayed.

iv. Player Playback Mode

The character model is animated using pre-
recorded data recorded during the live mode i.e. 
playback of users motion.

œ. Character Renderer

Creates a character 3D model from a specified .š file 
and animates the character given data from a specific 
instance of a Motion interface module (see below for 
Motion interface module description).

5. Motion Interface Module

This module provides kinematic data to the character 
renderer object from live šsens sensors or pre-
recorded šsens data. A choice of 2 constructor 
overloads determines the source of the kinematic 
data. These two calls reflect the two possible modes 
of operation for the motion interface module. The 
first mode sets up the object so that data is retrieved 
from the set of live šsens sensors and relative 
orientation calculations are performed on the data. 
The second mode sets up the object so that data is 
retrieved from a specified pre-recorded motion file.
Regardless of the mode, data is retrieved by the 
calling object in the same manner, that is, a method is 
called with the input being an instance of a bone 
enumerator. The enumerator specifies�Z�K�L�F�K���E�R�Q�H���V�¶��
kinematic data is to be returned. As a result, different 
instances of motion interface modules can be easily 
interchanged within the character render module, 
therefore changing between live animation and pre-
recorded animation can be done in a transparent way. 

6. Motion storage and control module

This module manages the loading and saving of 
kinematic data to and from file.  When parsing from a 
file, kinematic data is stored in a 2D array with each 
row of the array corresponding to a single frame of 
animation. Associated with each frame of animation 
is a time, indicating when that frame should be used 
to animate the 3D character model, and a marker. 
Each motion sequence contains milestone postures 
which players must perform before progressing. The 
marker is used to indicate if the corresponding frame 
is or is not a milestone pose. 

The motion object also controls frame timing. This is 
achieved by monitoring the amount of time elapsed 
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since the last frame was returned to the motion 
interface module.  Using this value it can calculate 
which frame to play next using the timing data 
associated with each frame. When in live mode and 
retrieving data from an expert sequence, the 
get_framemethod requires an extra Boolean 
parameter specifying whether or not the player is in 
the same pose as the expert. If the expert is currently 
in a milestone pose then the time will not be 
advanced until such time as the player performs the 
same pose.

7. Environment Renderer

Manages loading and rendering of the 3D 
environment, lighting and camera position.

•. Player Info storage and control module 

Manages storing, loading and creating player 
accounts.

9. Offline Feedback

After completing a motion sequence, the players�¶
motion data is saved and loaded in a motion object. 
The offline feedback takes as input both the players 
and the experts motion object and calculates 
performance values for each of the sequences 
between milestones (œ).  Currently this figure is 
calculated using a distance metric in Euler space. 

†
†

 

 

÷÷
÷
÷
÷

�

€

��
�
�
�

	




�
 

1

1

0
,,,,,,

X

X

MileStone

Milestonei XX

NumBones

j
jijijijijiji

MileStoneMileStoneNumBones

EPEPEP

ceRatingPoseSequen

����



(œ)

Where E represents Expert, P represents Player, ����
�U�H�S�U�H�V�H�Q�W�V���\�D�Z�����3represents pitch �D�Q�G���%���U�H�S�U�H�V�H�Q�W�V��
roll

In addition a timing rating and a smoothness score is 
calculated for  the sequence. The smoothness score is 
determined through differentiation and comparative 
analysis of the respective movement loci.  

III&&Conclusion&

In this paper we have demonstrated the possibility of 
a movement based biofeedback system allowing a 

player to learn, and get feedback on, an exercise 
routine such as a yoga routine. It has been shown that
the posture of a person wearing orientation sensors, 
positioned at different parts of the body, can be 
modelled and analysed by the system. Modelling and 
analyzing a sequence of postures performed by an 
expert and an amateur (i.e. the player) and comparing 
the results can be used as the basis for a feedback 
system.
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Abstract 
This paper incorporates a review of current 
methods for integrating body movement or 
physical activity into computer games and a 
rationale for a new approach in this genre. 
Computer games are frequently implicated in the 
increasing sedentary nature of modern lifestyles 
and associated problems such as childhood 
obesity. Any measures that help to incorporate 
physical exercise into computer games will  help 
to advance the notion that they can be used to 
promote rather than hinder health. Current 
approaches to integrating physical exercise into 
games can be divided into 2 categories: (1) 
camera based tracking of gross 2-D body 
movement and, (2) sensor based tracking of 2 or 
3-D kinematics of regional body segments. These 
approaches are appropriate for their means yet 
they do not permit integration of whole body 3-
dimensional kinematics into a computer 
game. Such a system should have the capability  
to monitor 3-D kinematics from all body 
segments and reconstruct the body's movement 
in real-time on screen. Integration of 
physiological sensors could augment the 
kinematic data to add features to the game. This 
approach to gaming could be used to guide and 
analyse a user while performing a series of 
exercises such as Yoga or Pilates and give 
feedback both during and after the exercise 
regime to help improve future performance. 
 
 
Key Words 
Computer Game, Serious Games, Exercise, 
Motion Capture, Biofeedback 
 
1. Intro duction and Background 
 
Regular physical activity is associated with 
enhanced health and reduced mortality [1-4]. 

Along with the impact on preventing mortality, 
physical activity has many disease prevention 

benefits, including reduced risk of cardiovascular 
disease [5-6] and stroke [7-9]. Despite these 
benefits of regular physical activity many people 
still fail to engage in the recommended amounts 
of physical activity (30 minutes of moderate-
intensity activity on 5 or more days per week, 20 
minutes of vigorous-intensity activity on 3 or 
more days per week) [10].    

Playing computer games has been 
associated with many health problems 
particularly among children and adolescents. The 
sedentary nature of using only the movement of 
fingers and thumbs to manipulate hand held 
controllers or keyboards while playing computer 
games results in hours of inactivity usually spent 
sitting. Studies outlining some of the problems 
associated with playing computer games in the 
past include wrist pain [11], hand arm vibration 
syndrome [12], neck pain [13], and repetitive 
strain injuries [14]. However, computer games 
for exercise where the players• own body 
actually takes the place of the mouse or joystick 
are now being developed and can instead lead to 
many health benefits.   

These exercise games such as the 
EyeToy: Kinetic or Dance Mat Revolution for 
the Sony Playstation®2 (PS2) console encourage 
players to perform physical exercise in an 
enjoyable fashion. These games capture the 
players• body movements and use it as input 
control during virtual exercise games and 
classes. Virtual reality-type games are typically 
employed where the player can see themselves or 
an animated avatar mimicking their movements 
on-screen in a computer-generated environment. 
Engaging with a game in this fashion makes the 
exercise experience more enjoyable therefore 
increasing their motivation to participate [15]. 
Inadequate knowledge of how to perform 
exercise may often limit  people from taking part 
but these games demonstrate how to perform the 
exercise so the player can copy the movements. 
O•Connor [15] in a study involving wheelchair 
users using a purpose built roller system 

24



interface (GAMEWheels) to play Need for Speed II  
(Electronic Arts, Inc) showed a significantly 
higher level of exercise intensity was achieved 
during the computer game compared to the 
control condition of exercising without any 
game. There was also a self-reported increased 
motivation to partake in wheelchair propulsion 
exercise shown in participants. This suggests that 
such systems can provide a very engaging and 
motivating form of physical exercise training. 

 Section 2 will  give an exposition of 
current technologies in use for such integration 
while Section 3 proposes a more advanced 
method of motion capture in that could be 
implemented in gaming. 

 
2. Existing Approaches to Integrate 
Exercise and Computer Games 
 
There are many movement based human 
computer interfaces on the market. These include 
camera-based systems and position sensor 
systems. Position sensor systems include systems 
with a single sensor worn on the body at a key 
reference point (usually worn on a belt around 
the waist) or dance mats. All  approaches work 
well in achieving instantaneous feedback and 
interaction with onscreen objects.  

In camera based computer games the 
player can view themselves in a virtual 
environment as they interact with on-screen 
objects in real-time. Games are quite simple and 
usually involve the tracking or evasion of on-
screen objects. For example the Sony EyeToy for 
the PS2 employs a single USB camera to place 
the player in an on screen environment. Games 
such as EyeToy: Kinetic feature a host of fitness 
exercises ranging from combat games where 
players must use their limbs to hit specific 
moving targets to exercise programmes where 
the player must copy the on screen virtual 
personal trainer. Performance rating scores can 
be recorded for games where on screen targets 
have to be hit.  

GestureTek Inc’ h ave produced many 
camera-enabled computer control systems. The 
Gesxtreme system is a virtual reality-type game 
where the player can also see their virtual body 
on-screen and interact with objects to play the 
games. The IREX exercise system, by the same 
company, is used as a tool in physical 
rehabilitation and is also a camera-based system.  
While these sorts of camera-based systems are 
very engaging from an interaction point of view 
the problem is that they can only track gross 

body movements in a single 2-dimensional (2-D 
plane (up-down and left-right). It lacks a sense of 
3-dimensional (3-D) immersion.  The addition of 
this depth dimension would allow far more 
realistic and challenging physical interaction 
with the gaming experience.  

The Cybex Trazer® (Cybex 
International, Inc.) employs a single infrared 
beacon mounted on a belt worn around the waist 
of the player. The position of this sensor is 
monitored by the tracker bar of the system to 
capture motion of the player which can move an 
on-screen avatar as one rigid block to play 
various drills and games. Heart rate is also 
monitored through sensors located in the belt in 
this system and information relayed to the 
computer.  

Dance mats are used in games have a 
number of sensors located at specific sections. 
These are used sense pressure and therefore 
identify when the foot is placed over them. 
During these games such as, Dance Factory for 
the PS2 or Dancing Stage Unleashed’ for the 
XBOX Live, the player must step on an arrow on 
the mat to match the on-screen directional arrow 
while listening to music and press the feet on the 
correct area of the dance mat controller at the 
correct time. Speed and timing are important and 
increase through the difficulty  levels. 

Although these systems meet the goals 
of each game successfully they lack the 
capability to capture detailed human movement 
and administer accurate biofeedback on 
individual body segment. All  human motion is 3-
D therefore requiring some form of discreet 
motion tracking. These systems are only useful 
for cardiovascular type exercise as they have no 
discreet movement analysis capability and 
therefore they cannot be used in games where 
accurate measurement of body alignment and 
posture is required in order to judge player 
performance. This means that games based on 
movement therapies or martial arts cannot have 
an accurate scoring system based on full  body 
movements with current approaches. For this to 
be achieved a method of quantitatively tracking 
the different limb segments must be employed. 
 
3. A More Expansive Approach: 
Whole Body Kinematics 
 
Advanced motion capture technologies that 
analyse discreet body movements have been 
continuously developed and improved in recent 
years. These are utilised to study the 
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biomechanics of the human body and investigate 
clinical problems, as well as to provide realistic 
animation for the entertainment industry. This 
has usually taken place in a laboratory setting but 
technologies are increasingly being employed in 
peoples• natural environments at home, at work 
and during sporting participation. 
 The most commonly used method for 
accurate capture of 3-D movement require 
attachment of markers or fixtures on the skin•s 
surface of the segment being analysed [16] 
(Figure 3.1). These are used to derive data on 
position and orientation of joints. Physiological 
sensors could also be utilised to monitor heart 
rate or breathing rate during the exercise. 
 

 
Figure 3.1 Laboratory based Motion analysis. 

 
Integrating kinematic analysis 

technology into computer games for physical 
activity would bring this type of gaming to a 
higher level. Detailed analysis of joint movement 
would allow a virtual personal trainer to give 
more effective instantaneous feedback on the 
postures and movements achieved during the 
gameplay. Users can be guided through a series 
of exercises and receive immediate and accurate 
feedback regarding the quality of their 
performance based on a combination of their 
movement and physiological indicators. The 
system could then serve as an educational tool 
for learning movement based exercise 

techniques. Objective measures of performance 
over successive sessions with the game could be 
recorded and progression of performance0 
mapped over time. It could be argued that such a 
system is preferable to a personal instructor as it 
offers a greater level of accuracy in judging the 
quality of movement and physiological control 
than would be visible to the naked eye. It also 
allows the user to be less self-conscious in their 
engagement with the exercise as they can play 
the game in the privacy of their own home. 

All  human motion is 3-D therefore 
requiring some form of discreet motion tracking.  
This means that games based on movement 
therapies or martial arts are not possible with 
current approaches.  Obviously, extending the 
scope of the computer gaming spectrum to 
include this type of exercise would be beneficial 
to encourage greater levels of participation in 
exercise designed to improve mind and body 
function as well as the cardiovascular aspects of 
fitness that are catered for in existing gaming 
technology.    
 
4. Design Features 
 
From the afore-described discussion it is 
apparent that whole body tracking is perhaps the 
next step forward for physical movement 
controllers. To this end then we tentatively 
suggest some basic components and 
specifications for such systems and how the 
game will  be designed.  
 
4.1. Motion and Physiological Sensors  
For robust 3-D motion tracking, an orientation 
sensor is preferable as it can easily be applied to 
a body segment and will  produce continuous 
movement data without the need to be •in-view• 
of a camera at all times as some marker systems 
require. In selecting a sensor it is important to 
mention the difficulties that may be encountered 
such as tolerance, fidelity or noise with the data. 
From work others and ourselves have done 
previously we would suggest the use of 3-D 
accelerometers for this purpose [17].  A body 
sensor network of one sensor on each of the shin, 
thigh, forearm and upper arm along with one on 
the back and head is the minimum requirement. 
Physiological sensors to monitor heart and 
breathing rate may also be included in the 
system.  

The sensors can be embedded in a lycra 
garment which will  be worn by the player during 
the gameplay. The continuous development of 
smart fabrics, which are have sensing materials 

Camera 

Markers 
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either coated on or woven in the textile structure,  
may eventually lead to the possibility of using 
textile-based sensors. 
 
4.2. Wireless Interface 
A tetherless controller would in our opinion be 
more suitable for such a device that current 
wired systems such as GameTrak have not 
achieved. This would allow freedom to perform 
exercises without the restrictive wires or cables.  
Indeed controllers for all the next generation 
games consoles (Xbox 360, PS3, Revolution) are 
all wireless. Clearly this is what we want to see 
then in any sensor based kinematic controller.  
 
4.3. Software 
Software will  process sensor data in real-time to 
administer audio and visual biofeedback to the 
users along with recording data for post game 
analysis. This will  be based on their performance 
in the game (i.e. how close the player is to the 
correct postures throughout the exercise 
programme) against pre defined expert level of 
performance. Modifiable programmes to meet 
the goals and capabilities of all ages can be 
included. Games designers can incorporate this 
into the games using their own creativity. 
 
4.4. Playing the game 
Playing the game will  require wearing the 
sensor-based garment as the human computer 
interface. Initial calibration of the sensors will  be 
required before the game begins and screen 
display will  instruct the player to calibration 
position. Progression mapping of performance 
over time will  be used to generate short-term 
goals for players. Applications for such a game 
include training to improve cardiovascular 
fitness and endurance, reaction time, spatial 
awareness, physical rehabilitation and injury 
prevention programmes. 
 
4.5. Obstacles and L imitations  
With the large amount of input data from sensors 
a large amount of real-time processing will  be 
required by the system. Cost effective hardware 
must be producible so an affordable system can 
be reproduced. Also, performance data must be 
generated from analysing experts performing the 
exercises for the games to be designed.  
 
5. Conclusion 
Detailed motion capture and physiological 
monitoring technologies employed to give real-
time visual and audio feedback could be 

employed to design the next generation of 
computer games for exercise. Such a system 
could accurately progress a player through 
increasing difficulty  levels and eventually be 
used as a training device during movement 
rehabilitation. 
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Abstract:
Integration of whole body movements with virtual 
reality environments and computer games has many 
benefits for exercise training and rehabilitation.  Such 
applications can serve as a virtual personal trainer for 
different exercise therapies.  Current examples of this 
are based on provision of visual feedback to the user 
via a webcam yet these allow the player to deviate 
from the desired exercise sequence without direct 
warning or feedback.  This can be solved by tracking 
body movements using orientation sensors.  However, 
tracking and providing real time feedback for whole 
body movements for exercise therapies such as Yoga 
can prove very complex and require the use of a large 
number of sensors on body segments.  In this paper we 
describe a methodological approach that can facilitate 
the development of a body movement driven Yoga 
exercise computer game that can discriminate player 
performance level with the use of minimum 
instrumentation.   

Key Words: computer game, therapeutic exercise, 
kinematics, performance level, joint angular displacement, 
wearable feedback system, yoga, sensors, minimum 
instrumentation, 3D motion capture. 

I.  Background & Purpose 

Therapies such as yoga have been shown to have many 
therapeutic benefits in rehabilitation including enhancing 
postural awareness and reducing chronic pain & stress.  
This paper reports on studies and analyses on movement 
based relaxation activities such as Yoga with the aim of 
determining biomechanical correlates of action fidelity 
that can be harnessed to automate some aspects of the 
instruction cycle in the form of a gaming system.  This 
work feeds into a technical project discussed elsewhere, 
which is •The E-motion System• (a movement-based 
biofeedback application), to develop a computer game in 
which the player•s performance is determined by their 
ability to master one of these physical arts and in doing so 
bring about a state of mental relaxation.  A wireless, 
unobtrusive garment -based physiological and kinematic 
measurement system provides our primary method of 
communication with the game.  This lightweight garment 
will  ultimately monitor heart and breathing rate, muscle 
activity and alignment of body segments using embedded 
invented miniature sensors.   

A typical scenario of the final game could be that the 
player wears the suit fitted with motion tracking sensors. 
On the screen will  be an animation of a yoga expert 
guiding the player through the different yoga poses. This 
guidance will  be given visually on the screen and also 
instructions will  be given through audio. The player will  
then follow the instructions from the computer game to 
correctly perform the yoga poses. The sensors embedded 
in the suit worn by the player will  continuously give 
feedback to the game as to the player•s position and where 
each part of the body is in real time. As the feedback is 
monitored from the sensors within the suit the game will  
know if  for example the player•s knees are flexed in a 
particular yoga pose when they should be mid-range. 
Verbal instructions will  then be given to the player to 
reduce the flexion of their knee. This artificial intelligence 
will  characterise and monitor the player•s performance in 
the game and be able to give them a score. Also a players 
skill and level of performance will  be remembered so that 
when the player goes back to play the game, the game will  
know how to instruct them further to perform the correct 
yoga pose so the game will  act as a virtual trainer for 
yoga.  

In the game, success is determined by the player 
reproducing the physical postures displayed by a animated 
model on the screen whilst still maintaining a relaxed and 
controlled breathing pattern.  Feedback is provided by 
means of reproduction of the player•s body image on 
screen.  Quality of movement and posture, and degree of 
mental relaxation will  determine the player•s performance.  
This system could be used by patients suffering from 
many conditions including stress, anxiety disorder and 
chronic pain.  The envisaged complete system could also 
eventually lead to the development of wearable feedback 
training systems for other exercise therapies such as core 
stability training.  

Clearly one of the most significant challenges in such a 
project is the development of an expert system capable of 
rating and classifying user input with respect to varying 
levels of performance. In addition graded progression 
from novice to expert practitioner has to be incorporated 
for playability purposes.   Later stages of the project will  
involve design of methods for processing of user input to 
affect changes in the game state of the virtual reality 
application to facilitate an effort free feedback process.  
The final part of this whole project will  be the design of a 
suitable virtual reality game, e.g. •The E-motion System•, 
which would enhance and augment the experience of 
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Yoga or other therapies for a user through the facilitation 
of incremental improvement recognition and appropriate 
game progression strategies. The primary contribution of 
this paper however is the development of a knowledge 
base from which heuristics regarding biomechanical 
correlates of effective yogic positions can be ascertained 
for the purposes of game developments in this area. In 
particular we show how the required numbers of sensors 
for adequate assessment of Yoga postures for such a game 
can be significantly reduced through thorough 
biomechanical analysis. 

The rest of the paper is composed as follows: Section II  
Method overview, Section III  Methods, Section IV 
Results, Section V Conclusion, Section VI Discussion, 
Section VII  References ending with Section VIII  Author•s 
Biography. 

II Method Overview 

A 6 camera 3D motion capture system was used to collect 
kinematic data from upper and lower extremity joint 
angular displacement (including extremity joints, trunk 
and head) during performance of the Sun Salutation yoga 
exercise sequence in 11 healthy adults, divided into expert 
(n=5) and novice (n=6) groups.  Kinematic data relating to 
all joints were analysed and compared between expert and 
novice groups for each of the 8 separate poses included in 
the exercise sequence and the critical body joints were 
identified. 

III. Methods 

The CODA motion capture system (Charnwood 
Dynamics, UK) was used to track motion and movement 
of the joints. The CODA system contained three cameras 
mounted on a rigid frame. The kinematic data was 
recorded using the 2 sets of CODA cameras, 6 cameras in 
total, placed at a 30 degree angle to each other on the right 
side of the subject to give maximum detection of the 
markers from the right side of the body.  

These cameras were the detectors and high-accuracy 
tracking sensors which were pre-calibrated for 3-D 
measurement. Two sets of these units were used to give an 
•extra set of eyes• and maximum redundancy of 
viewpoint.  The cameras at each end of the CODA system 
unit measured horizontal movement and the middle sensor 
measured vertical movement. This design allowed each 
CODA unit to be calibrated to give 3D coordinates. The 
cameras had flat windows instead of lenses which sensed 
the position of the small infrared Light Emitting Diode 
(L.E.D) markers. In this system the LED markers were 
placed on the subject at the joints of interest and their 
location in image frames tracked to yield a measure of the 
motion enacted with very high resolution.  Through using 
the six cameras varying degrees of fidelity could be 
obtained. The LED markers were powered by small 
rechargeable battery packs called marker driver boxes. 
The LED markers were plugged into the battery packs and 
each marker driver box had a unique identity so the 
CODA system always knew which marker was which.  

To record the kinematic data a protocol was first designed 
for the study. Approximately 40 pilot studies were 
conducted using CODA sensors and placing them at 
various points on the body to be able to measure joint 
kinematics. In total 16 markers and 8 driver boxes were 
used. Due to the number of markers and battery packs 
available it was then decided that only the right side of the 
subject•s body would be analysed, thus giving kinematic 
data for the right side of the body only. This also meant 
that the markers had maximum visibility  for the cameras 
which were positioned to the right hand side of the subject 
as shown in Figure 1. 

Figure 1: Placement of sensors 

Each subject was required to complete the 12 set of yoga 
postures in the classical sun salutation sequence, which 
includes 8 different poses as shown in Figure 2.  

Pose 
Number in 

Sun
Salutation 
Sequence

Name of Pose 
(Asana) 

Picture Showing 
Pose 

Pose 1 Mountain Pose 
Tadasana 

Pose 2 Hands Up Pose 
Urdhva Hastasana 

Pose 3 Head to knees Pose 
Uttanasana 

Pose 4 Lunge Pose 
Ashwa Sanchalanasana 

Pose 5: 
Plank Pose 

Plank Asana 

Pose 6: 
Four Limbed Staff Pose 
Chaturanga Dandasana 

Pose 7: 
Upward Facing Dog Pose 
Urdhva Mukha Svanasana  

Pose 8: 
Downward Facing Dog Pose 

Adho Mukha Svanasana 

Figure 2: The eight different poses in the Sun Salutation Sequence 
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The subjects were 11 healthy adults, divided into expert
(n=5) and novice (n=6) groups. Each subject performed
all the yoga poses in a slow controlled manner under the
direction of the investigator, who was also a qualified
yoga instructor.

Vector
line A

Marker
Marker

The sequences were also recorded on video. The sequence
was repeated and recorded 5 times for each subject and
saved separately for each sequence. Each subject attended 
one testing session which lasted approximately onehour.

Kinematic data relating to all joints were analysed and
compared between expert and novice groups for each of
the 8 different poses included in the exercise sequence as 
shown in Figure 2.  Both group•s kinematic profiles were
compared to identify the critical body joints that
discriminated between groups..

The kinematic variables associated with the chosen yoga 
poses were quantified.  This entailed carrying out a cross
sectional study of yoga kinematic patterns in a motion
analysis laboratory.  Upper and lower extremity joint
angular displacement including spinal alignment of
markers were measured and recorded in both groups,
expert and novice.  This was carried out using a LED
(Light EmittingDiodes) detection using a CODA motion
capture system (Charndyn Electronics, UK).  Averaged
kinematic profiles were calculated and kinematic •key
points• were identified for each exercise and analysed.

Thedata was analysed for the full  sun salutation sequence
in CODA Motion•s software programme for each subject
and the three sequences with the greatest marker visibility
were chosen for each subject out of the five sequences
recorded. A different setup was created in CODA 
Motion•s software for each subject•s individual sequence
with the necessary offsets, a total of 33 setups (3
sequences X 11 subjects in total). Graphs showing change
in movement of individual markers were analysed so as to
see when the subject was static i.e. in a particular pose. A 
stick figure diagram was also created in each setup for 
each subject so as to replay some of the movements of the
subject. This stick figurediagram and the analysis of the
graphs showing static marker movement together with
video capture of the performed sun salutation sequence in
CODA, enabled timelines to be created for each pose for
each subject for each sequence so as to know when each 
pose was performed in the whole sequence. To enable the
CODA software to give joint angular displacement for the 
elbow, knee, head, ankle, shoulder, trunk and hip, for each 
of the poses, vectors were input so as to create vector lines
between the 4 markers in question so joint angles could be
analysed. An example of a vector created for the knee
joint is detailed below in Figure 3. 

Figure 3: Vectors for knee joint 

IV. Results 

Joint angular displacements for the elbow, knee, head,
ankle, shoulder, trunk and hip, for each of the poses were
analysed. Our results indicated that knee joint angular
displacement in the sagittal plane could be used to
discriminate between groups in 6 out of the 8 key poses in
the Sun Salutation. The graph below, Figure4, shows the
range for each group for the knee joint angular
displacement for each of the eight poses in the sun
salutation sequence.  Thedots on the end of each line are 
the range of standard deviation for each group, i.e. expert
and novice. The green line is for the novice group and the
blue line for the expert group.
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Figure 4: Graph showing joint angular displacement (degrees) for the 
Knee for each of the eight poses in the sun salutation sequence.
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Figure 5: Graph showing joint angular displacement (degrees) for the 
Head for each of the eight poses in the sun salutation sequence.

Figure4 shows that the joint angular displacement (in
degrees) for the knee is different for the two groups. For
each pose the knee can be measured with sensors and 
from this it can be easy to determine whether a person is a 
novice or an expert for6 out of the 8 poses.
Whereas if  the Elbow joint angulardisplacement is 
measured, as shown in Figure6, it can be seen that you
are not able to discriminate between both groups for any
of the poses, as the novice group•s range of standard
deviation is greater than the experts and also overlaps the
expert group range in most poses.
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Figure 6: Graph showing joint angular displacement (degrees) for the 
Elbow for each of the eight poses in the sun salutation sequence.

From the graphs you can also see that the just from the 
head and knee sensor, Figures 4 &5,  you candiscriminate
between the two different levels for 7 out of the8 poses in
the sun salutation exercise sequence. For the knee sensors,
poses 1 and 2, both of which involve standing upright,
indicate that both groupshave similar knee joint angular
displacement and therefore you can notdiscriminate
between the groups. However, the graph showing the head
movement indicates again that for 4 out of the 8 poses you
candetermine the performance level of the subject, and

one of these poses is pose 2 which could not be
distinguished by the knee sensor alone. The only pose left,
out of the 8 poses, to discriminate performance when
using the knee and head sensors is pose 1. However pose
1 in the sun salutation sequence is standing upright and is 
the pose where all the necessary offsets were input in
CODA motion•s software for each person. If  it was 
absolutely required to distinguish between the groups for
pose 1, the standing upright pose, a third set of sensors
could be introduced which discriminates pose 1.  The
ankle joint angular displacement can therefore be added as
this distinguishes pose 1 better, Figure7, and then this
gives you the performance level for all 8 poses separately.
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Figure 7: Graph showing joint angular displacement (degrees) for the 
Ankle for each of the eight poses in the sun salutation sequence.

V. Conclusion

These results suggest that a game based on the yoga sun
salutation exercise sequence could be developed using a
limited amount of sensors. For example one set of sensors,
monitoring the knee joint position candiscriminate
betweendifferent levels of skill performance for 6 out of 
the 8 poses. When the knee sensor is combined with the
head sensor it allows you to distinguish between the
groups for all the poses apart from pose 1, which is
standing upright pose. If  it was required to discriminate
performance levels for all 8 poses, including pose 1, then
the ankle sensor could be introduced to thehead and knee
sensors. Therefore using three sets of sensors, monitoring
knee, ankle & head joint position can be used to
discriminate betweendifferent levels of skill performance
rather than using 8 sets of sensors. Combining data from
these three sensors with visual feedback from a webcam
would afford a low cost method of providing a virtual
personal trainer that can objectively measure
performance. This methodological approach could be of
value in development of games based on exercise
sequences.
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VI. Discussion 

Analysis shows that from this method the knee, which
showed significantdifferences for 6 out of the 8 poses,
was the critical body joint that discriminated between
groups and was therefore the most significant source of
differences between the groups. The joint angular
displacements for the other sensors showed that any 
significant difference in performance level could only be 
seen for a maximum of 4 out of 8 poses, which can be
seen in the head sensor. The joint angular displacement
for the elbow on the other hand, shown in Figure6,
doesn•t show any significantdifferences for any of the
poses and therefore is not a critical body joint for
discriminating between levels.

So by using limited instrumentation, i.e. 3 sets of sensors
on thehead, knee and ankle, you are able to discriminate
the different performance levels of the sun salutation
sequence for all 8 poses and there is no need to use8 or
more sets of sensors which is very complex and requires
the use of a large number of sensors on body segments,
which also makes it difficult  to perform the poses
comfortably and correctly. The number of sensors can be
further reduced if pose 1, standing upright is not included
in the analysis and then only two sets of sensors are 
required for the head and knee to discriminate between
performance level.
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ABSTRACT

This paper explores the viability of using a novel opti-
cal Brain-Computer Interface within a gaming environ-
ment. We describe a system that incorporates a 3D gam-
ing engine and an optical BCI. This made it possible to
classify activation in the motor cortex within a synchro-
nous experimental paradigm. Detected activations were
used to control the arm movement of a human model in
the graphical engine.

1. INTRODUCTION

We demonstrate the use of an Optical Brain-Computer In-
terface (OBCI) within a gaming environment. A possible
application for this new technology, outside the usual bio-
medical realm, is investigated in this paper. To date no
practical application has been developed for the novel OBCI
used in these experiments.

BCIs have been developed using a number of different
physiological signal measurement techniques such as func-
tional Magnetic Resonance Imaging (fMRI) [1] and elec-
troencephalography (EEG) [2]. The BCI we will discuss is
based on Near-Infrared Spectroscopy (NIRS). This system
uses near-infrared light to measure the subtle and correlated
changes in oxy-haemoglobin and deoxy-haemoglobin due
to activation of parts of the cerebral cortex.

Potential applications of NIRS including neuroprosthe-
sis and Human Computer Interaction (HCI) have been pro-
posed, predominantly for the severely disabled [3]. How-
ever, applications of brain imaging BCIs for gaming have
been developed using EEG [4], and fMRI [5]. In these pre-
vious studies the objective was to navigate a virtual cave or
maze using thought processes alone. The subject evokes a
haemodynamic response simply by carrying out a predeter-
mined mental task such as mental arithmetic (Frontal Cor-
tex) or mental visualization of limb movement (motor im-
agery in the Primary Motor Cortex / Supplementary Motor
Area) [6]. The elicited signals are quite reproducible, and

highly localized within speciÞc regions of the cerebral cor-
tex.

A single channel NIRS-BCI [3] was used for the ini-
tial experiments. The responses were passed into a graph-
ical 3D front-end and experiments were conducted to test
whether responses elicited from the system were sufÞcient
to control a human avatar. Dual-channel motor imagery tri-
als have been conducted, and preliminary results are pre-
sented below.

2. BACKGROUND

2.1. Near-Infrared Spectroscopy

With the advent of optical measurement of tissue oxygena-
tion by Jobsis [7] came the possibility of cerebral haemo-
dynamic monitoring through non-invasive means, namely
Near-Infrared Spectroscopy (NIRS). A simple description
of spectroscopy is that it is the study of matter using electro-
magnetic (EM) radiation. In the Near-Infrared region of the
EM spectrum there is an optical window (600Ð950 nm) for
light to penetrate the skull and brain tissue. Within this EM
region water is largely transparent, and haemoglobinÕs ab-
sorption properties vary slightly depending on its oxygena-
tion level. Light in this EM region can penetrate 2Ð4 cm
below the scalp. Due to the similar refractive index of skull
and brain tissue in the NIR region, a portion of the light not
absorbed is reßected, exits the skull, and is collected by a
detector.

The two main chromophores in brain tissue that are not
constant absorbers and that indicate tissue oxygenation are
oxy-haemoglobin (HbO) and deoxy-haemoglobin (Hb). These
chromophores have different absorption coefÞcients depend-
ing on the wavelength of light used. Based on the analysis of
the light detected after absorption and scattering in brain tis-
sue, HbO and Hb concentrations can be determined. These
concentrations are then used to assess tissue oxygenation in
the region of the cerebral cortex directly below the source
and detector.
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With an elicited activation, e.g., movement or visualiza-
tion of movement of a limb, a neurovascular process ensues
resulting in changes in Cerebral Blood Flow (CBF), Cere-
bral Blood Volume (CBV) and Metabolic Rate of Oxygen
Consumption (CMRO2). The collective result is an increase
in oxy-haemoglobin and decrease in deoxy-haemoglobin within
the activated period. When activation ceases these levels the
baseline. By monitoring these concentrations the detected
activations can then be translated into commands to a de-
vice or a prosthetic limb.

2.2. Brain-Computer Interfacing.

A Brain-Computer Interface is a device which can give the
user an output channel other that the normal output path-
ways of the brain. Physiological signals are detected from
the brain and translated into commands to control an exter-
nal device. A BCI can be utilized to write letters as a word
processor, control a cursor or move a prosthetic limb. Im-
planted electrodes or surface EEG have been used within a
BCI [8]. Physiological signals include visual evoked poten-
tials, differential modulation of the� -rhythms, P300 evoked
potentials (oddball response used in brain Þngerprinting of
convicts [9]), µ- and � -rhythms, and slow cortical poten-
tials.

Some of these systems require a extensive user training
to obtain a reasonable success rates. This can lead to frus-
tration and even abandonment of the device. Other systems
use motor imagery as the control signal [4]. However, an
Optical Brain-Computer Interface [10] is less invasive, less
cumbersome, and more user friendly than other functional
brain imaging modalities. To date, insofar as the authors
are aware, no application of an OBCI has been previously
developed.

2.3. NIRS-BCI

The feasibility of the exploitation of NIRS for a BCI was
explored recently with a novel OBCI [10]. This was im-
plemented by visualization of hand movement as the con-
trol signal. As well as being non-invasive, advantages of
an OBCI include high temporal resolution (100 ms), porta-
bility, no ionizing or otherwise potentially dangerous radia-
tion, and suitability for long-term use rendering it safe even
for chronic use in a neonatal monitoring [11]. In addition, it
requires little or no training (Þrst person kinesthetic imagery
has been mooted to require training) [12]. The system also
has the potential for use with neuroprosthesis [3] and it has
been suggested in literature that a non-invasive BCI may be
a more prudent approach for subjects with disabilities such
as cortical atrophy [13].

Disadvantages include a lengthy time constant due to
the inherent slow haemodynamic response, which limits the
baud rate of the device to about 5Ð6 bits/minute/channel.

Fig. 1. Hardware Flow Diagram

Development of a multi-channel OBCI device, along with
more advanced signal processing and source-detector con-
Þgurations should all help to increase the system bandwidth.
Altering the source detector geometry has been shown to
improve spatial resolution [14]. A direct neural correlate, or
Fast Event-Related Optical Response (EROS), with a tem-
poral resolution comparable to EEG, has been discussed in
the literature; however although its origins and even its ex-
istence are still highly contested [15].

3. METHODS

3.1. Hardware

The Continuous Wave NIRS (cwNIRS) system (see Fig-
ure 1) is composed of two lock-in ampliÞers (Ametec 5210),
an LED driver, two Avalanche Photodiodes (APD) (Hama-
matsu C5460-01), function generators, and LEDs at 760 nm
and 880 nm for determination of Hb and HbO, respectively.
A dual-channel system was used to monitor the cerebral cor-
tex at C3 and C4 on the primary motor cortex of the In-
ternational 10-20 electrode placement system. Light from
the two sources (each with a 760 nm and 880 nm LED) are
driven with carrier waves ranging from 3.4Ð12 kHz. In-
frared light penetrating the subjectÕs head is collected by the
highly sensitive APDs after being modulated by the brain,
and sent to the lock-in ampliÞers for demodulation, Þlter-
ing, etc.

A new data collection system was introduced for these
experiments. The system required more robust data acquisi-
tion as well as a simpler interface that would function under
the Microsoft .NET Framework. A National Instruments
USB-6009 Multi-function DAQ was used to digitize the out-
put of the analogue Þlters. Commands generated by analysis
of detected signals described below control the avatar. Real-
time feedback is displayed for the subject. Such feedback
has been shown to increase the performance of the response
as the user learns to control the asymmetry of their cerebral
hemispheres [16].

Initially, simple moving-average Þlters were used as an
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online low-pass Þlter with a cutoff of 1 Hz. During ofßine
experiments the data was preprocessed with different algo-
rithms to attempt to derive the best system to implement on-
line. (Further methods designed speciÞcally for NIRS like
the pulse regression algorithm [17] and those developed by
Coyle et al. [18] will be implemented in later iterations of
the software.)

3.2. Subjects and Experiments

Three subjects (all healthy, two right-handed and one left-
handed, two male and one female, all 23Ð24 years old) par-
ticipated in the experiments after giving informed consent.
All subjects had normal or corrected-to-normal vision, and
no pertinent medical history. Two of the subjects had no
previous experience with NIRS experiments.

Each subject was placed in a supine position in a dimly
lit room. The supine position is known to reduce the effect
of the Mayer Wave: inherent slow oscillation thought to be
due to blood pressure ßuctuations and usually with a pe-
riod of 10Ð15 sec [19]. These phenomena are a signiÞcant
cause of frustration in the NIRS Þeld, as they are the main
source of physiological noise within the bandwidth of the
haemodynamic response. Each subject remained still with
eyes Þxed on the laptop screen for commands and avatar
feedback. Monitoring cortical regions C3 and C4 on the ho-
munculus measured responses to overt motor movement or
motor imagery. (Electrode positions C3 and C4 are widely
accepted as being related to right and left hand movement,
respectively.) Each subject was instructed to observe com-
mands from the screen to perform or visualize performing
a non-sequential Þnger opposition task of either the left or
right hand, at a rate of 2 Hz (thumb opposing each Þnger in
a random fashion). The user then observed the reactions of
the avatar on the screen.

3.3. Gaming Engine

This system used a graphics engine originally designed for
a motion tracking system [20], which presents an upright
human model. This subsystem is written in C#, and allows
easy real-time control of a simple human skeleton, or other
geometric model. These models are laid out in a Biovision
BVH Þle which deals with the recording and playback of
motion tracking. The skeleton is drawn using the DirectX
9c libraries. Using this engine, it was straightforward to use
both off- and online data to test the system.

Ofßine data was fed into the system initially to classify
and analyze activation periods and set response intensities.
In this way, it was possible to model the effect of real-time
data on the system. Using different data sets that varied
in quality, the systemÕs response to both poorly- and well-
deÞned activations could be measured and understood.

Fig. 2. Graphics Engine in Action

The Þrst implementation of the interface within this en-
gine induced arm movement that followed the trends of the
Hb and HbO data. The left arm followed the Hb, while the
right followed HbO. During online experiments the subject
was encouraged to attempt to move the arms of the avatar to
given positions using an overt or visualized stimulus. The
software gave commands to the subject to begin activation.
The modelÕs arms would then begin to move up and down
according to the haemodynamic response. During these ex-
periments the software calculated, in real time, the concen-
trations of Hb and HbO from the raw light intensities using
the modiÞed Beer-Lambert law. The high frequencies were
then Þltered out, and the resulting trends were stored for
processing within the graphical engine, and used to control
the direction and intensity of the arm movement.

In a further implementation, classiÞcation of true acti-
vation was demonstrated by comparing Hb and HbO trends.
The inverted correlation between these concentrations prop-
erly deÞned brain activation. A single-channel system would
cause an arm to rise as long as a genuine activation was de-
tected.

To implement a second channel, an optode was placed
over the C4 region of the userÕs primary motor cortex. The
data from this channel was analyzed to control the avatarÕs
second arm in a similar fashion.

4. RESULTS

4.1. Data

The protocol for these experiments were 15 seconds rest fol-
lowed by 25 seconds of stimulus, repeated 5 times. The
initial 10 seconds of data was discarded. All experiments
presented here are single-trial results, with no multi-trial av-
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Fig. 3. Motor stimulus data from activations detected in the
area under C4 during Overt Tasks

Fig. 4. Stimulus data from a dual-channel motor imagery
experiment

eraging.

This system was able to classify activation in the motor
cortex in a synchronous paradigm. Figure 3 shows the re-
sults from a single experiment in which data was recorded
from the C4 area while the subject performed a Þnger op-
position task. Activations can be seen as the inverse corre-
lation of the Hb and HbO trends during stimulus periods.

Figure 4 is the result of data recorded from a dual-channel
motor imagery experiment. In both channels it is apparent
that the user failed to successfully visualize the task during
two of the trials. This may possibly be improved by more
user training and increased visual feedback.

4.2. Gameplay

The Þnal system challenges the user to raise the arms of the
avatar to a particular point. Using the dual channel setup
to detect separate lateralized activation has yet to be inves-
tigated. Better classiÞcation of the response will maximize
the potential for independent activation detection in an asyn-
chronous paradigm.

The gaming system represents a signiÞcant advance in
the application of OBCIs. Insofar as the authors are aware,
it is the Þrst time an OBCI has been used outside of the
biomedical area. It would be possible to use the system,
as it stands, in other gaming environments. The next stage
of our plan is to implement the avatar negotiating a maze
using motor imagery alone. At each intersection the user
will be given a choice of direction. These choices will be
highlighted in sequence, and the user will be instructed to
visualize movement while the direction they wish to turn or
proceed in is highlighted.

5. CONCLUSION

This above data would seem to indicate that an Optical Brain-
Computer Interface based on near-infrared spectroscopy shows
promise for simple gaming. A single-channel system can
exert control in the gaming environment with similar accu-
racy to that of previous testing applications [3]. The limi-
tations of a single-channel implementation, such as the low
bit rate, restricts the possible complexity of the applications.
We have demonstrated that imagined arm movement on the
part of the subject can be translated into arm movement of
a model in a game. Although the dual-channel experiments
are still in their infancy, results have shown that with better
signal processing and classiÞcation techniques it should be
possible to integrate the system into a gaming experience.
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Abstract

This paper presents SINBA, an architec-
ture to Non-Player Characters (NPCs)
based on the BDI model with the in-
clusion of emotions and social rules in
the inference process. The architecture
also includesAnytime Algorithm to im-
prove the e�ciency in the response in the
very dynamical environments of Com-
puter Games. SINBA is proposed to
handle very interactive and cooperative
situations between human players and
NPCs.

1 Introduction

The increase in the processing capacity
of computers has led the visual quality of
computer games to a very realistic level
[1]. The expansion of high speed net-
works has also allowed that the activi-
ties in games could be shared by dozens,
hundreds and even thousands of players

� robertob@emailaccount.com
• romero.tori@usp.br

at the same time. These improvements in
the technology have changed games from
solitary interaction with simple shining
patterns on the monochromatic screens
to a multiplayer interaction with realis-
tic graphics, spacial sound, hundreds of
entertaining tasks to do, and many oth-
ers.

Games are also populated by charac-
ters controlled by human players or al-
gorithms. When they are controlled by
algorithms, these characters receive the
name of Game Agents or Non-Player
Characters (NPCs). The improvement
in the other areas and the possibility
to interact with other human players,
with unexpected behaviors, tend to gen-
erate expectations in human players that
NPCs should also have behaviors as good
as the quality of the images they see [2].

Some proposals had appeared to make
the behavior of the NPCs more complex.
Laird et al uses the SOAR architecture
to control NPCs in commercial games,
and to make them as skillful as a human
player [3]. Kaminga et all use techniques
of Multiagent Systems to turn commer-
cial games into an educative experience
[4]. Nareyek et all use planning models
to develop NPCs with directed behaviors
the objectives [5].

This paper presents an agent architec-
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ture based on the Belief-Desire-Intention
(BDI) model [6] to control NPCs in non
physical simulated “ghting situations, for
example like in “rst person shooter games
[7]. These situations are very often found
when the NPCs have to support the
player “nish some task. The architec-
ture is called Social and Interactive Npcs
based on a BDI Architecture (SINBA).

2 SINBA Architecture

SINBA is a hybrid architecture, with de-
liberative and reactive processing. The
reactive processing is used to handle sim-
ple situations that do not require great
amount of processing, or when the re-
sponse needed must be available very
fast. Any fast technique or algorith, Fi-
nite State Machines for example, can be
used in the reactive process. The delib-
erative one is done by a modi“ed BDI
model. SINBA architecture will be ex-
plained in two parts: Structural and Log-
ical Components.

2.1 Structural Components

Figure 1 shows the structural compo-
nents of SINBA.

The Sensor component perceives the
changes in the environment and receives
the messages from other players and
NPCs. Actuator acts in the environment
in order to ful“ll the desires of a SINBA
NPC. Level of Detail (LOD) uses the in-
formations contained inSensorto decide
between theReactive Systemor the de-
liberative system to handle the stimulus
perceived. The decision is based on the
nature of the stimulus and on the internal
state of the NPC stored in thePersonal-

ity Component. If the Reactive System
is chosen, it selects oneBehavior object
from Behavior Lib and send it to Actua-
tor without any sort of modi“cation.

Figure 1: Structural Components of the
SINBA architecture.

In the case that the deliberative sys-
tem is chosen, LOD sends the informa-
tions received bySensor to Belief Revi-
sion Component. This component analy-
sis the current beliefs stored in theBelief
Base component in order to remove the
inconsistencies between the previous be-
lieves and the new information gathered.
BesidesBelief Base, Personality Compo-
nent is also composed by the emotions
the NPC may have, stored in theEmo-
tional Component, and the Social Rules
the NPC respects.

Reasoner is the component with the
inferential algorithm BDI that generates
the desires and intentions (theBehaviors
in the SINBA architecture). The inten-
tions may be chosen by previouslyBehav-
iors stored in theBehavior Lib or may be
generated on the ”y byReasoner. After
the Behavior is chosen,Reasonermodi-
“es its components, and adapt it to the
beliefs, desires, emotions and social rules
of the NPC.
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2.2 Logical Components

Logical components are the objects
which allow the structural ones to ex-
change informations with each other.
SINBA has three logical components:
Context, Action e Behavior. These ob-
jects are predicates of “rst order logic
and are used byReasoner in the infer-
ence process. They are de“ned as:

Context = (PreconditionList,
PosConditionList, InternalState).

Action = (Name, Target,
MovementState, Feature).

MovementState = (Type, Velocity,
Orientation).

Feature = (Animation, Sound,
Message).

Behavior = List(Actions).

PreConditonList e PosConditionList
are lists with informations that the NPC
believes are true before theBehavior be-
comes active and the informations that
the NPC desires to be true after the exe-
cution of the Behavior, respectively. In-
ternalState is used by Reasoner to in-
fer the believes, objectives, emotions are
valid to the Context perceived.

Action s represent what the NPC can
carry out in the environment, and they
are stored in theAction Lib. Each Ac-
tion has a Name, a Target, the object
which will receive the e�ects of thisAc-
tion, and a MovimentState, which states
the type of the movement the NPC …
walking, ”ying, running … and its fea-
tures … velocity, orientation ….Features

are related to the parameters that cus-
tomize theAction : the visual representa-
tion of the MovimentaState, Animation,
the Sound, some message that should be
sent to some other player in the game.

Behavior is a list of Actions, that
might be created by the designers previ-
ously or may be generated on the ”y by
Reasoner, selectingActions from Action
Lib, and de“nes how the global behavior
of the NPC is in some context. TheBe-
haviors created on the ”y can be stored
in the Behavior Lib.

2.3 Execution of SINBA

Figure 2.3 shows the functioning of the
SINBA architecture.

Figure 2: Algorithm of SINBA.
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Sensor perceives the environment,
parses these perceptions and sends them
to LOD, which de“nes whether theRe-
activeSystemor the deliberative system
should be used to choose the bestBehav-
ior to handle what the NPC perceived.
When ReactiveSystemis chosen, it uses
simple rules to select oneBehavior from
Behavior Lib and then sends it without
any modi“cation to Actuator.

If Reasoner is chosen,LOD starts a
timer. SINBA uses the concept of any-
time algorithms [8] in order to always
have a plane to handle the very dy-
namical environment of computer games.
When the time is over, timer tells Rea-
soner to stop the inference process and
sends theBehavior in its current state to
Actuator. When Reasonerreceives back
the control of the CPU, it can improve
the last plane,Behavior, or it can selects
another one.

After the timer starts, LOD sets the
Behavior to be returned by Reasonerto
a default one, which may be theBehavior
from the last inference cycle or another
one de“ned by the designers. Timer can
stop the inference process anytime from
now on. After the default behavior is
set, Belief Revision Componentupdates
the Belief Basewith informations Sensor
received and remove inconsistences from
the base.

Reasoner then updates the Internal-
State, the objectives and desires of the
NPC, and uses these informations to re-
“ne the last Behavior, or selects a new
one from Behavior Lib, or generates a
newBehavior with Actions stored in Ac-
tion Lib. The Behavior determined is
then send toActuator and the cycle may
restart again.

3 Discussion

BDI is a model of agency proposed to in-
fer, moment to moment, which action an
agent/NPC should carry out to reach its
objectives. In most of the cases, situa-
tions evolving human interaction do not
result from a process of problem solution,
and a pure BDI approach to the problem
would limit its application in games.

Emotions in”uence people•s decision
process [9]. Using emotions in the infer-
ence process brings a bigger range of re-
actions NPCs can show when interacting
with human beings, enriching the game-
play. Also, Suleiman et al [10] argue that
the social aspect is an important factor
when humans interact with each other.
People tend to regard the social context
in their process of deciding what to do,
not only their desires.

Emotions and social rules can be
viewed as additional desires the agent can
use to reason which new intention should
be selected. When a SINBA agent is rea-
soning which intention it should be com-
mit to, it considers not only its believes
and desires, but also its emotions and so-
cial rules. They modify the weight of the
rules in the BDI reasoning process, sup-
pressing or emphasizing the tendency to
select speci“c intentions.

With emotions and social rules, the
NPCs have more parameters besides ra-
tional ones to decide what actions it
should do to achieve their desires. Al-
though it is possible to achieve these
results with traditional Game AI tech-
niques, say Finite State Machines, using
BDI model with emtions and social rules
favours formalizing more human-like be-
haviors.
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4 Conclusion

This paper presented SINBA, an hybrid
agent architecture for NPCs, with delib-
erative and reactive inference processing.
The deliberative processing is made with
the BDI model with emotions and so-
cial rules in”uencing the decisions of the
NPC. SINBA is proposed to more inter-
active and non-combative situations be-
tween human players and NPCs, but its
hybrid nature, together with anytime al-
gorithms, makes it useful in other types
of interactions. Next steps include an
implementation of SINBA in a computer
game and tests with typical aspects of
human-NPC interaction.
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ABSTRACT 

]ith the availability of interface cards, mobile 
users are no longer required to be confined within 
static network premises in order to get network 
access.  Mobile users may move from one place to 
another and yet maintain transparent access 
through wireless links.  Information exchanged 
between users can include voice, data, image, 
audio, video or any combination although the 
restrictions of any mobile device to transmit such 
rich data are limited by its scope and range.   This 
paper uses the results of initial simulation 
experiments to analyse what types of mobile devices 
users are limited to, the approach which can be 
used to design the multimedia applications and the 
data representations most suited to multimedia 
applications for current mobile devices.   The paper 
will then discuss what developments in wireless 
technology are needed to enhance future dynamic 
multimedia applications for mobile technology. 

INTRODUCTION

A subject that has been gaining interest is that of 
handling multimedia data on mobile devices.  The 
issue is a recurring theme which requires regular 
evaluation since continuous evolutions in hardware 
and software technology dictate that the perception 
of what can be achieved rapidly becomes outdated. 
A previous survey highlighted the fact that current 
mobile devices do not provide a suitable platform 
for activities such as online gaming but 
developments expected in 2006 would cause this to 
be re-evaluated (McAlister and Wilson, 2005).  The 
constant changing position has a subsequent impact 
on the type of software applications which are 
developed for mobile platforms such as educational 
environments which want to utili ze mobile 
technology by exploiting developments that 

significantly address the needs of others such as 
gamers. 

The authors therefore decided to use simulation 
experiments to analyse the extent to which current 
mobile technology addressed the perceived 
limitations of range, bandwidth, encoding and 
network availability to provide an end-to-end 
quality of service that will  allow multimedia data to 
be streamed effectively across current wireless 
networks.  The results are summarized to address a 
number of key questions including: What types of 
devices provide a stable hardware platform for 
multimedia data? What are the Quality of Service 
(QoS) requirements for wireless networks? What 
types of data are suited to particular mobile 
devices? How can the quality of communication be 
improved?  What level of interaction is possible 
between the devices?  The answers to the questions 
describe an interesting picture which illustrated 
how multimedia applications such as learning 
environments could be best represented on current 
and future wireless technology. 

WIRELESS TRENDS 

As mobile devices gain popularity communication 
options for these devices have matured allowing 
wireless networking technologies to gain 
widespread use.  A number of standards have been 
defined including Bluetooth and 802.11a, b and g.  
Bluetooth works in 2.4GHz spectrums and operate 
within a small range of low bandwidth.  Thus it is 
not applicable for multimedia applications with 
large data volume.  802.11b and g operate at 
2.4GHz while 802.11a operates at 5GHz regions 
with a smaller range. 802.11b has a bandwidth of 
11Mbps while the other two standards have a 
higher bandwidth of 54Mbps.  Thus 802.11a and g 
can support more simultaneous users with higher 
data rates than 802.11b.  802.11a and g also operate 
in hybrid modes allowing 802.11a channels to be 
used to deliver video data packets and 802.11g 
channels for text providing a bandwidth which is 
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sufficient for interactive access of multimedia 
databases.  In this way current advances in 
communications technology are creating an 
environment where common handheld devices can 
run basic applications.  However, multimedia 
applications create new dimensions which place 
more demands on the devices and the network 
technologies.  Future mobile networks have to 
address the transmission of multimedia traffic as a 
mandatory requirement among heterogeneous 
networks.

The implications for the Internet which will  be 
expected to provide a wide range of services to a 
user means that it must be able to allow seamless 
transition from a geographically fixed environment 
into a mobile environment. The wireless mobile 
Internet is not just an extension of Internet services 
into the mobile environment giving users access to 
the Internet services while they are on the move.  It 
is about integrating the Internet and 
telecommunications technologies into a single 
system that covers all communication needs.  The 
transition from the traditional wired Internet to the 
wireless Internet will  require network protocols and 
network architecture to change dramatically.   

The main motivations for the changes needed in 
next generation network technologies are: 

1. Demand for better availability of services 
and applications. 

2. Global connectivity. 
3. Rapid increase in the number of subscribers 

who want to use the same handheld 
terminal while roaming. 

4. Support for bandwidth intensive 
applications such as real-time multimedia, 
online games and videoconferencing as 
well as traditional voice services (VoIP). 

The scalable and distributed 4G network 
architecture consequently required must offer any-
type services over a diverse set of places such as 
indoor, outdoor, pedestrian and vehicular. These 
services will  be offered over a large range of 
overlapping access networks including WLAN, 2G, 
3G, xDSL, DVB, DAB, DVB and so on that offer 
different rates, coverage, bandwidth, delay and 
packet loss (Frodigh, 2001 and (Kellerer, 2002).  
The key features necessary to achieve these 
expectations include (Jamalipour, 2005): 

1. Mobile terminals which auto-configure to 
the specific access technology at the 
location

2. Subscribers who will  have access to the 
various services offered yet enjoy wired 
LAN QoS, cost and security. 

3. The development of QoS management 
schemes which offer ubiquitous and 
seamless connectivity. 

4. Limits in the changes required for multi-
access mobile terminals in terms of 
hardware and software which reduce the 
investments made by the subscriber. 

In the area of mobile information usage these 
requirements help to define the term mobility from 
the user•s perspective.  The user can simply be in 
motion or work in a non-office environment with 
mobile digital equipment.  In either case the quality 
of the information which can be handled by mobile 
devices enables the user•s attention to be 
maintained while working on several tasks in 
parallel.  The information system would no longer 
restrict a user to rather specific information that 
was needed in a certain situation. Instead focus 
could be placed on context management and the 
concept of the situation (Grimm, 2002).   

Provision of such flexibility  therefore enhance the 
capabilities of the network from the user•s 
perspective and enable it to handle affects such as 
delay, jitter, bandwidth, availability and packet loss 
rate more effectively.  For critical applications such 
as multimedia this can include video rate, video 
smoothness, picture detail, picture colour accuracy 
audio quality; cost and security.   However, 
multimedia applications impose a great burden to 
the underlying network in terms of bandwidth 
resources and non-elastic traffic.  E-learning 
applications, for example, generate non-elastic 
traffic that must be protected from the Internet•s 
best effort traffic.  Thus, the allocation of resources 
must be dynamic and more adaptable to the 
changes of the state of the network. 

THE INVESTIGATION 

Multimedia is a combining and pervasive 
technology which comprises communication, 
broadcast and computer data.  The features of the 
data include its size, type, format, level of 
interaction and distribution.  To ensure that mobile 
devices can handle multimedia files the equipment 
must satisfy two requirements; first, sending and 
receiving data and second, sufficient memory to 
store media files.  One of the main challenges in 
mobile multimedia data streaming is the 
requirement that the link must be continuously 
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available for a period of time to enable 
uninterrupted data transmission and a smooth 
media performance. The authors therefore 
conducted an investigation which focused on 
simulation experiments that could be used to 
evaluate the effectiveness of current mobile devices 
to handle multimedia data.  The authors chose a 
range of mobile devices including PDAs, standard 
mobile phones and smart-phones which represented
the most commonly used mobile devices and
provided a basis from which to extrapolate the 
results of the simulation experiments to predict 
future usage. The experiments were lab based and 
the authors defined a basic network environment of
the mobile devices, traffic types and applications
which best modelled real world usage of the 
platforms.

Study Material Design Approaches 

Two approaches were used to design the simulation
experiments: Non-Interactive and Interactive.  Each 
approach addresses a particular type of application 
such as a website for non-interactive or a game for 
interactive. Prior to the investigation the authors 
speculated that most mobile devices would handle
non-interactive application well but that interactive 
applications would illustrate some differences.

The non-interactive approach required the client
terminal to send a control signal when it wanted to 
access multimedia data.  The server validated the
signal and sent the requested data.  See Figure 1. 

Figure 1: Non-Interactive Approach 

The interactive approach required real-time data
which was less tolerant of errors. The client sent a
signal to have the information renewed to the
server.  The server validated the signal and ensured 
that the client could see the renewed information.
See Figure 2. 

Figure 2: Interactive Approach 

The running system had to satisfy a number of 
criteria:

1. Interfacing with other servers or 
applications.

2. Shielding terminals since each terminal
could use a different processor or protocol.

3. Dynamic bandwidth configuration which
reflects the user•s current network state. 

4. Management of the media streaming
operation.

Platform

The Sun Microsystems application Java 2 Micro
Edition (J2ME) is designed for use within mobile
devices and is a suitable choice for the domain.  It 
provided an application developing environment
that was transplantable, secure, managed limited
memory capability for a device and provided
connection ability within the network. The storage 
restriction of the majority of wirelessdevices was
handled by the Record Management System
(RMS).  The RMS provided an input database 
storage system that allowed transfer of permanent 
memory storage data. 

EVALUATION

The results of the initial simulation experiments
were designed to evaluate one of the standard 
issues related to multimedia data streaming, namely
media content delivery.  The function of streaming 
data requires considerable resources which can 
cause problems including net block, server 
overloading and error acceptance.  Highly
compressed streams of data are sensitive to 
transmission errors which seriously affect the data
transmission rate.  The simulation experiments
therefore evaluated how effectively currently 
commonly used mobile devices handled rich data. 
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The experiments focused on four types of
transmission including text, graphics/images, web
connections and applications software which reflect 
the main data types.

Text

When operating, the page is as shown in Figure 1.
The message theme is input, destination address
and content added. Since the sent message would
be counted on the Internet, a security alert page
would appear which would require permitting
access to the internet link. In order to know if  the
message had been sent successfully, the receiving
program would then check the received message.

Figure 1: Sending & Receiving SMS 

The reason for experimenting with such a simple
task was to allow the mobile devices to be assessed
across a range of data types.  For example, a short 
message with 160 bytes created on a Samsung
D608 by the sender cannot be successfully
transmitted to a receiver using a Nokia 8250 since
packet loss occurs when a message is being 
transmitted or received as the Nokia 8250 only
allows 70 bytes input per SMS message.  Messages 
therefore have to be divided into several sequential 
smaller messages.

Graphics/Images

The test with graphics/images produced a similar
result as shown in Figure 2.

Figure 2: Sending & Receiving Images

HTTP Connection

The purpose of the test was to confirm the status of 
the server. To make use of the HTTP end user
agreement communication and TCP agreement
communication, the Tomcat agreement with the
HTTP agent was used to create a communication
bridge between the user and server.  In this way the 
agent takes use of the HTTP agreement to 
communicate with the end user but takes use of the 
TCP agreement to communicate with the server. 

Applications Software 

As mobile equipment and wireless networks limit
the setup of wireless applications systems
compared to most desktops J2ME designs the user 
end to operate at the lowest request of the Mobile
Information Device Profile which is part of the 
J2ME application development environment.  The 
profile defines the hardware and software 
framework and then provides the associated basic
function and interface standard.  The MIDP
therefore applies itself to neatly add its environment
into the layer of existing software.  The result of 
downloading application software through the
J2ME Wireless Toolkit is shown in Figure 3. 

Figure 3: Downloading Applications Software

FUTURE OF WIRELESS DATA STREAMING

The initial experiments illustrated that although a
variety of data can be downloaded across a range of
selected mobile devices a number of research areas
still need to be investigated in order to define 
standards for wireless transmission. The research
areas include:

1. Integration of all existing and future
communication access systems through a
common IPv6 protocol.

2. Development of a modular and scalable
architecture with well defined distributed 
network functionalities.
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3. Development of effective mobility,
resource and QoS management schemes to 
offer seamless connectivity and end-to-end
QoS peer end terminals.

4. Development of physical architecture of a 
QoS enabled mobile terminal capable of 
accessing the Internet and real-time
services over a multitude of access 
technologies.

5. Offering similar services (subject to network
capacity and service policy) in both home
visited networks based on preferences and
service agreements in the subscription. 

The implications of using these devices for 
multimedia applications to deliver non-trivial
software means that the type of material, interaction 
level, profiling or feedback which could now be
provided is not limited to the platform on which the
information is available since the generic nature of 
the developments for wireless media are reducing 
the gap between hardware and software. 

CONCLUSIONS

Clearly there has been a significant improvement in 
terms of handling rich data including multimedia
messages and video services. However, there are
limitations such as communication channels with 
limited bandwidth, the need for efficient 
architectures, better transcoding and improved
compression of multimedia data under changing 
conditions especially when a very large number of 
clients are present.  This aspect is further
exasperated when users are moving around causing
increased stress on already stretched networks. 
Limitations between devices has become 
significantly reduced and provided a solid base on 
which software developers can construct non-trivial
software which addresses goal setting, pace, 
distributed environments and
presentation/assessment. The complete simulation
results should enable the authors to predict how
effectively future mobile devices will  be able to 
handle rich multimedia data.
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ABSTRACT

In commercial massively-multiplayer online role-
playing games (MMORPG), players usually play 
in a populated environments with simple non-
player game characters. These non-player 
characters have fix  behaviour. They cannot learn 
from what they experience in the game. However, 
MMORPG environments are believed to be 
greatly suitable for training AI , with plenty of 
players to provide tremendous amount of 
feedback, and persistent worlds to provide 
learning environments. This paper presents an 
experiment to find out the potential of MMORPG 
environments for fast learning evolutionary AI . 
The genetic algorithm is chosen as our learning 
method to train a non-player character to assist 
real players. We use a game server emulator and 
custom game clients to simulate and run a 
commercial MMORPG. Clients are divided into 
two groups,  real players and •helpersŽ. The 
results show that helpers can learn to assist real 
players effectively in small amount of  time. This 
confirms that evolutionary learning can be used to 
provide efficient learning in commercial 
MMORPG. It also verifies that MMORPG provide 
great platforms for research in evolutionary 
learning.

INTRODUCTION

Recent game AI  research and developments in 
online games are mostly focused on player 
opponent AI . Seu simulated and tested the system 
for evolving distribution, physical parameters, and 
behavior of monsters in game (Seu et al 2004). 
They found that monsters special qualities could 
be evolved according to their environments by 
using GA technique. Group movement was 

expressed by the flocking algorithm. However, 
actual learning was restricted to animal behaviour 
such as looking for food. Also, the length of time 
spent before monsters displayed satisfactory 
intelligent behaviour was not discussed. Spronck 
proposed a novel technique called •Dynamic 
ScriptingŽ (Spronck et al 2004). Dynamic 
scripting used an adaptive rulebase for the 
generation of intelligent opponent AIs on the fly . 
In his experiment, a module for the commercial 
game NEVERWINTER NIGHTS (NWN; 2002) 
was created. A group of agents using dynamic 
script  were pitted against various groups of pre-
coded opponents. The results showed that dynamic 
scripting succeeds in providing clever AI  in an 
acceptable period of time (around 50 battles 
needed for fighting with well coded opponents). 
However, a predefined rulebase was needed in this 
technique, meaning the actual time when learning 
from scratch was longer. Furthermore, although an 
agent learned using information from other agents 
in its team, one agent could only learn for itself at 
one time. A genetic algorithm was later used to 
create a rulebase for dynamic scripting (Spronck et 
al 2005). However, the work was carried out as an 
offline learning and learning time from scratch 
was not discussed. Stanley introduced the real-
time NeuroEvolution of Augmenting Topologies 
(rtNEAT) (Stanley et al 2002). This is a learning 
method that was extended from NeuroEvolution of 
Augmenting Topologies for evolving increasingly 
complex artificial neural networks in real time, as 
a game is being played. The rtNEAT method 
allows agents to improve play style during the 
game. He demonstrated a new genre of games in 
which a player trains an agent team to compete 
with another player•s team in NeuroEvoling 
Robotic Operatives (NERO) game (Stanley et al 
2005). However, the nature of NERO implies that 
only one player can be training agents at one time. 

MMORPG provides a very different environment 
and gameplay compared to other kinds of games. 
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With a massive number of players, these players 
can act as trainers for an evolving agent. Also, 
players spend more time playing MMORPG than 
other genres of games, and persistent world is used 
as a setting. This means MMORPG is likely to be 
a great  environment for fast learning, even though 
we may use a slow learning method such as a GA.  
This paper presents the result of an experiment 
that evolves a player•s helper in a commercial 
MMORPG game using a genetic algorithm. We 
call our player assistant a •Learnable BuddyŽ. 

Our learnable buddy technique has been tested by 
using the MMORPG server emulator of eAthena 
and custom client of OpenKore. eAthena is an 
open-source project, emulating a Ragnarok Online 
Server. It is written in C. Using its server 
emulator, a game server can be simulated and 
studied. OpenKore is an advanced bot for 
Ragnarok Online. It is free, open-source and cross-
platform. In real MMORPG, many human players 
play in the same game server. We simulate human 
players by using OpenKore. Learnable buddy also 
makes good use of OpenKore. By modifying 
OpenKore code, we build AI-control units that are 
able to learn to improve their behavior. 

Learnable Buddy

Learnable Buddy uses a genetic algorithm to set its 
configuration, which is a bot script. By evolving 
the chromosome of our population bots, our bots 
are able to perform various behaviors. The system 
consists of the following components. 

Figure 1: Learnable Buddy system overview. 

1. Server: The game server sends game state 
information to every client and receives 
commands from clients. It keeps updating 
game state. 

2. Player: All  players are online, each can 
give us feedback. 

3. Bot: Our bot is a supportive AI  that travels 
along with a player. That player is a master 
and the bot is a slave. Bot systems have 
already been in use in various commercial 
games, such as the homunculus system in 
Ragnarok Online (RO; 2006). In Raknarok 
Online, players who play the alchemist or 
the biochemist can get a homunculus. The 
homunculus system surpasses other 
commercial MMORPG bots such as 
Guildwars•s pet (Guildwars; 2006) because 
players are able to manually rewrite the 
bot•s AI  script. In this study, instead of 
using monsters as bots, we used player•s 
character class as our supportive AI  
because a player character can perform 
more varying kinds of behavior. OpenKore 
was used to control each supportive AI . 
OpenKore was modified to send 
information and receive commands from 
the bot manager. 

4. Bot manager: A module was written in 
Java. This module receives information 
from each bot, then determines their fitness 
and replaces low fitness bots with new 
ones. The detail is described below. 

Figure 2: The replacement cycle 

A bot plays using the first script it receives from 
the bot manager for a fixed period of time. Then, 
the bot manager will  determine the fitness of each 
script. For this study, we use a fixed fitness 
equation. The fitness is calculated based on 
experience points a bot receives and the number of 
times that bot dies during the period. The value of 
fitness F, for bot b, is formally defined as: 

2)(
)(

)(
bntbotDeadCou

bourbotEXPperz
bF � 

The experience points that a master or its slave bot 
gain from any action will  be divided in half. The 
bot receives the same amount of experience points 
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as its master. New chromosome generation is 
similar to regular GA techniques. First, good 
parents are chosen. Half of the bot population, 
whose with high fitness, are selected to produce 
offsprings that replace the half with lower fitness 
result. Each couple will  perform a crossover, 
obtaining two new chromosomes. After that, new 
chromosomes will  go through mutation. After a 
new chromosome is generated, the bot manager 
will  read its attributes, transforming the attributes 
into a script,  and replace a poorly performed bot 
with the new script. 

Figure 3: Example of chromosome to script 
translation

The openKore main script consists of 2 formats. 
The first format is of the form: 

£configuration key¤ £value¤ 

This format is used for a simple task. For example, 
in order to specify whether our OpenKore bot 
automatically attacks monsters, we use the 
following script: 

attackAuto 1 

where the proper value for this configuration is 0 
(false) or 1 (true). 

The second format is of the form: 
£configuration key¤ £value¤ ¥ 

  £attribute1¤ £value1¤ 
  £attribute2¤ £value2¤ 

¦

This format is called •blockŽ format. It is used for 
a complicated task. In figure 3, OpenKore will  use 
level 10 Heal skill on itself when its hp is less than 
70§ and its sp is greater than 30§. W ith this 
configuration structure, it is quite straightforward 
to translate between a script and its corresponding 
chromosome. 

After new scripts are generated from the 
chromosomes of offsprings, half of the learnable 
buddies that used to have lower fitness results will  
reload new scripts and continue playing the game 
for another fixed period of time before repeating 
this cycle. The cycle can be done fast enough not 
disrupt the game play. 

THE E^PERIMENTS

We assessed the performance of parties of two 
characters. We set up a private server using 
eAthena server emulator. Each party had the same 
members consisting of the following character. 

1. Knight: The knights are bots that represent 
the real players who play a game. In this 
study, we used controlled experimental 
environments such that every player shared 
the same play style. All  knights were 
implemented with the same script.  This 
allowed learnable buddies to share their 
knowledge and learn together in a 
consistent way. The knights always attack 
the nearest monster that no one attacks. If  a 
knight•s health  is reduced to half, it will  
rest until its health is  fully  recovered. 

2. Priest: All  priests are controlled by our 
learnable buddy technique. They will  try to 
learn and adapt themselves to best serve 
their master. The priests support the 
knights with healing and buffing. Their 
behavior follows the script that they 
receive from the bot manager. 

Testing was initiated using 16 pairs of knights and 
priests. Every party played in the same map that 
has only one kind of monster. The time cycle that 
we used for our fixed period was 30 minutes. 
Having a shorter cycle would affect the accuracy 
of the fitness result because the number of enemies 
faced might be too small and the fitness function 
might not show its effect because of that. On the 
other hand, our test platform could not run more 
than 30 minutes without a bot failing due to too 
much load the system had to handle. Therefore, 
the cycle of  30 minutes was our best choice.    

To quantify the performance of each learnable 
buddy, after each time cycle, we calculated the 
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fitness for each learnable buddy by the function 
from our previous section and replaced poorly 
performed bots  with new ones. We ran 3 tests, 
each test ran for 50 generations of learnable 
buddy. The results of these experiments are 
presented in the next section. 

RESULT

Figure 4 shows fitness mean of bots. A solid line 
represents fitness mean of each generation. It can 
be observed that, from the beginning until around 
the fifteenth generation our bots• fitness mean 
rapidly increases. The fitness does not vary much 
after that. Figure 5 shows the result of figure 4 
after smoothness adjustment, using polynomial 
degree 5 trend line. 
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Figure 4: Resulting graph of learnable buddy, 
using three test runs. 
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Figure 5: Resulting graph of learnable buddy after 
smoothness adjustment using polynomial degree 5 
trend line. 
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Figure 6: Resulting graph of best fitness in each 
generation competing against best fitness of our 
manully scripted bot. 

We observed and compared the 15th generation of 
learnable buddies with manually scripted 
supportive characters configured by an 
experienced game player. The mean fitness of our 
bots came close to the mean fitness of the 
manually scripted bot. Not all of our best bots in 
the 15th generation could beat the manually 
scripted bot's best score. But observing the results 
for their future generations suggested that our best 
bots could compete well with the manually 
scripted bot (see figure 6). From the result, we 
believe that, in order to help one master with a 
task, our learnable buddies can improve 
themselves to their proper performance in around 
fifteen generations or 7.5 hours of playing. The 
survey from America Online shows that teenage 
players spend 7.4 hours per week on average 
playing online games (AOL 2004). Therefore our 
7.5 hours figure is significant. It means one task 
can be learned in just a week for the same group of 
real players. Most MMORPGs plan to let players 
play for several months or maybe a year, therefore 
one week is considered to be very efficient. It can 
even be improved further. A bot can be kept 
running for 24 hours by assigning it to another 
player. Therefore, fast learning for a task can be 
achieved.

CONCLUSION AND FUTURE WORK

In this paper we investigated whether 
evolutionary-learning can provide fast online 
adaptation of player supportive AI  in commercial 
MMORPG. From our experimental results, we 
conclude that genetic algorithm is fast and 
effective enough for commercial MMORPG. The 
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original game does not need to be adjusted in any 
way. Different genes can be used for different 
tasks and players can switch between tasks to 
allow more suitable behaviour at each situation.  

Currently, our bot manager only supports fixed 
fitness function given by game developers. That 
means, only common tasks can be learned. To 
allow supporting AI  to be able to learn more tasks 
or even improve upon old tasks, especially ones 
specific to events or groups of players, players 
must be able to craft their own fitness function 
through an intuitive interface. We also plan to 
experiment with genetic programming, which 
allows builds-up of complex behaviour. One of 
our research goals is to be able to categorize 
player behavior while playing. This will  permit 
learnable buddies to automatically switch to the 
script that best fits the situation, thus adding more 
sense of realism.  
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Abstract:

Typically games on mobile devices are limited to standalone 
single player games that are not only simple but also are 
limited by the device capabilities on which they are being 
played. ]ith the advancement of networking technology, 
mobile multiplayer games have started to evolve. 
Nevertheless, these games are played on homogenous devices 
that have limited functionality and performance. For 
performance, scalability and heterogeneity, it is important 
that mobile multiplayer games be played on heterogeneous 
devices and able to support large number of players for an 
immersive experience. This demands that players not only 
receive the content as quickly as possible but also the content 
be adapted to the device capabilities. Further as different 
devices have different computing capabilitiesU it seems 
reasonable to distribute resources dynamically among the 
mobile players• devices so that the overall shared state is 
maintained in a consistent state. In this paper we highlight the 
issues related to multiplayer gaming on mobile devices and 
provide a proposal for content adaptation and shared state 
distribution for multiplayer games on mobile devices based 
on dynamic scripting approach 

Key words:  

Content Adaptation, mobile games, WIMAX, WIFI, 
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1. Introduction 

As more and more mobile devices grace the earth there is a 
need to use them in different scenarios and situations to the 
best of their abilities. Thus in gaming terms utilising them on 
multiplayer mobile gaming should maximise their potential. 
Mobile devices as we know them are different i.e. there are 
PDA•s, smart phones, tablets etc. The ability to play 
multiplayer games over heterogeneous devices seamlessly 
and without the device user•s knowledge (while distributing 
processing loads to different mobile devices as per resource 
availability) would not be possible. This raises issues such as 
content adaptation and distributed processing on mobile 
devices as well as networking issues that crop up within these 
situations especially when wireless communication is 
involved. These are challenging issues that need attending to. 
Some concepts of content adaptation are covered in some 
depth in the Olga report where UMA (Universal Media 
Access) is looked at. This is a concept that encompasses the 

ability of different constrained mobile devices to access rich 
media resources [1].  

Some work has been accomplished in this area while some 
research is still in progress, which will  be looked at later in 
the paper. Limitations arising from using wireless networking 
over mobile devices include limited battery power, constant 
change in device location, network traffic due to bandwidth 
being used by other types of communication (including 
Bluetooth and infra-red). As far as these limitations are 
concerned there has been some work carried out to optimise 
the use of network resources. This includes work done in 
areas of distribution concepts, which involves the choices of 
architectures and protocols suitable for mobile device 
multiplayer gaming for example peer to peer, client server and 
server network [3]. An area that does focus on some aspects 
of reducing these network issues includes compensatory 
techniques whereby messages compressed and aggregated 
reducing bandwidth and transmission frequencies. Another 
technique is Interest management which will  be detailed later 
on in this paper [3].  Work has been carried out using peer-to-
peer overlay architecture for interest management in 
multiplayer games especially in addressing scalability issues. 
In this case P2P is used with an interest management 
mechanism to reduce some of the side effects such as limited 
visibility  that comes with P2P architecture [4]. There are a 
few limitations as far as grid computing on mobile devices is 
concerned. These are similar to the networking limitations 
and include unreliable wireless connectivity, power 
consumption sensitivity, and software interoperability 
between different devices [6]. There are some main research 
projects that have been undertaken thus yielding some 
interesting results including mobile OGSI.NET which looks 
at creating a mobile specification for mobile grid computing 
using pocket PC•s running Microsoft operating system [2]. 
The research on mobile ad-hoc grid networks is still quite a 
new field. A fair bit of work in this area does not deal with 
gaming as a beneficiary but rather looks at distributing 
processes among mobile devices to reduce computing power, 
increase energy saving, and build efficiency in running more 
powerful applications on mobile devices.  The seamless 
integration of networking protocols with grid computing 
principles and interest management in-order to develop a 
middleware that can actually provide multiplayer gaming 
regardless of devices hardware and software capabilities is 
what researchers are moving towards. This paper deals with 
content adaptation in multiplayer games with regards to 
different devices being used as such. It raises questions on 
how multiplayer gaming is conducted on mobile devices 
which are detailed in the next section. The primary aim of this 
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paper is to try and dissect these questions raising probable 
solutions to be explored during the investigation. In order to 
do that, and in addition to these introductory notes, this paper 
is organised as follows. Section 2 is dedicated to giving a 
detailed description of the questions related to multiplayer 
gaming on mobile devices. Section 2.1 deals with the 
associated networking issues. Software architectures for 
online games are briefly reviewed in Section 2.2. Section 2.3 
deals with scalable-shared state distribution and section 2.4 
elaborates on content representation in games. Section 3 deals 
with content adaptation and shared state distribution on 
multiplayer games with a twist on how we propose to tackle 
the issues while Section 4 concludes the paper.  

2. Multiplayer gaming on mobile devices 

For a game to be successful on mobile devices, several issues 
need to be addressed upfront. Depending on the genre, these 
may include the issues of latencies, bandwidth, scalability, 
real-timelines, etc. For instance, a first person shooter would 
demand a low latency, real-time responses whereas a role-
playing game can get away with a higher latency but may 
require supporting several hundreds of simultaneous users. In 
addition, the device capabilities and networking infrastructure 
add constraints that need to be dealt with appropriately for a 
successful gaming application. Device capabilities include its 
operating environment such as resources available in form of 
processing, memory, connectivity and battery usage. 
Networking support in these devices may range from wireless 
LAN, WIMAX, GPRS and Bluetooth. Given the 
heterogeneity in the devices available in the market, mobile 
multiplayer games have been limited to homogeneous devices 
over fixed settings and thus are not truly mobile. For 
performance, scalability and heterogeneity, it is important that 
mobile multiplayer games are played on heterogeneous 
devices in a truly mobile environment and are able to support 
large number of players for an immersive experience. This 
demands addressing several key questions. Firstly, how the 
game content comprising representations of geometry, 
texture, animations, audio and video to be stored and 
distributed in order to provide a consistent view of the virtual 
world? Secondly, how to support large number of players 
having different devices and interacting with the virtual world 
without degrading the performance? Thirdly, how to 
distribute the shared state and the processing intensive tasks 
across multiple mobile devices? Fourthly, how to adapt the 
content and the shared state in these purely mobile and 
distributed games with respect to changes in device 
connectivity and usage?

In the following sections we briefly provide an investigation 
of networking issues in mobile games, software architectures 
for supporting online games, approaches for scalable shared 
state distribution and content representation in games.  

2.1 Networking issues in mobile games 

Multiplayer mobile gaming involves networking. It does have 
a big bearing on how the game performs in terms of seamless 

distribution of game states and messages. This may include 
getting round limitations like latency, bandwidth, scalability 
etc. These however can be minimized to an extent depending 
on network communication chosen (e.g. WIBREE, ZIGBEE, 
Bluetooth 1.0, Bluetooth 2.0 EDR, WIFI, WIMAX, and 
WIBRO. These are currently available standards that can be 
found on different mobile devices, some being more 
widespread than others. Mobile devices have different 
capabilities as far as communication with other devices is 
concerned. These include WIFI, Bluetooth1.2 and 2.0, 
WIMAX, ZIGBEE, and WIBREE etc. Mobile devices pose a 
few challenges in terms of seamless uninterrupted 
communication. Challenges faced include mobility where 
some devices can go out of range resulting in a reduction in 
the number of devices connected to the network [5]. This has 
its pitfalls with regards to state of the application (game state) 
at the time of departure from the network. ZIGBEE, WIBREE 
are not suitable for real-time multiplayer gaming 
communication and data exchange over wirelessly due to 
their limitations in data transfer rates as well as availability on 
devices too [7, 8]. Bluetooth 1.2 and WIFI have been used so 
far in multiplayer gaming but mostly on handheld gaming 
devices like Nintendo DS and PSP. However their operating 
range and support for mesh topology can be a problem [9, 10 
& 13]. There are other issues that are related to content 
distribution for gaming applications over the wireless network 
such as different standards and limitations. Therefore the 
main issues that concern network aspects for multiplayer 
games include: scalability which allow the games to adapt to 
resource changes as seen fit ; distribution concepts which 
encompass architectures for communication (client/server 
etc); networking resources which include the latency; 
bandwidth; and computational power available)[3]. 
However with the advent of Bluetooth 2.0 EDR and WIMAX 
the range, scalability and QOS (Quality of Service) have been 
improved. Therefore it can be argued that the best way to 
induce better communication and data exchange between 
devices during game playing is by looking at better 
distribution concepts and compensatory techniques including 
interest management and process redistribution using grid 
concepts [3]. The communication protocol being trialled for 
this investigation and prototyping is a contraption of WIMAX 
and Bluetooth 2.0 EDR. Bluetooth 2.0 is used as a 
communication protocol between different devices within 
range of each other forming Pico-nets that communicate 
through a nominated server points. The nomination process of 
these points would depend upon a few set rules taking into 
account necessary factors including power levels and 
computational resource. This would be a good way to tackle 
some issues with regards to range and strength of signal 
between mobile devices. 

2.2 Software architectures for online games 

Network architectures namely client/server, P2P and hybrid 
[4] do play an important role in multiplayer games. They form 
the backbone of how the game is distributed around the 
network of players. The manner in which data is relayed 
across the multiple player devices with respect to their 
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capabilities dictates how well the game is executed on the 
whole. 
There are numerous architecture models used in networking 
including client server, peer to peer and hybrid. Client server 
being the more popular architecture with gaming companies 
due to a number of reasons such as: 

�x Easy to implement. 
�x Easy to maintain state consistency due to having a 

centralized server. 
�x Hard to cheat and hack into the game. 

The client-server inherently suffers from single point failure if  
triggered would result in server failure and the loss of game 
content. High bandwidth requirement at the server would 
present a challenge especially with wireless networks due to 
their limited bandwidth capabilities [15].  
The peer to peer architecture does tend to be used for some 
games but not as much due to a few factors that include 
inability to harness control over game administration due to 
each device having to run its own game software thus 
messaging other devices to relay game states and update its 
own too. This may prove detrimental towards mobile devices 
due to them having limited storage and processing power [14, 
15]. It does however pose a few advantages that could be of 
good use for multiplayer gaming which include the 
elimination of one point of failure, reduction of bottleneck 
and reduced message latencies. However it is harder to 
implement the P2P architecture. One reason being its 
difficulty  in scaling with proportion to users engaged. State 
consistency among players would then become an issue [15]. 
This may not be suitable to content adaptation due to the fact 
that while playing multiplayer games with different devices of 
different capabilities the ability to adapt content to suit each 
device format is crucial. It does show strain in coping with 
increased amount of users due to its increased messaging thus 
containment of users is not easily achievable. There is also the 
issue of computational power and battery life, which are all 
constrained factors on mobile devices. P2P does rely on these 
two factors due to the fact that there is no central repository to 
work with. This thus brings about some issues with regards to 
computing resource management and battery life management 
[14].   
The hybrid/mirrored server architecture takes into account the 
advantages from both architectures and presents a sound case 
for deployment of multiplayer games on it. There is a more 
structured coupling with the hybrid system though it still has 
to cope with message bottleneck that does trigger network 
traffic. This in-turn affects other aspects of mobile device 
limitations. 
The bandwidth requirement for P2P and client/server is nearly 
the same. Thus for this particular investigation the 
client/server architecture seems to be a more reliable approach 
to start with. It would suit mobile devices due to their limited 
capabilities and thus it can take up a lot of the processing 
away from them ensuring a sound gaming experience on the 
client side. It would be also be a lot easier to implement and 
work with. This will  be intertwined with the use of interest 
management that will  be detailed later in the paper. 

2.3 Scalable shared state distribution 

Performance and scalability in multiplayer games requires 
efficient distribution of the shared state. Typically, a player•s 
node will  contain some subset of the shared virtual world 
whose state is influenced and maintained by the player. In 
order to have a mutual consistent view of the virtual world, 
events or messages are exchanged between player nodes 
(either directly or indirectly through a server). However, an 
update occurring at one node is likely to have an immediate 
significance for only a subset of other nodes in the system. 
The techniques that exploit this interest of each node to 
minimise the number of messages sent are referred as interest
management (IM) schemes [16]. 

Interest management systems have been incorporated in 
several large-scale distributed simulators [17,18], 
collaborative virtual environments [19,20,21] and multiplayer 
online games [22,23,24]. These have been incorporated 
mainly to allow systems to scale seamlessly and efficiently. 
The scalability in these systems is primarily related to the 
number of nodes that can participate and the computational 
complexity of the model that is being simulated e.g. in a game 
it could be the number of entities the game has. Without the 
IM system, every update or state changes at one node would 
need to be communicated to all the other nodes. This could 
significantly increase the bandwidth usage, message sent per 
second and computational requirements at processing these 
messages. However, incorporating IM systems would try to 
minimise the above at the expense of computational costs for 
its processing and thus affecting the real-time requirements of 
these systems and potentially reducing performance. Thus, 
performance and scalability of these systems mainly depend 
on the effectiveness of the deployed IM scheme in these 
systems. In our previous work [25] we presented a scalable 
algorithm for interest management in online games and 
highlighted some of the related works in the area. These 
would be highly appropriate for addressing the second and 
third questions of scalable-shared state distribution in 
multiplayer games on mobile devices. 

2.4 Content representation in games 

Game content mainly comprises representation of geometry 
(for characters, entities, levels, etc), textures, animation 
sequences, audio and video. All  these are used to create a 
virtual world that the user can interact with. Several 
techniques have been developed for efficient representation of 
these elements. For geometry, these include polygonal 
approaches and triangulation to form 3D meshes. Triangle 
soups can be used to represent entities and geometries from 
semantically unrelated parts. However, these approaches 
require prior knowledge about device rendering capabilities 
and make a compromise between the number of triangles and 
the quality of the model. Several scalable approaches for 
geometry representation have also been used that adapt to fast 
rendering with decreased visual quality and slow rendering 
with high detailed model. One of these approaches is the 
{evel of Detailed (LOD) [26] modelling where a model is 
represented with several planer meshes having different levels 
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of granularity. Apart from rendering benefits, this approach is 
highly appropriate for sending entities from content servers to 
client devices depending on the communication infrastructure 
supported by the device and the available bandwidth. Further, 
if  procedural approaches are used for moving from one 
detailed representation to another, this approach can further 
be exploited where coarser LOD is transferred first to the 
client device while the remaining ones are sent gradually and 
incorporated within the rendered mesh. This approach clearly 
compliments rendering and transfer of content in the wake of 
variable device capabilities and connectivity. 

Another approach that is used in scalable geometry is based 
on mesh reduction algorithms and techniques. Mesh reduction 
algorithms reduce the polygon count of highly detailed 
meshes and optimise them for rendering. This can be 
achieved by an offline tool or can be done more dynamically 
at runtime based on the constraints such as distance from the 
viewer, frame rate, etc. These reduction approaches can be 
very fast and yield good approximations to the original model 
that can be appropriate on mobile devices that have variable 
degree of constraints associated with them. Other approaches 
to scalable geometry include representations based on curved 
surfaces (Bezier, splines, etc) that are more efficient and 
require less storage than polygonal techniques discussed 
above. These have been well adopted in multimedia standards 
such as MPEG [27]. In addition, MPEG standard incorporates 
special encoding and compression techniques that would be 
highly appropriate for their usage on mobile devices. For 
textures, audio and video content, several standards exist 
[27,28,29,30] that use state of the art encoding and 
compression techniques that can be used appropriately 
depending on the constraints associated with the devices and 
the quality of service requirements.  

Once we have geometry representation and textures for an 
entity, it needs to be placed and moved in the virtual world 
with respect to others and/or have deformations applied on it. 
Animating an entity thus requires applying and updating 
geometric transformations such as translation, rotation and 
scale by either applying dynamics or key framing (based on 
interpolation of some function of time). Further, in case of 
deformations, the animation continuously changes the shape 
of the entity. This typically requires deformation controllers 
attached to the entity that influences its shape. These 
controllers are typically defined by a means of geometric 
support (such as points, lines, curves, surfaces, and volumes) 
and any changes made to these are reflected on to the entities 
to which they are attached. There exist several representation 
techniques for representing the actual animation data. These 
can be in human readable XML-based coding or have 
advanced compression based compact binary formats [27]. 
Furthermore, compact representation of animation parameters 
can consist of decomposing transformations into elementary 
motion and using quaternion or Euler angles for rotations. 
Other such optimisations and compression-based 
representation schemes have been well researched and used in 
games for animation that would be incorporated for content 
representation and their adaptation for mobile multiplayer 

games. In the following section we present a new approach 
for content adaptation in mobile multiplayer games 

3 Content adaptation and shared state 
distribution for multiplayer mobile games     

Adaptation for mobile devices has been an active research 
area and several projects have been developed that address 
one aspect or the other [31,32,33,34,35]. However, previous 
research work is mainly limited to generic and web based 
applications rather than content rich multimedia applications 
and games. Some provide a manual [36] and user feedback 
[37] mechanism for adaptation whereas other uses automatic 
adaptation techniques based on rule-based [38,40] and 
constraint based [39] approaches. For scalable multiplayer 
games on mobile devices we are mainly interested in 
adaptation of the content that is received by the client devices. 
At the same time we are also interested in the dynamic 
adaptation and distribution of computing tasks among those 
devices. A successful implementation of online adaptation in 
games demands several computational and functional 
requirements as suggested by Spronck [41]. These include 
four computational requirements of speed, robustness, 
effectiveness and efficiency and four functional requirements 
of clarity, variety, consistency and scalability. To meet these 
requirements, Spronck suggested •dynamic scripting•
technique that we plan to use for content adaptation and task 
distribution on mobile devices. According to Spronck, 
dynamic scripting is an online machine ¨ learning technique 
that is characterised by a stochastic optimisation technique. It 
maintains several rule bases one for each agent and every time 
an agent is generated, the rule bases are used to create a new 
script that controls agent•s behaviour. Each rule is associated 
with a weight value and adaptation of the rule base proceeds 
by changing the weight values to reflect the success or failure 
of the rules in the script. The learning mechanism in this 
technique is inspired from reinforcement learning techniques 
where the weights of the rules are adapted depending on their 
contribution to the outcome of the script. Rules that lead to 
success are rewarded with weight increase whereas the rules 
that lead to failure are punished with weight decrease. The 
key to successful implementation of this approach is design of 
rule base from domain specific knowledge, knowledge of 
successful scripts and evaluation function for evaluating the 
success of the script. 

For our work, we draw an analogy for implementing dynamic 
scripting for content adaptation and shared state distribution. 
The key here is that the devices are considered as agents 
where we specify rules based on device capabilities, its usage 
environment and networking constraints (Figure 1). These 
domain specific characteristics will  be evaluated to select the 
desired quality of service and content representation most 
suitable for the device that gets adapted as its usage is 
changed (e.g. variation in connectivity, battery status, variable 
load, etc). Specifying and updating these constraints would 
update the weights associated with rules and would therefore 
augment the  adaptation  procedure by  generating appropriate  
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Figure 1 Dynamic scripting for content adaptation and shared 
state distribution on mobile devices  

scripts.  For truly mobile games, clients would be moving 
around in the real world as well as in the virtual world. This 
movement would clearly affect the underlying network 
topology. Given such a dynamic networking topology (this 
may comprise mirror content servers based on client-server 
approach and sending game update based on P2P approaches) 
that has to adapt and react to maintain the shared state and 
consistency of the game, the dynamic scripting approach 
would aid in selecting the appropriate shared state distribution 
strategy and decisions for dynamic interest management for 
efficient distribution, scalability and load balancing. Dynamic 
scripting has been proven to be very efficient for online 
adaptation of behaviours in games and requires very few trials 
for learning and therefore is a good candidate for 
development of a prototype system to evaluate content 
adaptation and state distribution for mobile multiplayer 
games. 

4 Conclusions

This paper presented some of the issues related to multiplayer 
games on heterogeneous mobile devices. We presented 
several questions that we are trying to address in the context 
of multiplayer gaming on mobile devices and briefly provide 
an investigation of networking issues in mobile games, 
software architectures for supporting online games, 
approaches for scalable shared state distribution and content 
representation in games. Further, we discussed the use of 
dynamic scripting approach as an integral part of the 
adaptation system that will  be used for content adaptation and 

shared state distribution for mobile games. This would allow 
for selecting appropriate representation, encoding and 
transmission scheme for the content depending on the device 
capabilities and constraints associated with the device. 
Further evolution of the scripts would be used for efficient 
shared state distribution and dynamic adaptation of the 
networking topology. In future we plan to investigate the set 
of constraints that would form part of the rule base and how 
weights are assigned to these. We plan to develop a prototype 
system to test the effectiveness of this technique for mobile 
devices. This would include some level of detail modelling 
for geometry, using client-server approach for transferring 
geometry and using client-sever or peer to peer approaches 
for sending game updates and maintaining shared state. We 
also plan to test several protocols such as Bluetooth 2.0, wifi  
and Wimax for communication between the devices. 

Content Server 
Geometries of different LOD 
Textures formats (Jpeg, S3TC, etc) 
Audio formats (Mp3, midi, real audio, etc) 
Video formats (Mpeg, divx, real player, 
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AbstractY Ongoing research attempts to find engineering-
based solutions to the problem of network latency in 
multiplayer computer games.  However, few studies have 
been conducted to examine the end-users' experience of 
latency from a psychological perspective.  The current 
study examines the roles of network latency and game 
complexity on the subjective experience of participants 
playing a specially designed computer game.  Results 
suggest that participants prefer complex over simple 
games, regardless of the level of latency experienced.  
These findings suggest the possibility of a psychological 
solution to some of the negative effects of network 
latency.  It is suggested that by manipulating Relational 
Complexity, it may be possible to maintain a satisfactory 
gaming experience in the presence of latency. 

`eywords: Networked Multiplayer Games, Latency, 
Playability 

I. INTRODUCTION 

Distributed Interactive Applications, (DIAs) such as 
shared whiteboards and multi-player computer games, 
may be described as virtual environments that allow real-
time collaboration and co-operation between 
geographically dispersed users.  Each individual interacts 
with their own local representation of the environment and 
the application attempts to maintain a consistent 
representation of that environment to all users at all times.  
However, in practice this is often impossible to achieve, 
due to the distances and information transfer speeds 
involved [1]. Thus, participants often see slightly different 
events at different times.  This problem is known as 
inconsistency and is particularly destructive to the 
experience of online game playing [2], [3].  

Much recent research has been conducted in an attempt 
to find engineering-based solutions to this problem (i.e. 
[4]-[6]).  While such work will  undoubtedly help combat 
the detrimental effects of network latency on consistency 
in DIAs, it may also prove beneficial to examine the end-
users• experience of this latency from a psychological 
perspective. Such research may help to inform us of the 
sufficient limits of improvements in technology needed to 
combat network latency.  Moreover, such research may 
help us to identify means by which we can ameliorate the 
negative affects of latency by using psychological 
technology in the construction of games in the first 
instance. The results of a psychological investigation, 
therefore, may improve our understanding of game playing 

behaviour in general and guide both engineering research 
and game development. In addition it may shed light on 
playability and gaming experiences in general ¨ an aspect 
of the industry that lacks rigorous analysis.  

The current research approaches online games in terms 
of a series of cognitive challenges or problems to be 
solved. From this perspective, game players earn high 
scores by responding appropriately to each challenge 
presented within the game.  In more technical terms, we 
conceive these cognitive challenges in terms of a 
psychological process known as stimulus equivalence [7, 
8].  Stimulus equivalence is one of the simplest examples 
of problem solving and may be described as the following; 
if  any one stimulus A is the same as any other stimulus B,
and B is the same as a further stimulus C, then B is the 
same as A, C is the same as B, A is the same as C and C is 
the same as A.  While stimulus equivalence may appear 
simpler than the problem solving typically required in 
game playing,  it has been proposed as the basis for all 
complex human behaviour such as language, cognition and 
problem solving [7] and thus provides a solid starting 
point for the current research program. 

II . DEVELOPMENT 

A. Stimulus Equivalence Training Phase 

The study was divided into two stages which we will  
refer to as the stimulus equivalence training phase and the 
game phase, respectively.  Each phase required the 
development of a standalone computer program which was 
programmed using Microsoft |isual Basic \.K software.  
The stimulus equivalence phase involved the development 
of a program for training two five member equivalence 
classes among a range of stimuli (i.e., AL?BL?CL?DL?EL
and AH?BH?CH?DH?EH) using a matching-to-sample 
procedure.  The actual stimuli used were nonsense 
syllables and coloured shapes, but are represented here in 
alphanumeric form for simplicity.  In this procedure, one 
stimulus (the sample) was presented at the top of a screen.  
Another two stimuli (comparisons) were presented at the 
bottom of the screen, and the participant was required to 
choose which of these two stimuli goes with the sample.  
Corrective feedback was given after a choice was made.  
For example, on one trial a sample stimulus AL was 
presented along with two comparison stimuli BL and BH.
If  the participant chose BL, the screen cleared and they 
were presented with the word •correct•.  If  the participant 
choseBH, the screen cleared and they were presented with 
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the word •wrong•.  Feedback remained on-screen for one
second before the next trial was presented.

Training was conducted in blocks of 20 trials, in which
the participant was required to respond correctly to 19/20
trials before advancing to the next block (this criterion is
standard in stimulus equivalence research [8]). Four
training blocks of this kind were trained sequentially: A-B,
B-C, C-D and D-E.  Once training was successfully 
completed, participants were presented with the game
phase.

Fig. 1.  Screenshot from Level 1 of the game.

B. The Game Phase 

The game phase involved presenting subjects
with a specially designed computer game consisting of
three levels.  All  levels had the same user interface, as
depicted in Fig. 1. Level 1 was a training level in which
participants learned how to use the interface and gain high 
scores in the game.  In Level 1, stimuli AL and AH from the 
stimulus equivalence training and testing phase comprised
the game characters.  Participants were instructed that one
character could be destroyed to earn points while the other
character could be saved to earned points.  Characters
were destroyed by clicking on an on-screen•destroy•
button and saved by clicking on the character itself.  The 
participants• score was displayed in the bottom right hand 
corner of the screen. Importantly, characters increased in 
size rapidly in order to simulate movement towards the
screen. If  no response was made within 2 seconds, the
screen cleared and a point was deducted from the total
displayed on the computer screen. 

Level 2 was similar to Level 1, with the exception
that no score was displayed and the characters used were
the CL and CH characters from the stimulus equivalence
training phase.  Importantly, these stimuli had never
appeared on-screen with the AL and AH stimuli before.
Thus participantshad to infer, in the absence of any
feedback from the score indicator, which of the characters 
had to be saved in order to earn points and which had to be 
destroyed.

Level 3 was identical to Level 2, with the
exception that the EL and EH characters from stimulus
equivalence training and testing were presented. Again,
participants had to solve the problem of which character 
was to be saved and which character was to be destroyed,
in the absence of any feedback.  Importantly, Level 3 was 

considered to be more difficult  than Level 2. In order to
respond correctly to characters in Level 2, the participants
had to rapidly recall the relations between the A stimuli
presented in Level 1, the B stimuli which were not
presented in any game level, and the C stimuli presented in
Level 2.  In Level 3, participants had to rapidly recall
further relations between the C, D and E stimuli in order to
respond correctly to the EL and EH stimuli in the same
manner as the AL and AH stimuli, respectively.

Simulated network delays were inserted on one quarter
of all trials presented in Levels 2 and 3 of the game phase. 
These delays were designed to functionally simulate the
effects of network latency.  Specifically, on a delayed trial,
the interface was unresponsive to users• actions, impairing
the ability of a participant to make a response within the 
appropriate time frame.  Two separate game types were 
created, one in which delays lasted 0.5 seconds and one in
which delays lasted 1 second.  0.5 second delays were 
assumed to be detrimental to game playing experience[9],
while 1 second delays were assumed to have an even
higher negative impact on user experience.

A questionnaire, which forms part of the Day
Reconstruction Method (DRM) [10] was presented after
each level of the game, as a subjective measure of both
positive and negative attitudes towards that level.
Importantly, the DRM has been validated with a sample of
1018, so the scale in question may represent a reliable
subjective measure for the current study.

III . EXPERIMENT

Twenty two participants were recruited, all of whom
were undergraduate students.  Eleven of these were male,
while eleven were female.  Participants were promised a
payment of ª5 upon reaching a high score in the game.
The experiment employed a 2x2 mixed between-within
participants design (as depicted in Table 1).  The main
variables were the length of simulated delay in each game,
and the level of complexity across the levels of the game.
The first variable was manipulated across participant 
groups as participants either played the short delay or long
delay games.  The second variable was manipulated within
groups, i.e. all participants were exposed to both levels of
the game.

Low
Complexity

High
Complexity

Short
Delay

1 2

Long
Delay

3 4

Table 1.  A representation of the four experimental
conditions employed in the study.

There were three dependent measures; participants• score 
on each level of the game, and their subjectively rated 
level of both Positive and Negative Affect.  Positive and
Negative Affect are constructs statistically derived from
responses to the DRM questionnaire, which was presented
after each level of the game [10]. 
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IV. RESULTS 

All participants passed the stimulus equivalence training
phase and advanced on to the game phase.  None of the
twenty-two participants failed to pass the Level 1 training
level in the game phase.  Mean scores were calculated for
all conditions in the study (see Table 2).  There was no 
consistent pattern of higher mean total correct responses in
either game or in either level within games.  However, it
must be noted that the highest mean total correct responses
score was for Level 3 of the Long Delay game. That is,
participants achieved the highest scores in the most
difficult and highly delayed game.  Thus, effective playing
appears not to have been affected by delay or complexity.

Low
Complexity

High
Complexity

Total Correct Responses 

Short Delay 25.7 23.7

Long Delay 22.8 26.5

Positive Affect 

Short Delay 5.7 8.1

Long Delay 5.5 6.5

Negative Affect 

Short Delay 7.5 5.3

Long Delay 6.7 5.1

Table 2.  Mean scores on all measures employed in 
the study.

As expected, Mean Positive Affect ratings were higher
on both levels of the short delay game than in the
corresponding levels in the long delay game, suggesting
that subjects preferred the games with shorter delays.
However, mean Negative Affect ratings were also found to
be higher on both levels of the short delay game than in
the corresponding levels in the long delay game. These
results are contradictory, suggesting that further work must
be undertaken to better understand the impact of different
increments in delay on game enjoyment.

Mean Positive Affect ratings were higher in Level 3
than Level 2 in both the delay and non delay games,
suggesting that participants preferred the more complex
levels of the game.  Correspondingly, Mean Negative
Affect ratings were also lower in Level 3 than Level 2 in
both the delay and non delay games.

A mixed between-within subject•s analysis of variance 
was conducted to explore the impact of Relational
Complexity and Level of Delay on participants• Total
CorrectResponses made during game play, as well as their
ratings of each game type for Positive and Negative 
Affect.  The results of this analysis are presented in Table 
3. Relational Complexity had a significant effect on 
participants• ratings of Negative Affect. Specifically,
participants found the later, more complex levels of the
game significantly less negative than the earlier, less
complex levels.  In addition, there is a trend of higher
Positive Affect ratings for Level 3 over Level 2, although
this effect is not significant.  Relational Complexity did
not have a significant effect on Total CorrectResponses.
In addition, Delay Level had no significant effect on any
measure employed in the experiment.

Wilks•
Lambda F Value P Value Eta Squared 

Total Correct Responses

Complexity 0.999 0.023 0.882 0.001

Delay N/A 0.00 0.99 0.00

Interaction 0.987 0.270 0.609 0.013

Positive Affect 

Complexity 0.883 1.253 0.308 0.117

Delay N/A 0.178 0.678 0.009

Interaction 0.972 0.273 0.764 0.028

Negative Affect

Complexity 0.674 4.598 0.024* 0.326

Delay N/A 0.045 0.834 0.002

Interaction 0.993 0.070 0.933 0.007

Table 3.  Results from mixed between-within subjects ANOVA, testing for the effects of Delay
Level and Relational Complexity on the dependent variables of Total Correct Responses,
Positive and Negative Affect.  Those marked with an asterisk represent significant results.
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V. CONCLUSIONS 

A number of conclusions can be drawn from the current 
preliminary results.  Firstly, the finding that Delay Level 
had no significant effect on any measure employed in the 
experiment suggests that increased length of delay does 
not significantly affect game players• enjoyment of, or 
performance at, a game.  This finding provides a contrast 
to a number of other studies which have investigated the 
effects of network latency [1, 9].  However, this finding 
does not necessarily suggest that simulated network delays 
have no effect whatsoever on participants• enjoyment of 
and performance at a game.  Rather, this finding may 
merely suggest that 1 second delays do not affect 
participants• enjoyment of and performance at a game any 
more than 0.5 second delays do.  It is clearly a difficult  
matter to ascertain the degree to which enjoyment of a 
game is affected by increments in delay.  More 
specifically, delay may reach a critical, as yet 
undetermined threshold, beyond which its negative impact 
increases negligibly or not at all.  It remains for future 
research to identify whether this is the case and the 
relevant threshold that may apply.   

Secondly, in the current study network latency was 
modeled as a fixed interval of either 0.5 seconds or 1 
second.   It may be argued that, given that participants 
could predict the length of each delay suffered, the delays 
could have been perceived as a particular challenge of the 
game, rather than a nuisance or problem with the game.  In 
practice, network latency is rarely, if  ever, predictable and 
typically oscillates erratically during game play.  It has 
been suggested that this oscillation in network latency, 
known as jitter, is much more destructive to the game 
playing experience than fixed delays [9], such as those 
modeled in this study.  Thus, future work must attempt to 
better understand the role of jitter on user experience in 
online gaming. 

Thirdly, it must be noted that very different results may 
be obtained by using different types of games in a similar 
study.  The game used in the current study has been 
contrived for experimental purposes and may lack some 
ecological validity when compared to modern online 
games.  However, it must be remembered that any serious 
psychological investigation into game playing must 
employ games where all features are being simultaneously 
controlled or manipulated.  This is difficult  to do with 
commercial games that have not been specifically 
designed for this purpose.   

Fourthly, Relational Complexity had a significant effect 
on participants• ratings of Negative Affect, where the 
more complex levels of the game were rated as 
significantly less negative than less complex levels.  In 
addition there is a trend of higher Positive Affect ratings 
for the more complex levels.  Thus, if  future studies 
establish more firmly  that network latency is indeed 
detrimental to the game playing experience, we may be 
able to compensate for this by manipulating complexity, 
thereby maintaining a satisfactory gaming experience.  For 
example, more relationally complex games could allow for 
fractionally slower game play, without any loss of 
enjoyment from the end-user•s perspective.  Of course, 
some game players will  still want to play games involving 

the rapid presentation of stimuli and strict time demands 
on responding.  However, these findings provide a starting 
point for a psychological intervention for the problem of 
network latency in DIAs.   

Finally, Relational Complexity did not have a 
significant effect on Total Correct Responses.  This 
finding is interesting because it shows that score achieved 
during game play, and enjoyment of a game, are not 
directly correlated.  High scores are not necessarily what 
game players find reinforcing.   

It would appear that a thorough psychological study can 
reveal the dynamic features of an enjoyable game and 
provide the technology to increase those levels of 
enjoyment.  For this reason, the current research agenda 
and its preliminary findings should be of interest to 
psychologists working in technological fields and also to 
engineers, games designers and marketers of on-line 
games.  More generally, bringing rigorous psychological 
methods to bear on existing engineering problems may 
prove to be an exciting and fruitful  strategy for future 
research.
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ABSTRACT

Distributed Interactive Applications (DIAs) typically 
employ entity prediction mechanisms in order to 
reduce the number of packets sent between clients 
across the network. This in turn counters the effect of 
network latency and can improve the consistency of 
the distributed application.  Dead Reckoning (DR) is 
currently the most commonly used entity state 
prediction mechanism but a more recent technique 
called the Hybrid Strategy Model (HSM) has been 
proposed in the research literature. This alternative 
method has been shown to further reduce the number 
of update packets required to maintain a consistent 
state in a DIA. However, there is a distinct lack of end-
user perceptual analysis of these techniques. In other 
words, does the HSM method improve the gaming 
experience of the user compared to DR_ A reduction in 
packet count may improve issues with latency but can 
adversely degrade the modelling quality and therefore 
the overall level of consistency is unknown. Hence, this 
paper proposes the novel use of user perception as a 
means to determine the quality of a given entity state 
update mechanism. Here, we compare DR and HSM 
from a user perceptual viewpoint by collecting 
linguistic feedback on short scenes recorded from a 
racing game. Details of the experiment and the 
obtained results are presented within. 

Keywords ¨ Distributed Interactive Applications, Entity 
Update Mechanisms, Psycho-Perceptual Analysis, Dead 
Reckoning, Hybrid Strategy Model 

I     INTRODUCTION 

One of the main aims of a distributed interactive 
application (DIA)  is to maintain a high level of 
consistency amongst the client participants. This is of 
particular importance in the gaming world where 
networked multiplayer games are becoming more and 
more dominant. However, issues such as network latency 
and jitter are causing major concerns as they conspire to 
reduce the level of consistency.  As a result, it is desirable 
to minimise the number of packets that must be sent across 
a network in order to assist in the maintenance of a 
consistent view for each remote user. This counters the 
effect of latency in the network and therefore can improve 
the consistency achieved. Various methods for achieving 

this reduction in packets exist, including entity state 
prediction mechanisms, area of interest management, data 
compression and dynamic load balancing [1 - 6]. 

One of the most popular techniques used to date is the 
entity state prediction mechanism known as Dead 
Reckoning (DR). This was formalised in the IEEE 
Distributed Interactive Simulation (DIS) standard [3] and 
has become the standard for commercial games, such as 
Doom, Quake and Tribes II . Dead Reckoning is a method 
of predicting a user•s future actions based on their 
dynamics, which results in the transmission of less data to 
remote nodes.  

Another, more recent, entity state prediction method 
has been proposed in the research literature. This method 
is known as the Hybrid Strategy Model (HSM) and differs 
from DR by using a priori knowledge of user behaviour to 
build a set of strategies by which to model the user [4, 5]. 
It is purported that this method outperforms DR by 
significantly reducing the number of update packets 
required to maintain a consistent state in the distributed 
application [4]. However, there is currently a distinct lack 
of psycho-perceptual analysis of such mechanisms. In 
other words, there is no analysis available to determine if  
the HSM or the DR mechanisms perform better from a 
user•s viewpoint. What is the impact on the gaming 
experience of the end-user as a result of these 
mechanisms?  

A reduction in packet count may improve issues with 
latency but, unfortunately, this can also adversely degrade 
the performance quality of the underlying predictive 
models and, as a result, the overall level of consistency 
remains largely unknown. Hence, this paper proposes the 
novel use of user perception to subjectively compare and 
contrast the DR and HSM prediction techniques. This 
involves collecting linguistic user feedback from a series 
of short video recordings from a racing game. The analysis 
of this data is presented later.  

The rest of this paper is structured as follows. The 
next section provides a brief description of the DR and the 
HSM methods. Section III  details the design and 
implementation of the experiment used to collect 
information pertaining to the end-user perceptual 
experience. The obtained data is then analysed and 
discussed in section IV. Finally, the paper ends with some 
concluding remarks and suggestions for future work in 
section V.  
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II      DEAD RECKONING AND HYBRID STRATEGY 
MODEL

For the convenience of the reader, a brief description of 
the Dead Reckoning and the Hybrid Strategy Model entity 
state prediction techniques are now presented. The basic
convergence algorithm used in each case is also given. At 
this stage, it is important to mention that these methods
rely on an underlying error threshold value thatdetermines
when an update packet needs to be transmitted. There are 
two different threshold metrics that can be used and both
of these are also briefly described.

A. Dead Reckoning (DR)

Under DIS, once an entity is created the information
pertaining to this entity is transmitted to all participating
remote nodes. Each remote node then attempts to predict
this entity movement based on its trajectorydata. There
are many ways in order to extrapolate a player•s position.
The most basic and common of these is to set the new
position to the transmitted position and the new velocity to
the transmitted velocity, which is known as first order DR. 
Another commonDR technique is to use the transmitted
position and velocity along with the transmitted
acceleration information.

The local node also keeps a model of itself under DR,
which is continually compared to its actual position. Once
the actual position differs from its predicted position by a
set amount, known as its error threshold, an update is sent
to all the remote nodes informing them of its updated
trajectory. Once the remote nodes receive this new 
information they update their models to reflect the latest
transmitted data. In this paper, we simply make use of the
basic first order DR model. Further information onDead
Reckoning can be found in [3, 7].

B. zybrid Strategy Model (zSM)

HSM is a novel prediction mechanism that uses a
priori knowledge of user behaviour to build a set of 
strategy paths. The hybrid strategy approach involves
dynamically switching between a DR model and one of a 
number of strategy models. The distance from the actual
point to the various models is continuously calculated.
When the entity movement is within a defined threshold
value of one of the strategy models then that strategy
model is employed to describe the entity movement. If no
suitable strategy models exist, then the DR model is used
by default. The HSM implemented in this paper employs a 
simple switching mechanism, switching instantaneously
between the most suitable models. Further information on
the operation of the HSM and generating appropriate
strategy paths can be found in [4, 5].

C. Convergence

One of the key problems with predicting a remote
entity•s position is that once the updated position has been 
received, the remote entity•s position has to be rapidly
corrected. If  the remote entity is moved directly into the
new position this can result in a disjoint and unnatural
behaviour from the user. Convergence is an attempt to

naturally blend the incorrect current player trajectory into 
the updated player trajectory. Here, we employ a basic
convergence routine.
      In the case ofDR, when an update packet is received, a 
linear set of points is generated that connects the current
position to a future predicted position. This latter value is 
based on the received updated position and updated 
velocity values. The intermediate path is then played out
with increased velocity. With HSM, the convergence 
involves a blending of the underlying strategy paths using
a suitable weighting function. Initially , the weighting
favours the current strategy path before quickly moving
towards the actual strategy path. Further detail can be
found in [8].

D. Error Threshold Metrics 

Two different error threshold metrics can be
employed in both DR and HSM. The first is known as
spatial and is simply determined by the spatial difference
between the actual and modelled position of an entity•s
motion. The alternative threshold metric is known as time?
spaceand uses local absolute inconsistency measures in 
determining when an update is required [8]. In simple
terms, the time-space error is calculated as the integral of
the modelling error over time, i.e. the area under the
modelling error curve. These two metrics can be used
separately or together in the form of a hybrid metric, as
outlined in [9].

In this paper, the DR and the HSM methods are
analysed from a user perceptual viewpoint. Both error 
threshold metrics are considered in each case. The next
section outlines the design and implementation of the
experiment used to obtain the user perceptual feedback. 

III      EXPERIMENTATION

A. |ideo Clips

In order to obtain the required feedback, a set of video
clips was created. This was achieved by recording the
movements of a •bot•, i.e. a computer controlled entity,
under various conditions. The first video clip was used for 
benchmarking purposes and consisted of the bot•s motion
under ideal conditions, i.e. the values of latency, jitter and 
error threshold were all set to zero. Each subsequent video
consisted of the bot modelled with either DR or HSM

Figure 1: Java Media Recorder showing Part of 
elliptical racing Track 
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using various error threshold metrics and values. In these
clips, the bot•s motion was subject to latency of 200ms.
Jitter was set to ±10§ of the latency value. These values
reflect typical network conditions [10]. Various subjects
were then asked to compare the bot•s motion with the
perfect one.

An elliptical racing course was chosen for simplicity,
as shown in Figure 1. This was created using the Torque 
Game Engine [11]. Here, the game measurements, such as
the spatial distance, are calculated in Torque Game Units
(tgu). As a reference point, the track used in this 
experiment is approximately 100 tgu in width and 250 tgu
in length.

The main strategy path used for the HSM approach in
this paper was generated from analysing a number of path
traversals and choosing the one that represented the most
common behaviour. Additional strategies are then
generated in real time based on their distance from the
main strategy. If  this distance exceeds a pre-defined limit ,
than the DR model is employed. The base strategy model
used here is effectively the centre path of the track. This is 
a simple implementation of the HSM approach. In less
spatially restricted scenarios the development of strategy
models may be non-trivial.

Finally, the various games scenes were recorded as
AVI files using FRAPS (http:// www.fraps.com), a utility  
designed for recording game footage.

B. •ser Feedback 

The goal of this experiment was to perceptually
compare the DR and HSM methods for various error
metrics and threshold values. In order to achieve this,
feedback relating to these models had to be obtained,
specifically in terms of how accurate a subject perceived 
the model to be relative to the perfect scenario. Previous
experimentation [12] revealed that in the case where a bot
followed a particular path accurately but appeared to be 
slightly •jumpy• in its motion, subjects rated this as very
poor in terms of accuracy. In an attempt to alleviate this 
problem, users were asked, in this experiment, to provide
separate feedback on both the smoothness and accuracy of 
the bot•s motion.

Linguistic variables were used to obtain subject
feedback. This avoided the problem of having to assign an 
exact numerical value to a given level of accuracy or 
smoothness. The following linguistic variables were used:
Extremely Poor, |ery Poor, Poor, Okay, Good, |ery
Good, Excellent.  Seven variables were used in accordance
with the fact that, as humans, we can reliably perceive up 
to 7 different states [13]. The test application used in this
experiment is shown in Figure 1. 

(a)(a)

(b)(b)

Figure 3: Average Player Smoothness rating for 
DR and HSM when (a) a spatial and (b) a time-

space error metric was employed

Figure 2: Average Motion Accuracy rating for DR 
and HSM when (a) a spatial and (b) a time-space

error metric was employed
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C. Experimental Setup 

Prior to the start of the experiment, each subject was 
given an explanation of the task in hand, and were also 
shown a demonstration video. The tests began once the 
subject felt confident that they understood the 
requirements. The experiment consisted of the subject 
watching a video clip once and then, on completion, rating 
it in terms of Player Smoothness and Motion Accuracy.  

Each experiment consisted of a total of 28 video clips 
- 6 perfect play-outs, 20 unique models and 2 duplicates. 
Each video lasted about 20 seconds and the entire 
experiment lasted approximately 15 minutes. Subjects 
were only told that the first video clip was perfect. 

IV     ANALYSIS AND DISCUSSION 

A total of 10 subjects took part in this experiment, 
consisting of 6 males and 4 females, ranging in age from 
15 to 35 years. All  subjects had some level of experience 
with using a computer, while 6 had some experience with 
computer games and 4 had experience with networked 
games. 
 DR and HSM were both examined using spatial error 
threshold values ranging from 6 to 10.5 tgu and time space 
threshold values ranging from 1 to 7 tgu. The relationship 
between these two metrics is explored in detail in [9].  
 Figure 2(a) represents the average motion accuracy 
obtained for the various spatial threshold values for both 
entity state prediction mechanisms, while Figure 2(b) 
represents similar results for different time space threshold 
values. Figures 3(a) and 3(b) present similar results for 
player smoothness.  

It is worth noting that these results are based on a 
small number of participants. Nevertheless the results 
obtained are a fair reflection of the performance of both 
the DR and the HSM for the given set of video clips. 

The results show that the rating for DR falls below 
acceptable between 6 and 8 tgu for both the player 
smoothness and motion accuracy. On the other hand the 
HSM exhibits much higher ratings, obtaining a •very
good• rating for all the measured thresholds. This shows 
that not only does HSM result in less packets being 
generated than DR, but also maintains a much higher 
perceptual rating. Interestingly, at the highest tested error 
threshold, 10.5 tgu, HSM only generates one packet of 
data but still remains more than acceptable to the end user. 
However, this simply reflects the simplicity of the 
underlying track as well as the high accuracy of the 
models used as part of the HSM approach. Nevertheless, 
the same analogy extends to more complex situations 
provided that suitable and accurate models can be 
determined for use in the HSM technique. 

Like the spatial error threshold, HSM also 
outperforms DR when using the time space error 
threshold. The acceptance rating for DR rapidly falls 
below acceptable levels between 2 and 3 tgu for both the 
player smoothness and motion accuracy. However, the 
HSM maintains a rating of approximately •very good• 
throughout.  

It is worth noting that HSM performed slightly worse 
when using a time-space threshold metric compared to 
when it used a spatial threshold one. The former results in 

sending more update packets, which is purported to 
improve absolute consistency [9], yet this is not evident in 
the obtained results.  The results here suggest that updating 
too frequently can lower the end users experience as they 
notice the entity having to correct its position more often 
and these corrections are regarded as inaccurate. 

Another point of note rising from these results relates 
to the operation of the HSM. As previously stated, HSM 
attempts to choose the best available strategy model for a 
given circumstance. If  no appropriate model exists then a 
DR model is employed by default. Error threshold values 
are normally static, i.e. they are fixed to a constant value 
prior to runtime. Therefore, the HSM strategy models and 
its associated DR model would end up with the same error 
threshold. Clearly this experiment shows that different 
models require different error thresholds in order to get the 
best packet rate to maintain the overall end user 
experience. In essence the error threshold should be 
dynamically chosen depending on the current model 
employed. From the work presented here, a strategy model 
could have a significantly larger error threshold, regardless 
of error metric, than a DR model. 

V     CONCLUDING REMARKS 

This paper has shown how psycho-perceptual measures 
can be employed as a useful means to compare different 
entity update mechanisms. Here, Dead Reckoning and the 
Hybrid Strategy Model approaches were compared from 
an end-user•s viewpoint. Both spatial and time space 
threshold metrics were considered for both techniques.  

HSM was shown to give far better perceptual ratings 
than Dead Reckoning for both the spatial and time space 
error threshold. HSM also requires less update packets to 
be transmitted across the network. Therefore, the results 
confirm that for this particular application, namely an 
online racing game, that HSM is far better suited to 
delivering a good end user experience. In fact HSM 
appears to give very good results even at the highest error 
threshold for this type of application. Other applications, 
such as fast paced First Person Shooter (FPS) games, have 
more intense interaction and may require tighter 
thresholds. Nevertheless it would be expected that HSM 
would still perform better than DR. This requires further 
investigation. 

Finally, for the HSM, it is proposed that dynamically 
choosing an error threshold based on the current model 
would result in the best possible end user experience, 
while minimizing the number of update packets. Future 
work will  look at this issue also. 
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ABSTRACT 

Entity state prediction mechanisms are used in 
order to reduce the number of packets required 
to maintain a consistent state in a Distributed 
Interactive Application (DIA). Typically in the 
case where the entity is representing a 
participant in a networked game this is achieved 
by continually comparing the output of a 
prediction algorithm against a player•s actual 
state. The state usually comprises position and 
orientation information in such cases. If the 
error exceeds a pre-defined threshold value, then 
an update packet is transmitted, which contains 
the player•s latest trajectory information. 
However, obtaining a suitable threshold value 
remains one of the key challenges that face such 
entity state prediction techniques. Furthermore, 
these methods can employ two different 
threshold metrics. These are spatial, which 
exploits distance measures, and time space, which 
uses both time and distance measures.  While a 
spatial threshold value can be arguably 
determined based on a prior knowledge of the 
gaming environment, it remains difficult, at best, 
to obtain a corresponding value for the time 
space threshold metric.  
 This paper proposes the novel use of user 
perception as a suitable means to solve the 
aforementioned problem. Here we employ the 
most common entity update mechanism, namely 
dead reckoning, and use perceptual feedback to 
determine suitable threshold values for both 
spatial and time space threshold metrics. This 
involves collecting linguistic feedback on short 
scenes recorded from a racing game. This 
technique is compared and contrasted with an 
alternative method whereby equivalent spatial 
and time space threshold values are obtained 
based on a common measure of inconsistency. 
Details of the experimentation and an analysis of 
the results are presented within. 

Keywords … Distributed Interactive Applications 
(DIAs), Psycho-Perceptual Measures, Dead 

Reckoning, Spatial Error Threshold, Time Space 
Error Threshold 

1.  INTRODUCTION 

Distributed Interactive Applications (DIAs) 
have to continually deal with the limitations of their 
underlying networks, i.e. latency, jitter and network 
congestion. As a result, it is desirable to minimise 
the number of packets that must be sent across a 
network in order reduce the possibility of remote 
users having an inconsistent view. To achieve this,
prediction mechanisms are used to model remote 
entities. 

One of the most popular techniques used to 
date is the entity state prediction mechanism known
as dead reckoning. This was introduced in the IEEE 
Distributed Interactive Simulation (DIS) standard 
[1] and has become the standard for commercial 
games, such as Doom, Quake and Tribes II. Dead 
reckoning is a method of predicting a user•s future
actions based on their dynamics, which results in the 
transmission of less data to remote nodes. The most
basic of these is to set the new position and velocity 
to the transmitted position and velocity, which is 
known as first order dead reckoning and is 
employed in this paper. Further information on dead
reckoning can be found in [1,2]. Other packet 
reduction techniques used in DIAs include the area 
of interest management, Hybrid Strategy Model, 
data compression and dynamic load balancing [3-6]. 

One of the key factors in all entity update 
methods is when to send the updated information. 
For a dead reckoning model an update is sent once a
certain tolerance value has been exceeded. This 
value is known as the error threshold. Typically this 
threshold value is arbitrarily chosen and generally
reflects what •appears• to be appropriate with 
respect to the underlying application.  

Traditionally the most popular error metric 
has been spatial distance. Spatial distance compares 
the distance between a player•s actual position and
their local model. If the distance exceeds the error 
threshold value then an update is sent. The spatial
metric is popular as it is simple to implement and 
the game environment can be used as a reference 
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point to determine suitable error thresholds. For 
example, a narrow racing track may require a tighter 
threshold than a wide track, as an entity leaving the 
track would be apparent sooner on the narrow track.  

However, the spatial metric does not take 
the duration of an error into consideration, which led 
to the development of the time space metric [7]. For 
example, if the model continually has an inaccuracy
just below the error threshold the spatial metric will 
allow this error to continue indefinitely. As the time 
space metric takes the duration of an error into 
consideration it will eventually send an update 
packet to correct this scenario, resulting in greater 
overall consistency.  

Time space error refers to the cumulative 
spatial error over time. Figure 1 shows the time 
space error over one time period, where D 
represents the spatial distance error. Effectively this 
is the area under the curve between the local 
player•s actual position and the local model over 
time. Similar to the spatial metric, the cumulative
error is then compared to an error threshold. The 
biggest problem with the time space metric is 
determining a suitable error threshold. Unlike the 
spatial metric the environment alone cannot be used
as a reference point for potential thresholds.  

Figure 1: Time Space Metric Error 

This paper proposes the novel use of 
perceptual feedback to determine equivalent spatial
and time space error thresholds. We describe an 
experiment that collects relevant user perceptual 
feedback. From the collected perceptual feedback a 
lookup table is generated, for equivalent spatial and 
time space thresholds. Recent research has proposed
a method of determining equivalent threshold values
based on a common measure of inconsistency, 
namely the mean squared error [8]. A similar lookup
table is generated using the mean squared error. The 
results for the two methods are compared and some 
possible outcomes are discussed. 

The remainder of the paper is structured as 
follows. Section 2 details the design and 
implementation of the experiment used to collect 
information pertaining to the end-user perceptual 
experience. The resulting data is then analysed and
discussed in section 3. Finally some conclusions and 
suggestions for future work are given in section 4.  

2. EXPERIMENTATION 

This section details the design and 
implementation of the experiment used to gather 
user perceptual feedback. The primary design goal 
was to examine the performance of the dead 
reckoning model for both spatial distance and time 
space error metrics. 

2.1 Video Clips  

In order to obtain the required feedback, a 
set of game-like video clips was created. This was 
achieved by recording the movements of a computer 
controlled entity or •bot• under various conditions. 
The first scenario was created under ideal 
conditions, with no error or latency, and was used as 
the benchmark video. Each subsequent video 
consisted of the bot modelled with dead reckoning 
under various error thresholds. The user was then 
asked to compare the models with the original 
benchmark video. Feedback from our previous work 
[9] suggested that subjects find it difficult to 
continually recall the benchmark video. As a result
the benchmark video was repeated after every four 
model videos. The latency was set to 200ms, with 
random jitter set to between ±10% of the latency 
value. These latency and jitter values were chosen as 
it has been shown that the average transmission 
times fall within the region of 200ms [10]. 

One of the main challenges encountered in 
designing this experiment was the creation of a 
suitable track for the bot to race around. In order to 
avoid subject fatigue during the experiment, due to
long video durations, the track had to be relatively 
short. This resulted in an elliptical course being 
chosen. The Torque Game Engine [11] was used to 
create the track and scenarios used in this 
experiment. Most of the game measurements, such 
as the spatial distance, are calculated in Torque 
Game Units (tgu). As a reference point the track 
used in this experiment is approximately 100 tgu in
width, 250 tgu in length and the two straight 
sections are about 30 tgu wide. Finally, the various 
games scenes where recorded as AVI files using 
FRAPS (http://www.fraps.com), a utility designed 
for recording game footage. 

2.2 User Feedback 

Previously our work in [9] highlighted bot 
smoothness, or •jumpiness•, as being a challenge in
rating a video clip. A bot may be very accurate but
nevertheless appear to •jump• from time to time, 
which resulted in lower ratings. As a result users 
were asked to rate the model using two measures, its 
smoothness and motion accuracy. It was hoped that 
this would result in more realistic results for the
motion accuracy score. 
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Linguistic variables were used to obtain 
subject feedback. The player smoothness and 
motion accuracy variables were rated as Extremely 
Poor, Very Poor, Poor, Okay, Good, Very Good and 
Excellent. A seven-point linguistic scale was chosen 
in order to avoid difficulties in quantifying specific 
levels of accuracy and it has been shown that 
humans can reliably distinguish between seven 
distinct states [12].  

Subject feedback from our previous 
experiment indicated that staying focused for the 
duration of an experiment was difficult. In order to 
avoid this, the duration of the experiment was kept
under fifteen minutes and subjects were asked to 
give continuous feedback about the overall quality 
of the scene, both player smoothness and motion 
accuracy. The continuous feedback was recorded on 
a discrete sliding scale from Poor to Good. A 
smaller scale was chosen for the continuous 
feedback in order to make it quick and easy for 
subjects to update their score. This also gave a 
greater level of interaction in the experiment, which 
more closely resembles the experiment source 
material, and would potentially allow for closer 
examining of a scene to determine when and for 
how long a subject•s perception was altered. The 
application used in this experiment is shown in 
Figure 2. 

Figure 2: Java Media Data Recorder playing the 
Elliptical Racing track 

2.3 Experimental Set-up 

Before the experiment began each subject 
had the task explained to them and were shown a 
demonstration video to illustrate the tasks involved 
in the experiment. In order to avoid biasing the 
results, the difference between the two error metrics 
was not explained to the subjects. The tests began 
once the subject felt confident they understood the
requirements for the experiment. The experiment 
consisted of the subject watching a video clip once, 
whilst giving continuous feedback. In addition, at 
the end of each video, participants were asked to 
rate Player Smoothness and Motion Accuracy. 

There was a total of twenty-eight video 
clips per experiment. A demonstration video was 
also shown to participants to ensure that they 
understood the experiment. Six of the experiment 
videos were benchmark videos, twenty were unique 
models and two were duplicates. Each video lasted 
approximately twenty seconds and the entire 
experiment lasted approximately fifteen minutes. 

3. ANALYSIS AND DISCUSSION 

A total of ten subjects took part in this 
experiment, consisting of six males and four 
females, ranging in age from fifteen to thirty five. 
All subjects had some level of experience with using 
a computer, while six had some experience with 
computer games and four had experience with 
networked games. 

The spatial thresholds used in the 
experiment were 6, 7.5, 9 and 10.5 tgu. These 
thresholds were chosen as our previous work 
indicated that the perceptual ratings would fall 
below acceptable within this region. A more 
explorative set of time space error thresholds were
chosen, specifically 1, 2, 3, 4, 5 and 7 tgu. 

3.1 Experimental Results for Discrete Feedback 

This section is representative of the data 
collected from the subjects• ratings after viewing a 
video and does not take continuous feedback into 
consideration. Figure 3 represents the perceptual 
rating for the motion accuracy. For the four spatial 
thresholds, 6, 7.5 9 and 10.5 tgu, the perceptual 
rating is extracted from the graph in Figure 3a. 
These perceptual ratings are then applied to the 
motion accuracy scores for the time space metric in
Figure 3b.  For example, Figure 3a highlights the 
perceptual rating for the spatial threshold of 7.5 tgu, 
which has a rating just above ok. The equivalent 
perceptual rating in Figure 3b gives a time space 
error of 2.35 tgu. From this information a perceptual 
lookup table can be generated that relates equivalent 
spatial and time space thresholds, which can be seen 
in Table 1. 

It should be noted that the data for time 
space graph is not entirely smooth. This is most 
likely a result of the relatively low number of 
participants and should be taken into consideration
when analysing these results. Increasing the number
of participants should ameliorate this issue.   

For comparison purposes, a lookup table is 
also determined according to [8]. The mean squared 
error is calculated by summing the absolute spatial
inconsistency at every time interval and taking its
average over the total time. Larger error thresholds 
will naturally result in larger mean squared errors. 
Figure 4a shows the mean squared error for the 
spatial metric. The mean squared error for each of 
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the four threshold values is highlighted. Figure 4b
highlights the mean squared error for the time space 
threshold. By taking the corresponding spatial mean
squared error and plotting it on this graph, 
equivalent spatial and time space thresholds can be
determined and a lookup table generated. Table 2 
represents the lookup table generated from Figure 4
and excludes the spatial threshold of 10.5 as it goes 
beyond the region covered in Figure 4b. 

Interestingly only the smallest equivalent 
threshold in Table 1 corresponds to it•s equivalent in 
Table 2, with values of 1.6 and 1.8 tgu respectively 
for the spatial threshold of 6 tgu. It is possible that 
for above average perceptual ratings the lookup 
tables will match. In this case both the spatial and 
time space graphs are likely to exhibit a steeper 

decline in perceptual rating, from excellent to just 
above ok, for a spatial threshold from 0 to 6 tgu. 

However, for large error thresholds there 
does not appear to be a correlation between the two
lookup tables. For example, a spatial error of 7.5 
gives a time space error of 2.35 in Table 1 and 4.1 in 
Table 2, which is a reasonable difference. It should 
be noted that the perceptual rating has a defined 
scale; from excellent to extremely poor, while the 
mean square error does not and will continue to 
grow as the error threshold increases. In other 
words, no matter how large the error threshold gets
the perceptual feedback would be limited to 
extremely poor while the mean squared error would 
become very large. 

(a) 

(b) 
Figure 3: Plot of the Motion Accuracy Rating for 

the (a) Spatial and (b) Time Space metrics 

Spatial Perceptual Rating Time Space 
6 Just Above Ok 1.6 

7.5 Just Below Ok 2.35 
9 Between Ok/Poor 2.85 

10.5 Poor 4.5 
Table 1: Lookup table for Perceptual Ratings 

(a) 

(b) 
Figure 4: Plot of the Mean Squared Error for the 

(a) Spatial and (b) Time Space metrics

Spatial Mean Squared Error Time Space 
6 8.8 1.8 

7.5 9.5 4.1 
9 9.8 5.9 

Table 2: Lookup table for Mean Squared Error 
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Ultimately it is the region that garners 
above acceptable error thresholds that is of use to
developers. The mean squared error can 
theoretically generate equivalent time space values
for very large spatial thresholds, but they would 
result in poor end user experience and therefore be
undesirable.  Therefore it is of most interest to 
examine the relationships between the error 
thresholds that garner above acceptable perceptual 
ratings. Clearly future work is required to examine
if smaller thresholds will produce similar lookup 
tables. 

Additionally, previous work suggested 
that the perceptual rating would fall below 
acceptable around 8 tgu for a fast paced entity 
using a spatial metric [8]. In this experiment the 
motion accuracy falls below acceptable just before 
7.5 tgu, which is in keeping with our previous 
findings. The entity used in this experiment was 
slightly slower than that of our previous work and 
as a result slightly lower acceptable spatial 
threshold is to be expected. 

3.2 Experimental Results for Continuous Feedback 

This section focuses on the continuous 
data collected during each video. The results are 
compared to those presented in Section 3.1. During 
each video the continuous feedback could be at one 
of three ratings, Poor, Ok, or Good. The average 
percentage time per each score was calculated for 
each scenario and is shown in Table 3. 

Scenario Good % Ok % Poor % 
Spatial 6 55.72 38.59 5.68
Spatial 7.5 58.08 27.46 14.44 
Spatial 9 54.58 34.01 11.4
Spatial 10.5 50.16 26.46 23.36
Time Space 1 70.87 26.69 2.42
Time Space 2 54.86 35.3 9.82
Time Space 3 51.17 24.5 24.31
Time Space 4 52.44 26.08 21.46
Time Space 5 48.69 15.51 35.78
Time Space 7 49.92 15.35 34.72
Table 3: Breakdown of the Average Time Duration 

for each Continuous Rating Scenario 

As expected the amount of time with a 
poor rating increases as the thresholds increase. 
Interestingly for the spatial metric the amount of 
time with a poor rating never goes above 24%, 
whereas for a time space threshold anything above 
and including 3 tgu gives a higher percent for the 
poor rating. Surprisingly the amount of time with a 
good rating remains high regardless of metric or 
threshold, generally above 50%. Analysing the data 
further reveals that most of the negative ratings 
occur around the two corners of the track. A high 
rating is maintained during the straights and into 
the early part of each bend. 

Despite spending a relatively long period 
of time with an acceptable rating, a subject may 
rate the player smoothness and motion accuracy 
scores as unacceptable. For example, a spatial error 
of 9 tgu gives a perceptual rating of poor for the 
motion accuracy but the continuous feedback is 
rated as acceptable 90% of the time. This would 
indicate that if a large enough error occurs in a 
simulation, even for a small amount of time, it 
significantly impacts an end user•s experience. This 
highlights the need for appropriate error thresholds. 
If an error threshold is chosen on the grounds that it 
•appears• suitable, without any research into the 
end user experience, then it may be acceptable for a 
large proportion of the time but still be considered 
a bad system and ultimately be dismissed by 
potential users. 

4. CONCLUDING REMARKS 

This paper has shown how psycho-
perceptual measures can be used as a tool to garner
feedback on various entity update scenarios. Dead 
reckoning was examined for both spatial and time 
space metrics under various error thresholds. The 
resultant perceptual feedback was analysed, which 
highlighted some interesting issues.  

In keeping with our previous work, the 
perceptual acceptability for a spatial metric falls
between 6 and 7.5 tgu for this application. A 
perceptual lookup table was created that outlined 
equivalent spatial and time space thresholds. 
Similarly, the mean squared error for both the 
spatial and time space metrics were calculated. The
two lookup tables were then compared. 

Except for the smallest threshold value the 
two lookup tables did not match. For large error 
thresholds the finite nature of the perceptual scale 
results in an upper limit on the potential perceptual 
rating, whereas the mean squared error can always 
increase. This results in a perceptual graph that will 
decrease until it reaches its upper limit, extremely 
poor, whereas the graph for the mean squared error 
will always increase. Interestingly the smallest 
threshold value appears to match. This may 
indicate that, for above acceptable ratings, the 
lookup tables will match, which would be the area 
of most interest to developers. Future work will 
examine smaller error thresholds to determine if 
this is the case. It is, to a degree, irrelevant to
calculate the mean squared error for large error 
thresholds if it is going to be considered extremely 
poor by the end user. 

Finally the continuous feedback data was 
analysed. As expected larger error thresholds 
resulted in more time with a poor rating. However, 
for both metrics, the amount of time with at least an 
acceptable rating never falls below 64%, yet the 
resulting player smoothness and motion accuracy 
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scores were considered unacceptable. It appears 
large errors, even for a relatively small period of
time, result in dissatisfaction for the end user. Error 
thresholds that are arbitrarily chosen may work 
most of the time but may ultimately result in a poor 
end user experience.  Also as such thresholds are 
typically static, there is a need for research into
adaptive error thresholds, which future work will 
focus on. 
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ABSTRACT

Networked games are an important class of distributed 
systems. In order for such applications to be successful, 
it is important that a sufficient level of consistency is 
maintained.  To achieve this, a high level of network 
traffic is often required. However, this can cause an 
increase in network latency due to overloaded network 
hardware, which, ironically, can have a negative 
impact on consistency. Entity state prediction 
techniques aim to combat this effect by reducing 
network traffic. Although much work has focused on 
developing predictive schemes, there has been little 
work to date on the analysis of their true impact on the 
consistency of the system overall. In this paper, we 
identify an important performance-related 
characteristic of packet reduction schemes. It is 
demonstrated that there exists an optimal packet 
transmission region. Increasing or decreasing network 
traffic above or below this level negatively impacts on 
consistency. Based on this characteristic, it is proposed 
that predictive schemes exploit this optimal point in 
order to maximise consistency by efficiently utilising 
the available resources. 

Keywords … Distributed Interactive Applications, 
Networked Games, Entity Update Mechanisms, Dead 
Reckoning, Consistency 

I     INTRODUCTION 

Network games, a part of a larger class of applications 
known as Distributed Interactive Applications (DIA), have 
become extremely popular and commercially successful in 
recent years. At their core, they involve multiple 
participants collaborating and competing within a virtual 
environment, even though those participants may be 
located at geographically separate locations. Popular 
examples of networked games include first person 
shooters, such as Counter Strike, and massively 
multiplayer online games, such as World of Warcraft.  

In order for interaction between participants within the 
virtual environment to be fruitful, it is important that a 
sufficient level of consistency is maintained in real time. 
Consistency is the degree to which each participant
experiences the same worldview [1-2].  

Achieving a fully consistent world state generally 
requires a large amount of network traffic as changes to 

the world made locally need to be communicated to all 
participants. However, excess network traffic can overload 
the underlying network connecting participants, resulting 
in increased network latency, jitter and packet loss due to 
swamped network hardware [3]. This then negatively 
impacts on world consistency as changes to the virtual 
world take extra time to propagate between participants.  

Other work has focused on solving this issue, 
examining means of reducing network traffic, thus 
improving network conditions, while still maintaining a 
sufficient level of consistency. One popular method of 
doing this involves predictive models. Under this 
approach, information regarding entity dynamics, such as 
acceleration and velocity, are transmitted between 
participants. Each participant then uses this data to model 
the future behaviour of other participants. An update is not 
transmitted until the model and actual behaviour differ by 
a predefined error threshold. Examples of this approach 
include dead reckoning and the Hybrid Strategy Model [4-
5]. In both cases, spatial difference is traditionally used as 
the error threshold metric. 

In such techniques, there is a tradeoff between the error 
threshold and the underlying consistency that can be 
achieved. Lowering the error threshold, for example, will 
increase consistency as the model will be more accurate 
due to increased updates. Ironically, this may cause a 
resultant decrease in consistency, as the resultant increase 
in network traffic negatively affects the performance of the 
network and application. To date, however, we have no 
firm understanding of this tradeoff. 

In this work, we highlight a key performance 
characteristic related to this tradeoff. Using a testbed 
developed in an industry standard games engine known as 
Torque [6], the amount of network traffic transmitted 
between participants operating in a typical home 
environment is varied. It is demonstrated that there is an 
optimal region of packet transmission rate. Increasing 
transmission rates above this region introduces 
inconsistency due to latency caused by overloaded 
network hardware. Such a situation necessitates the use of 
packet reduction techniques such as dead reckoning. On 
the other hand, reducing the rates below this region means 
that available capacity is being underutilised, which causes 
inconsistency, due to less information being transmitted in 
the form of less packets. 

Based on this result, we propose that packet reduction 
schemes such as dead reckoning should take this 
characteristic into account during their execution, so as to 
optimally use available resources.  
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The rest of the paper is structured as follows. In 
Section II, we present some brief background information 
on network latency and entity state predictive schemes. In 
Section III, the test network environment for the 
experiment is described, and results collected using this 
testbed are outlined and analysed in Section IV. We
conclude the paper in Section V. 

II     COMBATING LATENCY 

One of the greatest limiting factors in achieving 
consistency within DIAs is network latency [1-2]. 
Network latency is the time taken for data to travel 
between a transmitter and receiver on the same network 
[7]. The problem of dealing with latency in DIAs is
confounded by the variation in latency over time, known 
as jitter [8]. 

The causes and effects of network latency and jitter 
within DIAs have been well researched [9-10]. There are 4 
main factors that contribute to latency:  

1. Propagation delay … time to transmit a packet over the 
wire. Subject to speed of light delays 

2. Transmission delay … time taken to serialize the data 
onto the wire. 

3. Nodal delay … time to decide on a route for a packet at 
each router  

4. Queuing delay … delay caused by waiting at 
overloaded network hardware.  

Techniques that tackle the issue of latency and jitter 
tend to primarily concentrate on the reduction of network 
traffic so as to ameliorate the effects of queuing delay. A 
popular method of achieving this is predictive schemes, 
such as dead reckoning and the Hybrid Strategy Model [2-
3]. 

Much work has analysed the performance of various 
predictive techniques. Roberts et al. propose an alternative 
to the standard spatial error threshold used in dead 
reckoning, known as time-space error threshold [11-12]. It 
is demonstrated how this technique improves consistency 
in comparison to traditional dead reckoning, at the expense 
of increased network traffic. The pre-reckoning algorithm, 
proposed by Duncan et al., improves on standard dead 
reckoning by providing a technique that detects likelihood 
of breaches of the error threshold, resulting in improved 
consistency [13]. Lee et al. propose a scheme under which 
the spatial error threshold value is increased based on 
distance between entities, resulting in less network traffic 
being transmitted between participants that are not close to 
one another within the virtual world [14]. The Hybrid 
Strategy Model (HSM) improves the dead reckoning 
predictive model by taking long-term user behaviour of an 
entity within a set environment into account [15]. This 
long-term model is known as a strategy model, and can 
include information detailing how an entity navigates a 
winding corridor, for example. This approach was shown 
to require fewer packets than dead reckoning, whilst 
maintaining an equal or greater level of consistency.  

All the approaches outlined above allow a certain level 
of inconsistency for a resultant decrease in network traffic. 
However, none of these approaches take the capabilities of 
the underlying network into account in their operation, 

meaning that such approaches may be performing sub-
optimally. This issue arises, as there is no firm 
understanding of how the relative reduction or increase in 
network traffic transmitted will actually impact on the 
overall consistency of the virtual environment. 

To analyse this issue, a number of network trials were 
conducted using an industry standard engine known as 
Torque. The network setup for these trials is described in 
the next section. 

III     EXPERIMENTATION 

Each experiment was carried out over a LAN using two 
desktop computers. Both test computers had equal 
specifications. Each computer also ran a copy of Torque, 
which was modified in two key ways to facilitate the 
experimentation. Firstly, the default client/server
architecture was modified to operate in a peer-to-peer 
fashion, in order to emulate the architecture of applications 
that use packet reduction techniques such as dead 
reckoning. Secondly, the engine was extended to include 
full logging of both local and remote client information.  

Both clients were connected via a network bridge 
running NetDisturb software, as shown in Figure 1. Net 
Disturb allows for the emulation of Wide Area Network 
limitations, such as latency and queuing delays, within a 
Local Area Network environment [16].  

Using Net Disturb, we emulated the capacity of a home 
ADSL connection with an upstream bandwidth of 256kb/s. 
However, given that only 2 participants were involved in 
each experiment, this would mean that each participant 
had a full 256kb/s bandwidth, which is unrealistic. To 
compensate for this, we scaled the bandwidth down to 
14kb/s, so as to emulate the performance of hosting 18 
distinct clients. No limit was set on the buffer size, 
meaning that no packets could be lost due to buffer
overflow. 

Upon entering the virtual environment, each participant 
first contacted the other and initiated communication. 
Next, each participant synchronised his or her time with 
that of the •Time ServerŽ. This was done so as recorded 
information could be accurately compared offline 
following the experiments. The experiment then began. 
The goal in the environment was to navigate a racetrack, 
and reach the end position before the other participant. A 
plan view of the test scenario is shown in Figure 2. The 

Time 
Server

Network bridge 
running Net 

Disturb software

Switch

Client 1

Client 2

Figure 1. Overview of the network setup  
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packet transmission rate was varied per experiment,
beginning at 2 packets per second (PPS), and incremented 
by 2 up to 24 PPS. All data collected during each 
experiment was then compared offline using Matlab. The 
spatial inconsistency, which is the Euclidean difference 
between the local and remote position of a client, was 
calculated at each time step. As it is impossible to 
guarantee that data will be recorded at the exact time on 
both machines, each local data point recorded was 
compared with that which has the closest time stamp. The 
maximum difference in compared timestamps was 2ms. 
The average spatial inconsistency was then calculated for 
the entire experiment.   

IV     RESULTS AND DISCUSSION 

Analysing the data collected during the experiments
described in Section III, the tradeoff between packet 
transmission rate and consistency is evident, as shown in 
Figure 3. Here, the average spatial inconsistency in Torque 
Game Units (TGU) is plotted against increasing packet 
transmission rates for a single set of participant 
trajectories. 

As can be clearly seen from Figure 3, there is a region 
between approximately 18-22 PPS, within which average 
spatial inconsistency is at its lowest level. This is the 
optimal region of packet transmission rates, as increasing 
or reducing network traffic above or below this level only 
serves to negatively impact on consistency.  

To the left of this region, inconsistency is being 
unnecessarily introduced due to modelling error. As the 

bandwidth being consumed within this region is well
below that of the available 14kb/s, no extra network 
latency is caused by excess packet transmission. In such a 
case, it is worthwhile transmitting extra packets, so as to 
improve consistency. The typical behaviour exhibited 
within this region is shown in Figure 4. Here, a section of 
a single user local and remote path is shown when a
transmission rate of 2PPS is used, along with the spatial 
inconsistency arising from a different section of the 
course. From Figure 4(a), it can be seen how the remote 
behaviour deviates from that of the local behaviour until 
an update is received, at which point, the two are 
reconciled. This is further evident from Figure 4(b). Note 
how the spatial inconsistency increases between updates, 
then returns to zero when an update is received.  

Currently, predictive packet reduction schemes do not 
take this result into account. Their use, therefore, may 
result in an inefficient use of available resources. Based on 
this, we propose that such schemes incorporate a dynamic 
threshold, which can be scaled based on application and 
network parameters, so that packet transmission rates 
match that of the optimal region. The location of this 
optimal region will vary based on the nature of the
application. 

In the optimal region, the average bandwidth being 
consumed is approximately 13.5kb/s, which is just below 
that of the available bandwidth. Any increase above this 
level will overload the available bandwidth, leading to 
increased network latency. The impact of this increase on 
consistency is obvious from Figure 3, where it can be seen 
that inconsistency increases dramatically above 22 PPS. 
Consistency is improved in this case by reducing network 
traffic. Such a scenario necessitates the use of packet 
reduction schemes, such as dead reckoning. However, as 
demonstrated by the previous result, network traffic should 
not be reduced below the optimal region.  

We further highlight the impact of network traffic at 
this end of the spectrum of transmission rates by analysing 
a single user trajectory, shown Figure 5(a) and (b). Figure 
5(a) shows the local and remote trajectory for a packet 
transmission rate of 24PPS whilst figure 5(b) shows the 
spatial inconsistency arising from a different section of the 
course. Comparing Figure 5(a) and Figure 4(a), the effect 
of the extra packets is apparent. The remote behaviour is 
now indistinguishable from that of the local behaviour. 
However, examining the spatial inconsistency in Figure 
5(b), the true impact of the higher transmission rates and 
network latency can be seen. In this case, the average 
bandwidth usage is 16kb/s, 2kb/s greater than the available 
bandwidth. However, as the NetDisturb buffer does not 
overrun, latency within the overloaded network 
continually increases, as the buffer grows larger. This has 
the knock on effect of continually increasing spatial 
inconsistency. Although this trend is evident from Figure 
5(b), as shown by the broken straight line, there are 
occasions where the spatial inconsistency value decreases. 
The reasons behind this will now be discussed.  

On the straight sections of the course, as shown in
Figure 6, the remote position remains at a distance behind 
the local position due to network latency. The Euclidean 
distance measure used to calculate inconsistency works 
well in this case, and inconsistency has a value ofd. As the  
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entity navigates a corner the distance around the curve 
between the two positions is still given by d. However, as 
we are using Euclidean distance, the inconsistency 
measured at this point is actually d•, which is smaller than 
d. Upon reaching the straight section of the track again, the 
inconsistency is once again correctly measured as d. This 
demonstrates a shortcoming in the spatial measure of 
inconsistency, a solution to which is outside the scope of 
this work. 

V     CONCLUDING REMARKS 

In this work, the tradeoffs between network packet 
transmission rates and consistency were investigated, in 
order to analyse the true impact of packet reduction 
schemes on the performance of Distributed Interactive 
Applications. Using the Torque games engine, converted 
to operate in a peer-to-peer fashion, a number of network 
trials were conducted.  

Results collected from these trials highlight an 
important performance related characteristic of packet 
reduction. There exists an optimal transmission rate 
region, within which average inconsistency is at it•s 
lowest. Increasing the packet transmission rate above this 
point means that inconsistency is introduced due to
network latency. Such a scenario requires the use of 
predictive schemes, such as dead reckoning. Reducing the 
rate below this level however, introduces inconsistency 
unnecessarily, without providing any subsequent 
improvement in network latency. Using these results, a 
shortcoming of the traditional spatial inconsistency 
measure was also demonstrated. 
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Figure 6. As the player navigates the course, the 
measured inconsistency can vary due to the nature of 
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Based on this work, we propose that predictive 
schemes take this optimum packet transmission region into 
account, so as they can operate in an efficient manner. 
Such a scheme could use a threshold value, as with other 
predictive schemes. However, the value of this threshold 
could be scaled based on application attributes, in order to 
maintain a packet transmission rate that lies within the 
optimal region for that application. This is the focus of 
future work. 

ACKNOWLEDGEMENTS 

This work is supported by Science Foundation Ireland and 
Enterprise Ireland - grant no. IRCSET/SC/04/CS0289.

REFERENCES 

[1] Delaney, D., T. Ward and S. McLoone. "On 
consistency and network  latency in distributed interactive 
applications: A survey - Part I." Presence: Teleoperators 
and Virtual Environments 15(4),August 2006, pp 218-234. 

[2] Delaney, D., T. Ward and S. McLoone. "On 
consistency and network  latency in distributed interactive 
applications: A survey - Part II." Presence: Teleoperators 
and Virtual Environments 15(4),August 2006, pp 465-482. 

[3] Roehle, B. (1997). "Channeling the data flood."
IEEE Spectrum 34(3). p.p 32-38. 1997 

[4] IEEE. IEEE Standard for Distributed Interactive
Simulation - Application Protocols IEEE Std 1278.1-1995 
IEEE, 1995 

[5] Delaney, D., T. Ward and S. Mc Loone "Reducing 
Update Packets in Distributed Interactive Applications 
using a Hybrid Model". 16th International Conference on 
Parallel and Distributed Computing Systems, August 13-
15, Reno, USA, pp. 417-422, 2003. 

[6] Lloyd, J. "The Torque Game Engine", Game 
Developer Magazine, 11 (8), pp. 8-9, September 2004. 

[7] S. Singhal and M. Zyda, •Networked virtual 
environments: design and implementation.Ž, ACM Press 
SIGGRAPH Series, Addison-Wesley, Reading, 
Massachusetts, 1999. 

[8] Blow, J.. "A look at Latency in Networked Games." 
Game Developer 5(7): 28-40, 1998. 

[9] Bolot, JC. •End-to-end packet delay and loss 
behavior in the internetŽ  SIGCOMM '93: Conference 
proceedings on Communications architectures, protocols 
and applications, San Francisco, California. pp: 289 - 
298   

[10]Vaghi, I., C. Greenhalgh and S. Benford. Coping
with inconsistency due to network delays in collaborative 
virtual environments. Symposium on Virtual Reality 
Software and Technology (VSRT '99), London, England, 
ACM, pp. 42-49. 

[11] Roberts, D., D. Marshall, S. McLoone, D. 
Delaney, T. Ward and R. Aspin "Exploring the use of local 
inconsistency measures as thresholds for dead reckoning 
update packet generation". Distributed Simulation and 
Real Time Applications, Montreal, Canada, pp. 195 - 202, 
2005. 

[12] Zhou, S., W. Cai, F. B. S. Lee and S. J. Turner. 
"Time-space Consistency in Large Scale Distributed 
Virtual Environment." ACM Transactions on Modeling 

and Computer Simulation (TOMACS) 14(1):pp. 31 - 
47,2004  

[13] Duncan, T. P. and D. Gracanin "Pre-reckoning 
algorithm for distributed virtual environments". Winter 
Simulation Conference, New Orleans, Louisiana, 2003, pp. 
1086-1093. 

[14] Lee, B.-S., W. Cai, S. J. Turner and L. Chen. 
"Adaptive Dead Reckoning algorithms for distributed
Interactive Simulation." International Journal of 
Simulation 1(1-2):pp. 21-34, 

[15] Delaney, D., T. Ward and S. Mc Loone "On 
Reducing Entity State Update Packets in Distributed
Interactive Simulations using a Hybrid Model". 
Proceeding of the 21st IASTED International Multi-
conference on Applied Informatics, February 10-13, 
Innsbruck, Austria,pp. 2003

[16] NetDisturb Website, ZTI http://www.zti- 
telecom.com/pages/main-netdisturb.htm. Accessed 21 Sept 
2006. 

AUTHOR BIOGRAPHIES 

Damien Marshall graduated with a B.Sc 
degree (Computer Science and Software 
Engineering) in 2003. He then joined the 
Distributed Interactive Applications Group, 
and completed his M.Sc in January 2005. 
Shortly afterwards, he began his Ph.D. 

Currently, his work examines the various factors of
consistency in distributed interactive applications. 

Dr. Séamus McLoone is a member of the 
distributed interactive applications group 
(DIAG) at the Department of Electronic 
Engineering in the National University of 
Ireland Maynooth. His research interests 

varies from multiple model approaches to nonlinear 
system identification to reducing and masking the effects 
of latency in distributed interactive applications.

Dr. Tomas Ward is a member of the 
distributed interactive applications group at 
the NUI Maynooth. His main interests are in 
assistive technology and data management 
techniques for distributed shared applications. 

Spare time is spent on pushing out his personal best on 
Konami DrumMania V. 

Declan Delaney received his B.E. and 
M.Eng.Sc. from University College Dublin in 
1991 and 1998 respectively.  His PhD was 
awarded in 2005 by the National University of 
Ireland, Maynooth.  From 1992 to 2000 he 
worked as a software developer and 

subsequently as project manager.  At present he works in 
the area of Knowledge management for an Italian 
multinational, ENI and is based in Milan, 

92



Games Design & Aesthetic approaches 

A.Cavan Fyans and Graham McAllister 
Creating Games with Feeling                                                                                      94

J. Gilligan, B. Mac Namee and P. Smith 
Interface Design Requirements For Playing Pong With A Single Switch Device  99

Roland Ossmann, Dominique Archambault and Klaus Miesenberger 
Computer Game Accessibility: From Specific Games to Accessible Games         104

Maizatul H. M. Yatim and Khairul Anuar Samsudin  
Computer Games in Supporting Children•s Visual-Spatial Intelligence in 
Teaching and Learning Environment                                                                       109

93



CREATING GAMES WITH FEELING

A.Cavan Fyans and Graham McAllister
Sonic Arts Research Centre

Queen’s University Of Belfast
E-mail: afyans01@qub.ac.uk

KEYWORDS

Haptics, multi-sensorial games, development environments.

ABSTRACT

This paper presents a novel approach for the creation of
computer games where the user can actually feel and
manipulate objects in the 3D environment. Haptics (the
sense of touch), is commonly used in virtual reality
simulations such as tele-operation (the control of remote
systems), however to date, games have not typically been
targeted for development. By taking two existing products— a
game engine (Unity) and a commercial haptics device (a
PHANTOM Omni), a plug-in has been developed to link
these technologies together. The resulting system allows
anyone, with even modest programming skills, to create a
computer game which allows the user to feel 3D objects in
the environment. The paper will discuss how Unity allows
for the rapid prototyping of games, how this plug-in was
developed, and finally how haptics can be used in future
computer games. By introducing this extra modality
channel into computer games (in addition to visuals and
audio), it is hoped that this technology could lead to a new
genre of games.

INTRODUCTION

The stimulation of our senses in computer games has
historically been limited to the visual and auditory channels.
Therefore, games designers are aiming to create believable,
immersive environments using only two of our five input
senses. Of our remaining senses, only haptics (touch) has
been exploited, and even then, only to a limited extent in
computer games, typically through the use of rumble
features on joypads or steering wheels. Recently, amBš
have developed peripherals which are designed to augment
the gaming and film experience by controlling lighting and
fans (air flow) in the userŸs physical environment.

Computer games are becoming increasingly more complex
and as a result, they need to convey more information to the
user. Hence, the field of HCI for computer games has
become of great interest to games designers, to ensure that
they can convey the in-game status accurately and in real-
time. By also employing the haptic sense, games designers
could use this sensory channel to encode appropriate
information, thus avoiding overload in the visual or auditory
channels.

Previous work in the field of haptics and computer gaming is
limited and for the most part unpublished. A small example
of what developers have made is documented on SensAbleŸs

(Developer of the Phantom Omni) website. Through their
developers competition, Ÿ3D Touch Developers ChallengeŸ,
entries were submitted which encompassed gaming,
education and music. One of the winning developments was
one of the two gaming entries, a multiplayer sports game
ŸHaptic BallŸ, where up to eight players could compete each
using a haptic device, adding the extra element of touch to
the existing sound and visual environment of the game. The
second game ŸHaptic Mini GolfŸ takes a similar route in
giving the player physical feedback of the course and golf
club they are using. Outside of these examples there is
limited available research in the haptic gaming area, possibly
due to the nature of creating games in this context, involving
extensive graphical and game programming (eg openGL and
C  ) with the addition of the haptic device programming.
Small research projects have been undertaken in haptic
device development, ŸThe PlankŸ (Verplank et al. 2002) was a
project based on creating simple haptic controller from an
old disk drive and using the result for live sound
manipulations. Another similar project was ŸA Development
Of a High Definition Haptic ControllerŸ (Akahane et al.
2005) where research was conducted to develop high
definition haptic control for realistic force feedback. These
projects while still related to the haptics and gaming area
have no real link to computer gaming. It could be down to
the extent that prototyping (in the current state of haptic
game development) an idea or testing a game concept is not
a simple task and would require a skilled programmer or
development team to bring basic concepts to life and from
this there are few published examples of projects in haptics
and 3D gaming.

The approach discussed in this paper is unique for two main
reasons:

€ The system couples a commercial games engine
with a haptics device. By using the Unity
commercial games engine the user can create games
in a development environment.

€ The ease of creation of haptic 3D environments.
Unity is a games creation environment which is
ideal for rapid game development. As the use of
haptics in computer games is still a new field, being
able to easily create experimental haptics games
may lead to successful concepts more quickly.

The remainder of the paper will discuss how the system was
developed (the plug-in) and present ideas for future work.

BACKGROUND

The system proposed in this paper consists of two major
components— Unity and the PHANTOM Omni. Each of
these components will now be discussed.
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Unity

Unity is a games creation system for Mac OS š that allows
for the rapid design and development of computer games. It
runs on Mac OS š and once the game is completed, can be
published to Mac, Windows, a web browser or a Dashboard
widget, all from the same code base.

Unity is a unique product in that it allows the game designer
to construct their game world in a highly visual approach.
Assigning properties to objects (such as physics) is typically
done by clicking on the game object and then adding the
desired property. The effects of this can be tested
immediately and if theyŸre not what was intended, can easily
be changed. In this way, Unity encourages the designer to
experiment with the settings of the game world constantly
through the development period, making the game fun to
develop and easier to test.

One of the major features of Unity is an extensible plug-in
architecture which allows developers to extend the built-in
functionality by allowing for the creating and linking in of
external libraries. This plug-in architecture was used to
bridge between the custom game code and the PHANTOM
API. Figure 1. shows the Unity development environment.

Figure L. •nity games creation environment from OTEE

Phantom Omni

SensAble manufacture several variants of their PHANTOM
haptics controllers, the Omni is aimed at the consumer end
of the market, however it is still prohibitively expensive to
most users (approximately ¡2000). The device offers 6
degrees of freedom allowing the user to accurately touch and
manipulate objects in 3D space. Most importantly, the
device is capable of applying forces which can be
programmatically controlled to create a range of effects.
The user interacts with the PHANTOM by gripping the pen-
like device to control the on-screen cursor in the virtual
environment. Figure 2. shows the PHANTOM Omni from
SensAble.

Figure H. PzANTOM Omni from SensAble

The next section shows how The phantom Omni library was
implemented into Unity enabling developers to utilise the
full haptic control functions within games or virtual
environments.

DEVELOPMENT

This section details the development of the plug-in and how
it can be used to create a game.

Plug-in Development

This section discusses specifically the implementation details
of the plug-in and how the PHANTOM Omni API is
accessed from within Unity.

Development of a C€€ plug?in from the Phantom Omni API
that incorporates all the available control and haptic
feedback functions
The method for executing C   code from within Unity is
through converting the standalone C   code/application into
a ¢.bundle’ file. A bundle is dynamically loadable code in
which individual methods can be executed individually, the
bundle simply makes the C   code importable into other
environments (Unity) that do not directly support the C  
language. The Phantom Omni API has two main libraries
for development provided by Sensable— Haptic Device
Application Programming Interface (HDAPI), used for
gathering precise control values and direct rendering of force
in the haptic device, and Haptic Library Application
Programming Interface (HLAPI), aimed at building 3D
haptic environments and generating limited control effects
such as friction or gravity.

Force rendering with the haptic device is processed through
the scheduler, essentially a secondary thread of processing
that iterates at around 1000Hz. This ensures forces
generated or any transitions between forces are smooth and
no resolution is noticeable. Device calls (force rendering or
gathering position information etc) are all conducted within
¢haptic frames’, where information between the Phantom
Omni and the computer are synchronized through stacking
events until the end of a haptic frame. The calls work on two
systems— synchronous calls, a Ÿone shotŸ call back method
used to return instance information, and asynchronous calls,
executed at every tick of the scheduler and used to render the
haptic feedback.
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Implementing all the HDAPI and HLAPI methods in a
¢.bundle’ requires putting each task in a method of its own,
where when called it can be passed required variables and
performs the ¢scheduler’ task that is required. For the
asynchronous scheduler calls information is passed to them
through global variables implemented in the C   code— for
example the force is set through setting the values of a three
dimensional vector that the asynchronous scheduler method
checks at every ¢tick’. The synchronous tasks are a lot easier
to command and are called simply with a method containing
the desired scheduler method for each event(friction, spring
effect etc).

Implement the plug?in within •nity, gaining access to all the
C€€ plug?in methods from •nity.
Once the desired methods are implemented in the bundle this
can be imported into Unity as a plug-in. In Unity all of the
methods in the ¢.bundle’ file can be called as external
methods through a call to the external bundle file from a C›
script:

ƒDllImport(•bundle filename•)„ public static extern
methodReturn|ariable methodName()U

This imports the method and implements it as a method
within the C› class it was called from, this can be called the
same way as any method in the same class. In the same way
as internal methodŸs variables can be passed both ways
between the C› script and the C   plug-in, so values like the
force to be applied or the position of the device can be
transferred.

Game Development

This section discusses creating 3D haptic environments and
the implementation of the Phantom OmniŸs control and
feedback.

Developing the haptic feedback system
The main aim of creating a ŸgenericŸ feedback system was so
that a developer using Unity could implement the Phantom
Omni in any environment created in Unity and instantly have
(if desired) force feedback and the ability to feel any object
instantly. The method implemented to enable the user to feel
the surface of virtual objects utilises Unity’s collision
system. Through having a ¢collider’ sphere (of a slightly
larger size) attached to the player sphere, a collision method
could be called as soon as the ¢collider’ sphere touched
another object in the simulation. This system works on the
ŸplayerŸ controlling a sphere of any size within the
environment. The designer may want to implement other
shapes or designs for the ŸplayerŸsŸ virtual object and to this
aim the collider sphere can easily be exchanged with, for
example, a cube collider. By making the size of the collider
slightly bigger then the player sphere this meant that
collisions were ¢pre-empted’ and through this the virtual
collision would be synchronised with the haptic feedback of
the collision (when the player object touch another object
visually the physical feedback would be synchronised). As
soon as a collision was detected by the collider, a ¢ray’ was
then cast towards the location of the collision at every
iteration in Unity until the object has no contact with a

surface. The cast ray returns all of the collision information
including the distance that is then translated linearly to the
force required in the device to provide the effect of the
player touching the surface.

Creating a Game
With the entire HL and HD APIŸs now implemented and
accessible from within Unity, a scaling system was
implemented to scale all of the incoming control numbers to
a more manageable scale (-1 to 1). Then several Ÿgeneral
purposeŸ control scripts were created that could be edited
depending on the environment they were applied to or the
desired application, giving instant access to haptic control
from a Unity scene. With these ŸgeneralŸ scripts available
they can be linked to player object(s) in any haptic
environment created in Unity and mapped to any control
system the designer requires. With this flexibility of control,
individual aspects of the control (the rotation of one joint or
only the position in the x plane) can be implemented as well
as utilising the entire control or feedback system. With the
development of the haptic feedback system enabling users to
feel virtual surfaces, creating an environment the user can
feel is very straightforward. The script containing the
calculations for the force to be applied when the player
comes into contact with a surface has to be attached to the
player object, and any surface the developer wants to be felt
has to have a Ÿrigid bodyŸ attached and instantly the user can
touch the surface of the objects. With the addition of UnityŸs
ability to import models made in the majority of 3D
modeling programs (Maya, Cheetah, Blender, Cinema œD
etc.) then the developer is not restricted to primitives only.
This ability enables the developer to create any custom
environment or object in the modeling software and import it
into unity and instantly be able to touch, feel and manipulate
the imported object.

PROTOTYPES

Touching Virtual Surfaces

This demonstration primarily showcases the ability to touch
and manipulate virtual surfaces with the Phantom Omni. It
demonstrates that expansive 3D environments can easily be
created in Unity utilising the full 3D movement of the haptic
device and combining this with the ability to generate forces
so that the user can feel the environment as they manipulate
it. The demonstration gives the user control of a small sphere
in an environment filled with different surfaces to show
different haptic environment reactions. Some surfaces are
rigid and cannot be moved whereas others will move freely
when pushed or will be heavy to move. Figure 3. shows a
screenshot of the prototype.
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Figure Z. Touching virtual surfaces prototype

Crane Control

The ¢Crane Demonstration’ gives the user 3D control of a
crane arm in an enclosed environment where the objective is
to pick up and move boxes within the environment. The
concept behind this prototype is to demonstrate the HLAPI
¢effects’ that can be easily implemented into a created 3D
environment. In this example the friction effect is used to
translate the feeling of the mechanical crane arm movement
directly to the user through the haptic device. In the same
manner, when the user picks up a box the weight of the box
and subsequent drag on the crane arm is physically
represented as well as the visual representation. Again this
also demonstrates the ability to design visually attractive
games and environments with ease. Figure œ. shows a
screenshot of the prototype.

Figure V. Crane control prototype

Turret Control

In this application of the Phantom Omni within Unity the
user is placed in control of a turreted gun with the aim of
destroying all the objects in the scene in the specified time.
The friction effect is also implemented here in a different
guise to the crane demonstration, the friction (through the
haptic device) physically reproduces the effect of turning a
turreted gun, adding ¢weight’ to the movement. The force of
the recoil of the gun when a shot is fired is also implemented
into the environment alongside feeling the force of the
exploding objects through physically shaking the controller.
This demonstration also utilises the sound functions of Unity
and shows the simplicity of adding sound as well as visual
stimuli into the haptic environment. Figure 5. shows a
screenshot of the prototype.

Figure W. Turret control prototype

CONCLUSIONS

Through the application prototypes it is clear that the
implementation of the Phantom Omni within the gaming
engine Unity as a haptic controller is successful. From the
conducted development of this project, the intended outcome
of creating a plug-in to promote easy creation of immersive
haptics environments has also been successful and from the
demonstrations the project has proven that implementing the
Phantom Omni within such 3D environments is now a
simple task and the device can easily be translated to
different environments and applications with full haptic
feedback. With the demonstrations the project has shown
some of the capabilities of utilising the HDAPI and HLAPI
from within Unity and being able to quickly implement them
in the environments to reach new and innovative methods of
control, haptic feedback, and expression in modern computer
gaming.

FUTURE WORK

From initial evaluations, where users were asked to explore
the environments using a Ÿthink aloudŸ method of capturing
their experience and thoughts on the demonstration system,
one area of further work is the implementation of haptic
force calculations. Users stated that the haptic feedback for
the surface of virtual objects could be improved. With
further development on this application of the plug-in, it
could be used in a variety of ways by future developers—
games/environments could be created for blind and visually
impaired people with the full ability to touch and feel the
environment they are in, games involving intricate surface
interaction would be easy to implement through unity and
the Phantom Omni plug-in.

It should be stressed that the aim of this project was to
implement the Phantom Omni within Unity (develop the
plug-in), this has been successful and several prototypes
have been developed to show how it could be used in the
creation of games and interactive environments.

The developed ability to create immersive haptic
environments with the Phantom Omni and Unity is a novel
development system in terms of ŸcreatingŸ an easy to use
development engine (specifically aimed at gaming) where
vast 3D environments can be created very simply and in
which the haptic device is easily implemented and feedback
controlled. This has created the ability for further developers
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to easily progress (into or through) the field of haptics and
computer gaming or virtual haptic environments. This also
opens up the world of haptic environment creation through
(as stated) the development of an easy to use 3D
environment creation engine, and because of this, further
projects in haptic environments can be undertaken without
the need for extensive C   and openGL coding knowledge
and typical game development timeframes. With the easy
creation of immersive 3D environments in Unity for games
or haptic simulations, future developers can concentrate
more on the concept of a game or environment and can
rapidly construct working prototypes to develop ideas further
rather then have to spend the time trying to code expansive
3D environments and complex force calculations.
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Interface Design Requirements For Playing 
PongWith A Single Switch Device

J. Gilligan, B. Mac Namee and P. Smith

��
Abstract„ Motivated by a desire for increased accessibility in

digital games, in this paper we consider the  design requirements
for an interface to a variation of the game Pong for single-switch
users.  We consider the issues in the design of accessible
interfaces for games and propose a set of interface configurations
for playing Pong, using this as a proof of concept for more 
elaborate games. 

Index Terms„Games, interface design, accessibility, assistive 
technology, switch access, selection grids, scanning

I. INTRODUCTION

S the world market for computer games expands, 
increasing attention is being focussed on games

accessibility.  In its mission statement the Game Accessibility 
special interest group (GA-SIG) of the International Game
Developers Association state that it intends to •develop
methods of making all games genres universally accessibleŽ
[8]. This reflects other world wide accessibility initiatives 
such as the Web Access Initiative (www.w3.org/WAI) [9],
and the Universal Design philosophy [12].

Thus, motivated by this desire for increased accessibility, 
and as a proof of concept for more elaborate games, we
consider the  design requirements for an interface to a
variation of the Pong electronic game for single switch users.
Switch devices are one of the major alternative input
technologies to computers for  people with disability. 

This paper will  begin by briefly introducing the game of 
Pong. This will  be followed by an in-depth discussion of 
switch technologies. Following on from this design
configurations required both to make switch access suitable to 
Pong and to make the Pong interface suitable to switch
control. Finally, we will  propose a scheme through which 
Pong could be made available to single-switch users, and 
extrapolate on what is required to make other games available
to switch users.

II . PONG

Although there is some argument as to who first created a 

ball and paddle video game, we can be certain that the
electronic game Pong was released in 1972 by the ATARI
corporation, at the time headed by Nolan Bushell. A 
screenshot of an early version of Pong is shown in figure 1.
Pong was released both as a coin-operated arcade machine
and as a home system and became one of the first games to
reach  a mass audience. The success of Pong is largely
attributed to its simplicity [7].

J. Gilligan is with the School of Computing at the Dublin Institute of 
Technology, Dublin, Ireland. (e-mail: John.Gilligan@ comp.dit.ie).

B. Mac Namee is with the School of Computing at the Dublin Institute of 
Technology, Dublin, Ireland. (e-mail: Brian.MacNamee@ comp.dit.ie).

P. Smith. is with School of Computing and Technology at the University of
Sunderland, Sunderland, U.K.

The concept of Pong is simple. A small ball moves across
the screen, bouncing off the top and bottom edges. In the two
player version, each player controls a paddle which can move
up and down. The objective is to position the paddle so it hits
the ball and returns it to the other side. The opposing player
must then anticipate the likely position of the ball and try to
hit it back to the other participant. A score is awarded when
the opposing player misses.

Figure 1: A screenshot of an early version of Pong

Over the years there have been many clones of Pong. There 
In this report we will  consider a single player version in which
•the court• is enclosed by top, left and right walls off which
the ball can bounce. The player controls a paddle at the
bottom of the screen which can be moved from left to right
and the object of the game is to keep the ball in play, with
scores being awarded for each successful hit. A diagram
showing the layout of this version of Pong is shown in figure
2.

A
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Figure 2: A simple illustration of the proposed single
player Pong clone 

While Pong may seem an unusual choice to work with -
there are countless more sophisticated games currently
available - it has a number of compelling advantages. Firstly,
although Pong is relatively straightforward, with its relatively
fast pace it does offer enough complication to allow
exploration of the important issues surrounding accessible 
games.  Furthermore, the ubiquity of Pong style games means
that even those unfamiliar with modern digital games will not
feel out of their depth with a Pong clone. In fact, there is also
a growing body of thought that suggests that simple, or
casual, games offer the greatest potential for growth of the
digital games industry [13]. And finally, as our work will  
focus on single switch control, we require a game with simple
control requirements.

III . SWITCH ACCESS

A switch is simply a make-or-break electrical circuit used
by those disabled people who are incapable of using
conventional computer input devices such as the keyboard and 
mouse[6, 11]. The switch is placed on or near the muscle
group over which the user has most control, in some cases just
an eyebrow. Figure 3 shows an image of the Jelly Beamer’
wireless switch.

Many types of switch are available from the standard hand- 
controlled switch to sip/puff switches which involve a tube
connected to a switch which is activated by a change in air-
pressure caused by sipping or blowing. Switches can be 
activated by most muscle movements,  with newer ones even 
controlled by thought alone [4]¬

Switch access as a means of input to a computer works in
association with on screen grids of items to be selected. This
collection is known as the selection set. This is placed in a 
separate window and can comprise text and graphic items.
The window can be positioned anywhere on the screen and 
always appears on top of any other application windows.

Figure 3: The Jelly Beamer’ wireless switch 

witch access works by selecting appropriate items on the
gri

S
d through a process known as scanning. Each item in the

selection set is highlighted in sequence. The length of time for
which an item is highlighted is known as scan delay. A press 
of the switch will  select the currently highlighted item.
Scanning is characterised by the switch configuration used, 
the manner and order in which the highlighter moves through
the items in the selection set (scan movement) and by how 
items on the computer screen are sequentially highlighted - 
one after the other, until the user chooses one by pressing the 
switch (scan method). Figure 4 shows a sample selection grid
used to enter text into a word processor.

Figure 4: A selection grid being used to input into a word 

he following section will  describe the considerations
w

IV. PONG AND SWITCH ACCESS DESIGN CONFIGURATIONS.

s
on

rough

�x be able to react quickly enough to 

�x atial awareness to

processor

T
hich must be kept in mind in order to allow switch control of

a Pong clone.

The game Pong places a number of functional requirement
the user. The most important of these are as follows: 
�x The player must be able to control the paddle th

an input device.
The player must
effect paddle movement in the time interval in which
the ball is within the playing area. 
The player  must possess enough sp

Score: 24 Balls Left:
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understand the relative positions of the ball and 
paddle to each other.
The player must ant�x icipate the likely position at 

Using ional
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om a field of options.  
highlighted 

�x  their choice.
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the next section  we will  look at how some of these 
sw

V. SWITCH INTERFACE DESIGNISSUES FOR PONG
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antly switch access is slow. Even for 
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switch systems involve a selection grid. This adds 
an

n grid is an 
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 affect user 
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highlighter moves 
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quence of the dual focus imposed on switch 
us

t section will  suggest 
a

VI. PROPOSED SOLUTIONS

Based on all o  in the previous 
se

 shown in 
fig

which the ball will  arrive at the paddle plane of 
movement and move the paddle there beforehand - 
this involves projecting the path of the ball as it 
bounces through the angles of the playing area. 
 a switch device also places a further set of funct

quirements on the user. To use a scanning system, a switch 
user must be able to [5]: 

�x Make a choice fr
�x Watch/listen and wait until the choice is 

by the scanning box or advance through choices until 
they arrive at the choice. 
Activate a switch to select

ucc ssful switch use involves issues such as 
iable movement, anxiety control, and cognition [2, 5, 11].
How the switch system is configured can significantl
fect performance. For example, the choice of scanning 

method demands different abilities [1] which individual users 
may have to varying degrees.  

The design of the gri
rformance. Decisions must be made as to the grid layout, 

item size, shape, colour, spacing, presentation and so on [5, 
11]. 

In
itch design choices can impact on the accessibility of Pong. 

st accessible design philosophies place the user a
ntre of  development. The choice of switch is determined by 

the functional limitations of the user and can impact on the 
consequent usability of the game. So, there are a number of 
important considerations which must be made in determining 
an appropriate control scheme for the game of Pong. 

For example, a standard Pong player requires re
nction of sensing size, form and contour using both eyes for 

objects close to the eye. If  an eyelash switch were used it may 
interfere with the user•s view of the playing area and the ball 
and paddle. This in turn could reduce the user•s effectiveness 
in assessing the relative position of the ball in space in relation 
to the paddle. Similar considerations for other switch locations 
for which, for example, the user may have to turn their head 
away from the screen. 

Maybe most import
ss complex grid traversals, the accumulation of scan delays 

amounts to a slow selection process [1]. This must be 
accounted for when setting the speed of the ball, as the ball 
should not move so fast as to reach the paddle line quicker 
than the time it takes to make the required number of paddle 
moves.  

Also, 
other element to the screen layout of the game. While the 

game is playing the switch user is forced to change their focus 
from the path of the ball to the selection grid while making a 

paddle move. Again this introduces another layer of 
complexity and both the speed of the ball and the design of the 
selection grid should  account for this. 

The presentation of items in  the selectio
portant area in which switch access can be facilitated. The 

larger the item size the easier the item is to target and select. 
However, this increases the size of the grid which in turn 
encroaches onto the space allowed for the playing area. By 
reducing the size of the playing area it can leave the ball with 
a shorter path to travel. This might leave the user with less 
time to move the paddles to the required positions. 

Scan methods (i.e. how the item is selected) also
rformance. Nisbet and Poon [11] outlines the functional 

demands that different scan methods (such as Autoscan  and 
Userscan [3]) place on the user. Some of these may be in 
conflict with the requirements of Pong. 

For example, in Autoscan the 
tomatically between items. This places the onus on the user 

to wait until the required grid item is highlighted. Pong also 
requires the user focus attention on the playing area and its 
constituent objects at the same time. Thus, the user is required 
to shift  attention between the grid and the playing area and at 
the same time carry out the multiple tasks of controlling grid 
selection and the Pong paddle. Switch users may not have 
sufficient capacity to carry out multiple tasks simultaneously 
or to divide attention between differently sited stimuli. These 
difficulties may  result in increased stress and anxiety on the 
part of the user. 

Another conse
ers of games is that there may not be correlation between 

the direction of grid traversal and the direction of the paddle. 
It is an added burden on the player to control a paddle moving 
up and down in  a vertical plane through grid selection 
involving left to right traversal in the horizontal plane. This 
involves complex control and coordination of counter intuitive 
voluntary movements. Grid traversal and paddle movement 
should be similar in so far as is possible. 

Following on from these issues the nex
number of possible solutions for making Pong more 

accessible to single switch users. 

f the considerations discussed
ctions we now propose a number set-ups for single switch 

controlled Pong. There are three different configurations, two 
of which use a selection grid which appears in a separate 
window to the actual Pong game, and one of which uses a 
selection grid which integrated into the game itself. 

A screenshot of the first proposed configuration is
ure 3. In this scenario the Pong window is positioned above 

a smaller window which contains the selection grid for switch 
control. Here the selection grid has only two options ¨ to 
move the paddle left or to move the paddle right. When a user 
selects either one of these options the paddle would move a 
pre-determined amount in the appropriate direction. This 
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configuration would use an Autoscan-based scan method in
which the arrows are continuallyhighlighted one after another
allowing the player make repeated selections. 

Figure 5: Accessible Pong configuration 1 

he obvious concern over this configuration is that it would
ta

d proposed configuration a third choice is
ad

vantage of this proposal over the previous offering is
th

T
ke an unacceptable amount of time for the user to

successfully move the paddle as they must make repeated 
choices. This difficulty  inspires the second proposed
configuration.

In the secon
ded to the selection grid used by the player. This time the

selection grid offers choices to go left, go right and stop, as 
shown in figure 4. In this configuration the left and right
choices are alternately highlighted until the user makes a
selection. However, this time once a selection is made the
paddle moves continuously in that direction.  While the paddle
is moving the selection grid changes to only offer the stop
option, which when selected stops the paddle. At this point the
selection grid reverts to alternately offering the left and right
choices.

The ad
at it will allow the player move the paddle more fluently,

making the game more playable. However, there is still the
difficulty  that the player must shift their attention between the
selection grid window and the game window. The final
proposed configuration addresses this problem.

Figure 6: Accessible Pong configuration 2 

The final proposed configuration does not use a selection
grid in a separate window, but rather integrates the selection
grid into the play area itself. This configuration is illustrated
in figure 5. This time two options are initially  offered to the
player by right and left arrows which flash alternately at either 
side of the paddle (shown in figure 5(a) and 5(b)). Once the
player selects a direction the paddle moves continuously in
that direction until the player chooses the newly offered stop 
option (figure 5(c)) which stops the paddle.

This configuration has the advantages that movement
selection should be relatively fast and that the player•s
attention does not need to shift  between two different
windows. However, the major drawback is that the selection
mechanism has to be built directly into the game. Ongoing
work is exploring a number ideas to solve this problem. For 
example, it is proposed that a game could offer an 
accessibility layer which would allow external programs
overlay graphics onto the game window to facilitate accessible
control, assuming that the game exposed enough information
to allow sensible positioning of the control graphics. This
would allow games be built without major consideration for 
accessible control, while allowing any number of accessible 
control schemes be built onto the game after release. 
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 (a) (b)

(c)
Figure 7: Accessible Pong configuration 3 

VII . CONCLUSIONS& FUTURE WORK

In this paper we have reviewed some of the issues
surrounding single switch access to computer games,
particularly focusing on how the game Pong would be
implemented for single switch users. It is clear from the above 
that switch access is a complex issue with considerations 
arising both for the design of the switch control and the design
of games themselves. We have proposed a set of 
configurations for switch control of Pong that attempt to
address these. It is clear from this initial review that very
flexible designs are required.

Within the domain of switch access there are many other
variations and considerations, for example set-ups for younger
players, multi-switch configurations and different selection
grid layouts and these form the basis of our plan for future
work. As is accepted best practice[10] it is also intended to 
perform an extensive set of tests of the proposed
configurations with switch users. 
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ABSTRACT

Computer games are very important for learning, 
teaching and entertainment. Therefore they are one of 
the most challenging applications concerning 
accessibility, and usability for people with disabilities. 
Equal access is especially critical in the context of 
playing together and in groups. This paper describes 
the different kinds of disabilities. It will  show the state 
of the art in games accessibility research and 
development, the relations to software accessibility and 
techniques and methods which could be applied to 
make games accessible. Tools and guidelines for the 
support of game developers will  also be part of this 
paper. Mainstreaming accessibility efforts will  be 
discussed as the challenge of future development. 

INTRODUCTION

Computer games have become an important part in 
child and youth culture, but they are also played by 
adults. To give people with disabilities the chance to 
have access to games should be seen as an important 
issue for better inclusion and participation. Due to this 
access by assistive technologies (e.g. screen readers, 
alternative in/output devices) should be supported by 
games and new methods and tools for the game design 
and development should support better access for all. 

Types of Disabilities 

Disabilities (or impairments) in terms of different 
requirements towards accessibility support are 
classified in four main categories:

|isual Impairments 
Visual impairments covers blindness, low vision and 
colour blindness. They ask for flexibility  in terms of 
screen output adjustments, keyboard access to the 

interface and in addition speech/sound output. 

Auditory Impairments 
Auditory impairments cover deafness and hard of 
hearing. Problems in language understanding and usage 
might also as a consequence of hearing problems. 
Alternative access to audio information, easy to 
understand information and reduced complexity are 
key elements for accessibility of this group. 

Mobility Impairments 
Mobility impairments cover paralysis (disordered 
muscle control), neurological disorders (problems 
transmitting impulses to muscles), repetitive stress 
injury (result of repeating motions over a long period 
of time), lack of mobility (e.g. by arthritis) and lack of 
steadiness (gradual loss of muscle tone). They ask for 
support of alternative input techniques (e.g. non-mouse 
based interaction) and for possibilities to adjust timing 
settings.

Cognitive Disabilities 
Cognitive disabilities cover the main topics memory 
loss, attention deficit disorder and dyslexia (learning 
disability). The range of cognitive disabilities is wide, 
but most of the symptoms attend to the three mentioned 
impairments. In a similar way like for auditory 
disabilities reduced complexity and an easy to 
understand style of language use are important. 

ACCESSIBILITY

Games accessibility should be seen as a follow up 
activity to areas like software1, hardware2 or web 
accessibility3. Besides basic similarities game 
accessibility must take specific differences into 
account.
Computer Access 

Assistive technologies enable people with disabilities 

1 http://www-306.ibm.com/able/guidelines/ 
2 http://www.tiresias.org/guidelines/ 
3 http://www.w3c.org/wai/ 
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to use a computer. They have to use specific devices or 
assistive software, or the combination of the two. A 
large variety of cases exist, depending on the 
impairment and the ability of the user. Nevertheless the 
use of assistive technologies requests that the software 
respects a certain number of accessibility rules. 

Software Accessibility 

To use special devices and/or software, in most cases it 
is necessary that applications respect a certain number 
of rules. Indeed some devices using alternative 
modalities request some specific data like alternative 
texts for graphical contents. 

But it is not enough that the application respects 
accessibility standards. In most cases the contents must 
be accessible too. For instance in the case of websites, 
the contents must comply with the Web Content 
Accessibility Guidelines, which were published by the 
Web Accessibility Initiative of the W3C. (Chisholm et 
al. 1999) 

Accessibility of Games 

Accessibility in games is a more complex problem then 
software accessibility or web accessibility. In normal 
software, the work is often highly structured and the 
work steps are quite often repeating. And in normal 
software products, there is no need to react in real time. 

Furthermore it is not enough to find a technical way to 
make a game accessible, the result must be as 
interesting and as useable as the original game. So one 
of the most important rule in the development of 
accessible games is, that an accessible game must still 
be a game. (Bierre et al. 2005; Archambault et al. 2005) 

SPECIFIC GAMES 

To handle the special needs of the impaired players, 
new ways of interacting and communicating have to be 
found. This starts with the topic of how to navigate a 
blind user thru a mace and might end with the question 
how can a person, who can not use his/her hands, 
control a car racing game. This section will  give an 
overview about computer games, who already deals 
with this topic, some of them with special assistant 
technologies, some without. 

Audiogames 

Audiogames are games, where all the (graphical) 
output is done over audio output. The main target 
group are visual impaired people. No additional 
hardware (excepting a sound card and speakers) is 
needed to play these games. 

Tactile Games 

Tactile games are games, where the inputs and/or the 
outputs are done by special tactile boards or by Braille 
displays. In (Archambault et al. 2005) is the description 
of a tactile game for blind children, called •Reader 
rabbit•s ToddlerŽ, where the children can feel the 
buttons they can press in connection to the action they 
activate.

Internet Games 

The internet is on the one hand an interesting place for 
the publishing of games, because it is platform 
independent and the game needn•t be installed, on the 
other hand the (limited) technologies of the web 
browsers and the internet makes the game development 
to a special challenge.

GAME ACCESSIBILITY 

Specific Games which are Accessible to Everybody 

The first step is to start from specific games and to 
move towards universally accessible games, games 
designed for all. (Grammenos et al. 2006) describes a 
Space Invaders game designed in that perspective. 

In the TiM project, the Blindstation was developed as a 
platform allowing to support any kind of specific 
device (Sablé and Archambault 2003). 

Mainstream Game Accessibility 

The first famous publication that waked up the 
mainstream game developers and was showing them 
that it is possible and necessity to include more users to 
the mainstream games, was a whitepaper from IGDA,
the International Games Developer Association. Inside 
IGDA is the Games Accessibility Special Interest 
Group (GA-SIG), which has published this whitepaper 
about games accessibility. (IGDA 2004) 

From the TiM project, (Archambault et al. 2005) shows 
a set of rules that are necessary to design a game •that 
worksŽ for visually impaired people. 

THE GAMES ACCESSIBILITY INITIATIVE 

The aim of the games accessibility initiative, or also 
called Active Game Accessibility (AGA) is, to give 
game developers tips, hints and tools for the 
development of accessible computer games. To reach 
this goal, two main projects are under development: the 
first project are guidelines for the development of 
accessible computer games and the second project is a 
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descriptive language for the connection of (alternative) 
input/output devices with the game engine and the 
providing of additionally inputs and outputs. 

The AGA-initiative itself is a (loose) cooperation 
between universities and companies dealing with the 
topic of (games) accessibility. 

Guidelines for the Development of Accessible 
Computer Games 

As basis for out work, there are two main research 
works in the area of guidelines for games accessibility. 
The first work is a section in the already mentioned 
IGDA whitepaper. (IGDA 2004) 

The other main work is done by the Norwegian IT 
company MediaLT. MediaLT has developed a set of 
guidelines (MediaLT 2004), which were the basis for 
further development of our guidelines. 

Our guidelines have five main categories: 
level/progression, input, graphics, sound, and 
installation and settings. 

The guidelines have, beside the rules itself, a 
categorisation in three classes of priorities: must have
(priority 1) for rules which have to be fulfille d that a 
game is accessible for a group of disabilities, should
have (priority 2) for rules which are a big help for the 
listed group and may have (priority 3) for rules which 
make the game easier to play for a group. 

Furthermore there are the four already mentioned 
groups of disabilities: visual, auditory, mobility and 
cognitive disabilities. These disabilities are allocated to 
the priorities, e.g. one rule can have priority 1 for 
visually impaired people and priority 3 for auditory 
impaired people. 

The working and publishing media for the guidelines is 
a web page. The web page was chosen to give project 
partners and interested persons the possibility to add 
ideas and comments to the rules and hints. More 
information about the development process of the 
guidelines is published at (Ossmann and Miesenberger 
2006).

The development process of a first version of the 
guidelines (GL) is nearly finished. At the moment we 
add code samples and best practice methods to help the 
game developers to fulfil  the rules of the guidelines 
easily.  

Guidelines Contents 

This section describes the five main categories of the 
guidelines and their content to give an overview. 

{evel^Progression
This aim of this section is to give the developers an 
idea about finding the right level of difficulty  that the 
game is a challenge and not being too complex or too 
simple. These goals can be reached by offering 
progression from simple to more difficult  and/or from 
beginner to advanced levels. A training mode could 
help beginners to learn how to handle the game. The 
use of simple language and not mixing up different 
languages are also as important as the providing of 
meta information to every scene/object. 

Input
This section shows the problems and there methods of 
solving these problems in the area of game inputs. The 
main issues here are allowing inputs from alternative 
controls and devices and allowing the use of several 
different input and output devices simultaneously. Also 
giving immediately feedback after every input and the 
reduction of different inputs to minimum supporting 
different kinds of handicapped gamers are important 
issues. Furthermore sensitivity and error tolerance are 
covered in this section. 

Graphics
The graphical presentation and the customisation of 
graphical output are discussed in this section and 
possible solutions are offering choices for the screen 
resolution, the size of objects and graphical details of 
the objects. The colour and contrast of all objects 
(buttons, menus, background, text ­ ) should also be 
adjustable. Moreover it should be possible to switch 
graphic elements off/on to help people with 
concentration problems. 

Sound
This section is all about sound issues and the way of 
dealing with it in games. This covers topics like 
explanations of pictures and actions, background music 
and effects that can be switched off/on. Also offer 
choices for speed, duration, voices and volume for 
different auditory information. Furthermore all audio 
information should optional displayed as 
(synchronised) subtitles. 

Installation and Settings 
The last section of the guidelines gives hints about the 
installation, the settings and the game menu. This 
covers an easy installation of the game, preferably 
without changing system files, because this can affect 
screen readers or other assistive technologies.
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Also saving settings for different kind of gamers should 
be available. 

Figure 1 shows one rule of the GL (about inline 
tutorials), the categorisation in the priorities and a 
comment given to this rule. The guidelines can be 
found at gameaccess.medialt.no/guide.php .

Descriptive Language 

The Descriptive Language (DL) helps the game 
developers during the game design process to fulfil  
parts of the rules of the game development guidelines. 
The DL connects (alternative) input/output devices 
with the game engine with the possibility to use several 
input devices simultaneously and present the game 
output on several output devices. This means that, as 
example, the game player can decide if  he/she wants to 
have all graphical objects presented on screen, 
described over speaker or be on both output devices.

Additionally covers the DL the option for an extensive 
configuration of the game, so that the game can be 
customised to the special needs of a (disabled) person. 
This configuration ranges from game speed to the 
number of opponents to many other game options, 
depending on the kind of game. The DL should not 
only be used to develop new, accessible games, it also 
should help to make games, already being published, 
accessible.

First Prototype 
The research and development of the DL is at the 
beginning of a longer research process. At the moment, 
a first prototype of the DL was included in a simple 
game (an open source implementation of TicTacToe). 
The process to include the DL into TicTacToe to make 
the game accessible was divided in three parts of 
extending and adapting the input behaviour, the output 
behaviour and the game configuration. These steps are 

required to provide the support of different I/O-Devices 
and the simultaneously use of these devices. 

After this preparation of the game, the DL itself was 
integrated in the game. The language defines all needed 
inputs (in the test case the four directions and hit) and 
the devices, which can be used for this inputs. The 
devices and there facilities (e.g. definition of a joystick: 
two axis and two buttons) are defined in an external 
device definition file and just being included where it 
will  be needed. Furthermore it defines the output 
devices, which can be used with the option to set 
properties for the devices like the font size on screen or 
the loudness for the speakers. 

The DL is written in XML-Schema and the output of 
this schema is a XML-file which makes the mapping 
between the game engine and the input/output devices 
and covers the game configuration. 

The aim is to have a collection of different schemas for 
the different kinds of computer games in combination 
with the different kinds of disabilities. The following 
code sample shows parts of the XML-file of the first 
test case (TicTacToe) 

<Inputs>
  <Hit> 
    <Keyboard> 
      <kbr_enter/> 
      <H/> 
    </Keyboard> 
    <Mouse/> 
    <Joystick> 
      <js_butt1/> 
    </Joystick> 
  </Hit> 
…

Description of the code sample: The •HitŽ operation in 
the game can be done with the keys •Enter• and •h• on 
the keyboard, with the mouse or with •button 1• on the 

Fig. 1. Screenshot of the Guideline Tool 
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joystick. From this it follows that the game must 
support keyboard, mouse and joystick. 

A special topic and one of the next steps of the 
development of the DL is the game menu at the 
beginning of the game and during the game. On the one 
hand accessible computer games need a lot of 
customisation to fulfil  all the special needs for the 
different kinds of persons; on the other hand, 
configuration must be easy and simple, so that it can be 
handled by everyone. 

The future aims are different tools to generate the DL 
by selecting the kind of game and the group of disabled 
people for which this game should be accessible and 
generate parts of the game source code out of the DL. 

CONCLUSION

It will  not be possible to make every computer game 
accessible to all people. But in the last years a lot of 
projects and initiatives started. Games accessibility has 
become a serious issue for game developers (e.g. 
IGDA). Now it is the time to move from the individual 
developed accessible games to the mainstream. 
Automatic tools will  help the game designers by the 
development to fulfil  guidelines and rules so that the 
games will  be accessible for as many people as 
possible.

Nevertheless research for new methods of getting 
input, navigating in the game and representing the 
output (on different devices) not ended yet. And 
accessible computer games muss still be games so that 
children and adults enjoy playing them. 
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Abstract

The educational software has tremendous value 
especially for helping to nurture children}s 
intelligence. It is about time the educational 
technology looks into what have been offered by 
another increasing technology ? the computer games. 
]e present the significance of visual?spatial 
intelligence among children, especially in the domain 
of teaching and learning, which underpins the 
computer games technology. ]e relate the connection 
between children intelligence and the usage of 
educational games. Additionally, this paper will 
explore the potential impact of computer games on 
children that will embrace their visual?spatial 
intelligence and how these will affect the design and 
development of children educational software. 

1. Introduction 

In today world, technology has taken over many of 
primitive tasks that were values in former times. Our 
society has been transformed due to speed in 
mathematical computation, electronic communication, 
and the availability of information, which all achieved 
through technology. The emerging elements of 
computer culture have captured human attention in all 
aspects of lives, ironically, computers are changing the 
way we learn, communicate and collaborate. For 
children, computers have become their toys and many 
believe that children are very passionate and motivated 
when it comes to computer technology.  

The benefits of introducing computer technologies 
allow the exploration of new concepts and ideas and 
schools have become one of the learning institutions to 
integrate technologies in teaching and learning. In this 
paper, we, as the educator would highly recommend 
that the children must have frequent access to 
advanced multimedia technologies.  

Our starting point is that learning is shaped based 
on relationships between teacher and student, and the 
relationship between learning and memory. Memory is 
the link based on learning and retaining information, 
together with the cognitive process of applying what 
you have learned. Cognitive is defined as the mental 
process of knowing, while memory is defined as the 
mental of retaining and recalling past experiences.  

Somehow, people often think of intelligence as 
quickness of thought or propensity for flashes of 
insight. But, the main key ingredient of intelligence 
may be the ability to juggle lots of possibilities in the 
mind. And all these, depends on the brain's systems for 
holding and processing words, object, or ideas in 
memory (to be precise, working memory).  

In this paper, we will  relate the connection between 
children intelligence and the usage of educational 
games. To be precise, we will  look upon the used of 
computer games by children that will  embrace their 
visual-spatial intelligence and how these will  affect the 
design and development of children educational 
software.

How can by playing computer games encourages 
visual-spatial ability among children, and more 
importantly, how can they value and enhance this 
ability in order to build children's self-esteem and 
engagement towards learning? How can computer 
games act as teaching and learning tools? How can 
computer game helps children in understanding 
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relationships and recognizing underlying concepts that 
are closely related to problem solving and conceptual 
skills required for knowledge such as science and 
mathematic? 

2. Multiple intelligence 

In general, human intelligence can be described as 
the ability of an individual to acquire knowledge and 
apply the knowledge in the environment which they 
evolved. Studies have shown that general intelligence 
can be passed down at least 50 percent heritable from 
generation to generation ([2][6]. However, human 
intelligence changes since the emergence of 
environmental, globalization and technological 
migration factors in modern society. A great 
importance has been placed on human ability and 
intelligence to allow human to function in modern 
society.

One of the theories underlying constructivist 
learning theories is Multiple Intelligences by Howard 
Gardner [7]. In his theory of Multiple Intelligences, he 
discussed the role of intelligence in learning and 
learning is shaped by innate intelligences. Since his 
original listing of intelligences in 1983, Gardner and 
his colleagues has added up three particular 
possibilities of intelligences to concluded additional 
intelligences to the list of the original seven 
intelligences. These intelligences are logical-
mathematical, linguistic, musical, spatial, bodily-
kinesthetic, interpersonal, intrapersonal and with 
additional intelligences, naturalist, spiritual and 
existential intelligence. He explains these intelligences 
can be adapt and adopt especially for educators in 
appreciating, recognizing, and nurturing the diversity 
of intelligences among children.  

According to Gardner's theory, IQ test and 
traditional academic tasks cannot judge student's 
ability to learn. This theory support doing group work 
on multimedia products and assigning students group 
roles based on their type of intelligence. One of the 
intelligences that will  be discussed in this paper is 
spatial intelligence or visual-spatial intelligence. It 
means the ability to perceive the world visually and 
can recreate things after seeing them. Taking into 
consideration, the definition of spatial, according to 
Gardner, involves the potential to recognize and use 
the patterns of wide space and more confined areas. 

3. Visual-spatial intelligence 

One of the important skills to used to get 
information from the environment and integrate them 

with other senses is visual information processing. It is 
done with incorporating integrated information with 
past experiences, motivation and the new information 
in order to understand the meaning of the situation. It 
is very important especially when we are learning, 
remembering things, having good hand-eye 
coordination and integrating visual information with 
thing we do in life such as driving, listening to the 
music and others.  

Visual information processing can be broken into 
three components which are visual-spatial skills, visual 
analysis skills and visual integration skills. This paper 
will  only look into visual-spatial ability. But the main 
point is, these skills work together and always build 
upon each other to help human in their lives.  

Visual-spatial ability is about the way an individual 
perceived objects and relatively reporting the 
information and its relationship with environment 
surrounding them. This ability is very important 
especially for children who are still beyond their still-
developing abilities. In their early years, children with 
high visual-spatial intelligence, think in pictures and 
images. They perceived the environment as a whole 
and store the information in a non-sequential way. This 
will  make their internal imagery becomes more 
creative and imaginative.  

Spatial awareness ability gives the children skills in 
drawing pictures, doing puzzles, mazes, and any tasks 
that requires fine-motor manipulation. Furthermore, 
spatial ability involves the manipulation of information 
presented in a visual, diagrammatic of symbolic form 
in contrast to verbal, language-based modality. In 
additional to imaginary, spatial representations also 
include diagrams, drawings, maps and models. 

4. Visual-spatial learners in children 

People who learn and think in images have one 
filing system of pictures in their brains that symbolize 
words and information. People who think this way 
learns more holistically compare to those who are 
linear or auditory sequential processing (steps-by-steps 
fashion). Visual props such as graphic, paper and 
crayon, computers, mnemonic method, cartoons and 
much more, can enhance the educational experience 
for every learner either they are visual-spatial or 
auditory-sequential.  

But, visual-spatial learner got most of the 
advantages and they learn by observation. They have 
good memory skills in remembering what they see 
because they have excellent 'right-hemispheric' brain 
talent that produce skills in art, geometry, multiple 
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dimension thinkers, music, creativity, design, creation 
and invention.  

Since we need thinkers who are creative, 
imaginative and diversify in any areas, we should 
concentrate on the young ones. The children are our 
next generation leaders and one of the ways to mole 
and design a good leader is to create the future leaders 
starting from their young age. Skills such as visual-
spatial skills are born together with the child but we 
can also teach these skills to the children. 

4.1. Teaching visual-spatial skills to children 

Mitchell and Burton [10] argue that the use of toys 
may afford opportunities for children to exploit and 
develop their spatial skills. The foundation for science 
and mathematics is built through play and the use of 
toys can develop visual-spatial ability for children to 
exploit their visual-spatial skills [12]. The importance 
of playing in facilitating the development of high 
achievement in these fields cannot be underestimated. 
Various experiences should be planned to provide 
opportunities for the development of each of these 
skills. Others claim that suitable experiences such as 
playing Lego or puzzles, painting and drawing, and 
mapping activities can provide opportunities for 
enhancing and expressing spatial ability [3]. 

Children are natural pattern finders. Therefore, they 
are ideally suited to the types of experiences in gifted 
programs and activities. Activities such as playing 
construction toys, taking note combining words and 
drawing images, reading using phonics and 
mnemonics, using visual props (crayon, clay and 
cartoon) and also using technology (computer and 
early keyboarding), can help the children to gained 
visual-spatial ability. Others, such as, brain-pop or 
brainstorm activities, drawing to illustrate a story, 
designing Web pages, presentation or create brochures 
(layout design), electronic field trip, computer-aided 
design or using digital imaging program, can also be 
done as teaching and learning materials in schools. In 
summary, activities that are more on pictures and 
images are the most suitable activities to teach and 
enhance visual-spatial intelligence among children.  

Technology is here to stay. Multimedia opens the 
world of learning to children in a way that is amazing 
to watch. In multimedia, space includes the area 
occupied by the elements that make up the multimedia 
product, as well as the space that surrounds the 
product, such as on Web open-environments. It is the 
openness and the potential for navigation in many 
directions that allows user movement to expand 
beyond linear, hierarchical structure of traditional 
media. Other examples of spatially-oriented activities 

are playing electronic games or computer simulation 
games [5]. 

5. Computer games 

Firstly, we would like to define the meaning of 
electronic games. Electronic games are games that are 
played using consoles (arcade games, Sony's 
PlayStation, Microsoft's XBox or Nintendo's 
GameCube), handheld devices (mobile phone, Sony's 
PSP, Nintendo's GameBoy) and computers. In this 
paper, the term computer games refer to games that 
been played using personal computer.  

Everything we do is spatial. So do computer games. 
Playing computer games, including any other console 
games (also know as video games) is a complex 
activity involving all sorts of variables that are 
underlying in the game design itself. For years, 
educators and education game-developers are looking 
for ways to increase learner productivity beyond 
schools and workplace. According to Dr. James Paul 
Gee [8], a professor of Curriculum and Instruction, the 
game developer and educators are trying to engage the 
students to learn something that is difficult  and takes a 
lot of commitment, and these problems can be solved 
only with good learning tools, such as games. 

Perhaps, one of the biggest challenges facing 
educators today is to engage students in an active 
learning environment. Educators need to explore new 
and exciting ways of engaging students in the course 
content. Additionally, electronic games encourage 
communication by facilitating cooperation. How can 
electronic games (including computer games, video 
games, and console games) be the tools that can make 
the learners learn and produce a good way of thinking 
in problem solving and decision making. 

Visual-spatial ability can be taught by observation 
people. Children approach the computer by 
observation how adult way and act with computer, 
manipulate the mouse, clicking the icons or selecting 
the undo features just by watching [13]. For many 
years, children enjoy the 'A-Ha¬' moments of 
discovery, invention and problem solving. These 
moments usually occurred especially when watching 
adult playing computer games. In certain instances, 
computer games can reinforce concepts and inspire 
curiosity among children. Computer games are also a 
great way to engage the players in way that suit their 
various learning styles and intelligences. When using 
computer games, it is worth considering which 
learning styles and multiple intelligences they used. 
But, what kind of games (genre) that are suitable to 
increase visual-spatial ability among children? 
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