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Abstract— Creep damage constitutive equations based in continuum damage mechanics are characterized by their complexity due to the coupled form of the multi-damage state variables over a wide range of stresses. Thus, the determination of the material constants involved in these equations requires the application of an optimization technique. A new objective function was designed where the errors between the predicted and experimental normalized deformation and lifetime were used in conjunction of the minimal nonlinear least square method from Matlab. Its use is simpler, more compact, and less uncertain and is able to obtain an accurate solution for a sample material (0.5Cr 0.5Mo 0.25V ferritic steel) at the range of 560-590°C. The specific experimental data, the material constants, and all the factors needed are provided as a comparison with the existent investigation of this material. Future works should aim at to further establish the reliability and user-friendliness of the method.
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I. INTRODUCTION

Ferritic steel alloys are extensive utilized for a welded steam pipes in the assembly of power plant components operating under a critical conditions where the creep deformation and possible failure are significant in the design factors requirements such as strain histories, damage field evolution and lifetimes. Continuum damage mechanics describes the creep behavior using physically based creep damage constitutive equations [1, 2]. These equations are developing into more elaborated because new state variables are introduced to describe more accurately the deformation and the damage mechanisms [3, 4]. The accurate determination of the material constants involve in constitutive equations utilizing the experimental data for a range of temperatures and stresses is a challenging and difficult task according to [5, 6].

In the past decades many researchers have investigated this issue, and commonly optimization procedure are utilized to determinate the constants, by applying the minimal least square method to an objective function which compute the errors of simulated and experimental data. Methods were developed for the creep damage [1, 4], and viscoplasticity model [7, 8]. The optimization routines of these approaches need a set of careful chosen starting values in order to achieve global convergence. To solve this problem Lin & Yang [6], and Li, Lin, & Yao [5] developed a global optimization method for superplasticy and creep damage, respectively, using genetic algorithms, which do not need a good starting value for a correct convergence, whereas, the difficulty to implement the objective function is increased considerably, moreover, a higher understanding of complex program code routines are needed.

Gong, Hyde, Sun, & Hyde [7] developed a simple optimization program for determining the material parameters in the Chaboche unified viscoplasticiy model, using Matlab. In this case the optimization routine seeks for the global minimum of the difference between the square sum of the predicted and experimental stresses. Runa-Kutta-Felhberd algorithm was used to solve the ODE’s of the model, and the Matlab optimization toolbox function, ‘lsqnonlin’ which implement the Levenberg-Marquardt algorithm for each iteration step, was used to solve the nonlinear least square optimization.

Kowalewsky, Hayhurst, & Dyson [2] generated a satisfactory three-stage procedure to estimate the initial estimation of the material constants of the constitutive equations for an aluminum alloy. This equations can be related to the different parts of the creep curve, then, working out them, it can be found a good enough first guess. Later on, a general optimization process is used to estimate the final values. Similarly, Mustata & Hayhurst [1] developed a methodology for a 0.5Cr 0.5Mo 0.25V ferritic steel. The objective function utilized for the optimization is separated in three parts. First, the strain estimated and compared with the experimental, separating, each stage of the curve with a scaling factor, second, a time term with amplification factor, and third, a penalty function with the minimum strain rates. This objective function is significantly complex, the values of the several scaling factors are not given, resulting in uncertainty in its generic application. Furthermore, both approaches utilized a NAG numerical library in FORTRAN to implement the optimization routine, which is not as easily available as Matlab.

This paper reports the determination of the material constants for a set of creep damage constituitive equations, a similar approach of [7] for the viscoplasticiy model. It is featured by the design of new objective function where both the differences of creep strain and the time between experimental and prediction are normalized including a weighting function.
II. OBJECTIVES

The main objective of this paper is to develop a general optimization procedure, using Matlab, to calibrate the material constants of the CDM-based creep constitutive equations for 0.5Cr 0.5Mo 0.25V ferritic steel. The program developed has to be able to reproduce the behavior of the creep mechanics of this material operating at high temperatures.

III. CONSTITUTIVE EQUATIONS

The hardening and softening mechanisms and the initiation and growth damage of the ferritic steel alloy are expressed by CDM-based constitutive equations. The uniaxial from proposed by Dyson, Hayhurst, & Lin [9] for a constant temperature is given by the following set of equations:

\[
\frac{d\varepsilon}{dt} = \text{Asinh} \left( \frac{\sigma B(1 - h)}{(1 - \Phi)^2} \right) \tag{1}
\]

\[
\frac{dh}{dt} = \frac{1 - \Phi}{3(1 - \Phi^2)} \tag{2}
\]

\[
\frac{d\Phi}{dt} = K_c \tag{3}
\]

\[
\frac{d\sigma}{dt} = -C \frac{dc}{dt} \tag{4}
\]

where the state variables represents, \( \Phi \), the coarsening of the carbide precipitates, the variable changes from zero to one, \( \sigma \), the intergranular creep constrained cavitation damage, and also varies from zero (no damage state) to \( \omega_f \) (failure), and, \( H \), the strain hardening effect, in the beginning, it is zero and increases to a boundary value \( H^* \) at steady-state creep. \( A, B, C, h, H^* \) and \( K_c \) are material constants to be calibrated with the optimization method, \( \varepsilon \) is the deformation, and \( \sigma \) is the stress applied to the material. The material constant can be related to difference stages of the creep curve [3]: 1) \( h \) and \( H^* \) describe the primary stage, where is produced the hardening process, 2) \( A \) and \( B \) model the secondary stage, strain rate remains almost constant, 3) \( C \) and \( K_c \) describe the last stage of the curve, where are localized the damage mechanisms.

IV. OPTIMIZATION METHOD

The identification of a material constants in the CDM-based creep constitutive equations is a reverse process based on experimental data. A nonlinear least square optimization procedure is adopted. The primary aim is to find the value for the material constants which produce a global minimum of an objective function which basically simulate the difference between the predicted and experimental deformation under different stress levels at the same temperature.

\[
f(b) = \sum_{i=1}^{n} \left[ \sum_{j=1}^{m} \left( \varepsilon_{ij}^{\text{pred}} - \varepsilon_{ij}^{\text{exp}} \right)^2 \right] \tag{5}
\]

where \( b \in \mathbb{R}^n \); \( LB \leq b \leq UB \) where \( f(b) \) is the basic objective function, \( b \) is the optimization variable set (a vector of n-dimensional space, \( \mathbb{R}^n \)), which for this specific case are material constants on the CDM-based creep constitutive equations, \( b = [A, B, H^*, h, K_c, C] \). \( LB \) and \( UB \) are the lower and upper boundaries of \( b \) allowed during the calibration, \( \varepsilon_{ij}^{\text{pred}} \) and \( \varepsilon_{ij}^{\text{exp}} \) are the model predicted total strain and the experimental measured strain, respectively, at a specific time \( j \) within the loop of maxim \( n \), \( i \) is the specific curve used in the optimization for \( m \) number curves with different stress levels.

During the calibration of the boundary constraints has been noticed that for the material at 560ºC the upper boundary for the constant \( A \), has to be fixed on 1.00e-9 h\(^{-1}\) for an accurate solution. For the other parameters, it was left a range of variance around them. The values can be seen in the Table 1.

A. Numerical Techniques

The prediction of the creep deformation at specific temperature and stress can be achieved by integrating the set of ODE's for a set of identify material constant vector \( b \). From the set (1) to (4) a first order non-linear system with four differential equations with four variables \( x = [\Phi, \sigma, H, \varepsilon]^T \) can be identified. Solving the ODE’s system by a numerical method such as Runge Kutta-Fehleberg algorithm can be estimated the creep damage characteristics (deformation, lifetime, and rupture strain). The Runge-Kutta-Fehleberg algorithm uses a pair of Runge-Kutta methods to obtain both the computed solution and an estimate of the truncation error [10]. Matlab has a command named as ‘ode45’ which implement this algorithm directly, it is needed only to specify a range time, initial values for the variables, and a tolerance for the solution [11].

The nonlinear least square optimization algorithm applied here was used satisfactorily by Gong, Hyde, Sun, & Hyde [7], the Levenberg-Marquadt which in Matlab is implemented in the ‘lsqnonlin’ command. This function ask for a vector valued function as input:

\[
f(b)=[f_1(b) \ f_2(b) \ldots \ldots \ f_n(b)] \tag{6}
\]

where \( b \) is a vector of the unknown values to be estimated, and \( f_n(b) \) are the vectors of the objective function [11]. The output of this command can be represented mathematically as the following nonlinear least square equation:

\[
\min_{b} ||f(b)||^2 = \min_{b} [f_1(b)^2 + f_2(b)^2 + \ldots + f_n(b)^2] \tag{7}
\]

where the variables represent the same as in the previous equation.

B. Experimental Data

Experimental data of the uniaxial creep curves from [1] were digitized and shown in Fig.1, and Fig.2 schematically, and numerically in the Table 2, and Table 3. A lack of data is observed from the experimental tests, thus extra points were interpolated for a curve fitting purpose, which were also shown in the Figures and Tables. The new data is represented as dots, and clearly, it can be seen that, specially, for the 85 MPa curve of the material at 560 ºC the rebuilt is needed because the data in the primary and tertiary stage is insufficient.

The experimental lifetimes for the material at 560 ºC are 91000, 51900, 31111 hours, for 85, 100, 110 MPa, respectively [1]. For the 590 ºC are unknown, thus, they were estimated from the curves being 5100, 2700, 1400 hours, for 100, 110, 120 MPa, respectively.

The new objective function introduced in this paper to be minimized for the nonlinear least square optimization, is a slightly different to (5), a term to involve lifetime has been introduced following the approach utilized by Kowalewsky, Hayhurst, & Dyson [3], conversely, and it is squared to be part of the least square process. When the predicted range time is longer than the equivalent experimental, some of the simulated data cannot be involved, thus, this term compensates these errors. Furthermore, the strain error is normalized by the failure deformation, therefore, the amplification factor in the time term will have a value in the order of 0 to 1, and due to the normalization, and both terms have the same scale. The value of the weight depends on the level of sensitivity of the creep deformation or lifetime in regard to the parameters to be estimated. When the time and strain have the same relevancy for the optimization, the factor is equal to 1, and when is 0 only the strain errors are accounted. The new function can be expressed as:

\[
F_c(b) = \frac{1}{m} \sum_{i=1}^{m} \left[ \sum_{j=1}^{n} \left( \frac{\varepsilon^i(b)_j^{pred} - \varepsilon^i(b)_j^{exp}}{e_i^{exp}} \right)^2 \right] + \frac{1}{w_i} \left( \frac{t^i(b)_i^{pred} - t^i(b)_i^{exp}}{t_i^{exp}} \right)^2 
\]

where the new terms are: \(F_c(b)\) , the new objective function, \(w_i\), a scaling factor for each curve \(i\), \(t^i(b)_i^{pred}\) and \(t^i(b)_i^{exp}\) denote predicted and experimental lifetime for a specific time and curve, respectively, and \(e_i^{exp}\) represents the rupture deformation for a specific stress curve. The second term in the expression is only invoked, when \(t_i^{pred}\) is larger than \(t_i^{exp}\). This approach allows to work with values of the same scale, almost guaranteeing an equal contribution in the least square process of each term, and the calibration of the \(w\) can be obtained.

C. Initial Guess

How was said in the introduction and according to Kowalewsky, Hayhurst, & Dyson [3] and Mustata & Hayhurst [1] to be successful in the determination of the material constants, it is critical to start with acceptable values for the combined integration/optimization process.

The constants \(A\) and \(B\) are calculated integrating (1), and applying a linear least square optimization to the variation of the minimum strain rate and the stress. \(H^*\) and \(h\) are estimated by applying a nonlinear curve fitting for the primary part of the curve. \(C\) is calculated by averaging the value of the failure strain, integrating (4) and knowing that \(\alpha_y=1/3\). Finally, \(K\) is obtained by applying a similar process to the general optimization, but in this case only is allowed to vary to the \(K_c\) parameter, keeping the remainders constants [3].

The results obtained for the initial values of the constants for 560ºC are demonstrated on the Table 4. For 590ºC, the only modification in the constants, is \(C=2.88\), obtained only accounting the stresses 100, 110, and 120 MPa. Also in the Fig.3, and Fig.4 is illustrated the predicted creep curves using these values for the material constants.

The initial guess for the first case clearly shows a good approximation, whereas, for the second case the approximation diverge considerably from the experimental curve that is due to the initial estimation process is only accurate for a specific temperature. Despite of this divergence in the solution, it will keep the initial values for the optimization process with the intention to check the usefulness of the program to predict the creep mechanic behavior, for different operating temperatures.

D. General Objective Function

The new objective function introduced in this paper to be minimized for the nonlinear least square optimization, is a slightly different to (5), a term to involve lifetime has been introduced following the approach utilized by Kowalewsky, Hayhurst, & Dyson [3], conversely, and it is squared to be part of the least square process. When the predicted range time is longer than the equivalent experimental, some of the simulated data cannot be involved, thus, this term compensates these errors. Furthermore, the strain error is normalized by the failure deformation, therefore, the amplification factor in the time term will have a value in the order of 0 to 1, and due to the normalization, and both terms have the same scale. The value of the weight depends on the level of sensitivity of the creep deformation or lifetime in regard to the parameters to be estimated. When the time and strain have the same relevancy for the optimization, the factor is equal to 1, and when is 0 only the strain errors are accounted. The new function can be expressed as:

\[
F_c(b) = \frac{1}{m} \sum_{i=1}^{m} \left[ \sum_{j=1}^{n} \left( \frac{\varepsilon^i(b)_j^{pred} - \varepsilon^i(b)_j^{exp}}{e_i^{exp}} \right)^2 \right] + \frac{1}{w_i} \left( \frac{t^i(b)_i^{pred} - t^i(b)_i^{exp}}{t_i^{exp}} \right)^2 
\]

where the new terms are: \(F_c(b)\) , the new objective function, \(w_i\), a scaling factor for each curve \(i\), \(t^i(b)_i^{pred}\) and \(t^i(b)_i^{exp}\) denote predicted and experimental lifetime for a specific time and curve, respectively, and \(e_i^{exp}\) represents the rupture deformation for a specific stress curve. The second term in the expression is only invoked, when \(t_i^{pred}\) is larger than \(t_i^{exp}\). This approach allows to work with values of the same scale, almost guaranteeing an equal contribution in the least square process of each term, and the calibration of the \(w\) can be obtained.
straightforward by using a loop to calculate the optimization purpose for $w = [0.1, 0.2, \ldots, 1]$. Table 2. Real experimental data (shaded cells) and new digitized data for curve fitting purpose of material at $350^\circ C$

<table>
<thead>
<tr>
<th>time (hours)</th>
<th>$\varepsilon$ (%)</th>
<th>time (hours)</th>
<th>$\varepsilon$ (%)</th>
<th>time (hours)</th>
<th>$\varepsilon$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000</td>
<td>0</td>
<td>0.000</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>200</td>
<td>0.016</td>
<td>180</td>
<td>0.007</td>
<td>270</td>
<td>0.013</td>
</tr>
<tr>
<td>500</td>
<td>0.089</td>
<td>400</td>
<td>0.017</td>
<td>700</td>
<td>0.076</td>
</tr>
<tr>
<td>800</td>
<td>0.111</td>
<td>950</td>
<td>0.043</td>
<td>1000</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Table 3. Real experimental data (shaded cells) and new digitized data for curve fitting purpose of material at $350^\circ C$

<table>
<thead>
<tr>
<th>time (hours)</th>
<th>$\varepsilon$ (%)</th>
<th>time (hours)</th>
<th>$\varepsilon$ (%)</th>
<th>time (hours)</th>
<th>$\varepsilon$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000</td>
<td>0</td>
<td>0.000</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>200</td>
<td>0.016</td>
<td>180</td>
<td>0.007</td>
<td>270</td>
<td>0.013</td>
</tr>
<tr>
<td>500</td>
<td>0.089</td>
<td>400</td>
<td>0.017</td>
<td>700</td>
<td>0.076</td>
</tr>
<tr>
<td>800</td>
<td>0.111</td>
<td>950</td>
<td>0.043</td>
<td>1000</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Figure 3. Predicted deformation using the initial estimated values of the material constants for the material at $560^\circ C$

<table>
<thead>
<tr>
<th>Initial guess ($b_0$)</th>
<th>Material at $560^\circ C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A ($h^2$)</td>
<td>1.00E-09</td>
</tr>
<tr>
<td>B (MPa$^{-1}$)</td>
<td>1.10E-01</td>
</tr>
<tr>
<td>H* (-)</td>
<td>4.26E-01</td>
</tr>
<tr>
<td>h (MPa)</td>
<td>5.05E+04</td>
</tr>
<tr>
<td>K, (h$^2$)</td>
<td>6.86E-06</td>
</tr>
<tr>
<td>C (-)</td>
<td>4.311</td>
</tr>
</tbody>
</table>

E. Program Development

The program developed in Matlab to obtain the parameters which give the best curve fitting can be divided in four stages.
First step is to digitize the experimental data and calculate the \( b_0 \), following procedure described in the sections 4.B and 4.C. Second, the initial conditions are set up, initial values of the state variables \( x_0 \), the tolerances for the optimization solution, and the boundary constraints for the parameters to be optimized. Continuously, it is started a for loop which is utilized to calibrate the value of the time factor \( w_i \), it is decided the number of \( w \) tried, \( N \), and the variance on the amplification value , \( \Delta \), which will vary between 0–1, depending on the different importance of the lifetime in the optimization in each curve. Third, the ‘lsqnonlin’ iteration process is started, calling the command ‘ode45’, which is used to integrate the ODE’s of the constitutive equations (1)-(4), and predict the strain for each \( b_k \), where \( k \) is the specific iteration solution. The simulating range time \( \text{tsim} \) is specified in the initial condition. The value of \( b \) and \( F_{\varepsilon}(b) \) are obtained and a conditional step comparing with the tolerance says if the optimized solution is achieved. The variable tolerance is identify as \( \lambda_1 \) and function tolerance as \( \lambda_2 \). Finally, a set of \( b_p \) are obtained for the different values of the lifetime factor. The best fitting is achieved by finding the minimal of: normalized residual, error approximation of lifetime, and minimum strain rate, if the experimental values are available. All this process is illustrated at the optimization flow chart at the Fig. 5.

### V. RESULTS

#### A. Ferritic Stainless Steel

The results achieved are demonstrated at the Fig. 6 and Fig. 7, for the material at 560°C and 590°C, respectively. The best values for the lifetime factors are \( w = [1,1,1] \) and \( w = [0.12, 0.12, 1] \) for the temperatures of 560°C and 590°C, respectively. Matlab does not confirm if a global optimum solution has been accomplished but the high accuracy observed in the creep curve behavior, makes think it does, whereas, with the modification of the initial values a slightly difference in the solution is observed.

The values of the optimized constants for both creep curves are illustrated at Table 5. It can be identify a high difference in the values, specially, for the constants \( A \), and \( C \), which are quadruple and double for the material at 590°C. That confirms the severe dependency on the material constants value in order to represent accurately the creep mechanical behavior.

#### B. Comparison with Mustata & Hayhurst Solution

In order to a further validation a comparison with the solution obtained for Mustata & Hayhurst [1] for the same material and conditions has been done.
It is generated Table 6, and Table 7, which, demonstrates the percentage of error approximation between the predicted and experimental lifetimes and minimum strain rate of both approaches. In respect of the prognostic for the material at 560°C of the minimum rates the error of [1] is nearly 12%, a 5% better, whereas, the error of the lifetime forecasted by this project is a 0.5% better. For the material at 590°C, experimental data for the minimum strain rate is not available, thus, only the error approximation of lifetimes is compared. The average error for this report approach is under 2%, whereas, the other authors approach gives over 6% which is more than the triple of error.

Table 6. Error approximations for lifetimes and minimum creep strain rates for the estimated set of constitutive for material at 560°C

<table>
<thead>
<tr>
<th>Stress (Mpa)</th>
<th>ε_min (%)</th>
<th>Lifetime (%)</th>
<th>ε_min (%)</th>
<th>Lifetime (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>3.72</td>
<td>0.13</td>
<td>11.21</td>
<td>0.74</td>
</tr>
<tr>
<td>100</td>
<td>16.29</td>
<td>6.54</td>
<td>17.53</td>
<td>6.01</td>
</tr>
<tr>
<td>110</td>
<td>14.99</td>
<td>2.34</td>
<td>12.64</td>
<td>0.61</td>
</tr>
<tr>
<td>% Average</td>
<td>11.67</td>
<td>3.00</td>
<td>13.79</td>
<td>2.45</td>
</tr>
</tbody>
</table>

Table 7. Error approximations for lifetimes for the estimated set of constitutive parameters for material at 590°C

<table>
<thead>
<tr>
<th>T(590°C)</th>
<th>Mustata &amp; Hayhurst</th>
<th>This project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress (Mpa)</td>
<td>Lifetime (%)</td>
<td>Stress (Mpa)</td>
</tr>
<tr>
<td>100</td>
<td>6.47</td>
<td>1.43</td>
</tr>
<tr>
<td>110</td>
<td>8.23</td>
<td>2.66</td>
</tr>
<tr>
<td>120</td>
<td>4.76</td>
<td>0.68</td>
</tr>
<tr>
<td>% Average</td>
<td>6.49</td>
<td>1.59</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORKS

To conclude, it can be said that the main objective of this project has been achieved. The optimization program optimizes the material constants for the ferritic steel in the operating temperatures required, and the creep damage mechanical behavior is reproduced with high accuracy.

The objective function is simpler, more compact, less uncertain and at least as accurate as the past papers presented. However, it must say that the accuracy in the results is dependable in the new digitized points for curve fitting purpose. The initial values has been demonstrated to be a key for obtain accurate solution, however, it was showed for the material at 590°C, that, even without a perfect first guesses the program gives an desirable output.

Future works are required to demonstrate the robustness, reliability and usefulness of the optimization program. Regarding to the program implementation, an upgrade of the Matlab code with the aim to be more user friendly is an expect target.
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