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Abstract

Research concerning administrator effects and the wider field of experimenter expectancy
effects (Rosenthal, 1976) has established the theory that the hypotheses and knowledge
held by an experimenter can unconsciously influence their results. Therefore, in a novel use
of a photographic line-up from an actual police investigation, this research aims to explore
the impact of administrator effects without the memory component of a recalled event.
Previous research in this area has used a traditional memory paradigm to test administrator
effects, however this has clouded the issue of whether the witness is being influenced by
the administrator or is actually remembering the event. This research removes the memory
component and therefore concentrates on the expectancy effect of the administrator.

In order to further the understanding of administrator effects, this research examines
whether there is an aspect of interpersonal behaviour which predisposes some individuals
to be more susceptible to inferences from others, or predisposes some to be more likely to
influence individuals than others. In order to do this the Fundamental Interpersonal
Relations Orientation: Behaviour (FIRO-B) instrument is utilised to examine the
interpersonal relationship behaviour of the administrator and the participant. This research
also identifies the cues emitted by the administrator by audio-recording the interaction
between the administrator and the participant.

Using an experimental design, which manipulated the knowledge of the location of the
target, five hundred and twenty six participants were asked to identify the person
responsible for the Lockerbie bombing. Line-up administrators, who were either informed of
the location of the suspect, informed of the location of an alternative suspect, or
uninformed of the location of the suspect, presented the participants with the photographic
line-up of twelve men, one of which is believed to be the person responsible for the
Lockerbie bombing. Participants were asked to pick the person they thought was the
suspect from the line-up, they then completed the FIRO-B questionnaire.

Analysis of the frequency of identifications suggests the presence of an experimenter
expectancy effect. A chi-square goodness of fit test indicates that significantly more
participants identified the target suspect when the administrator was informed of the
location of the target, than when the administrator was uninformed. Analysis of the FIRO-B
data found that target identifiers in the informed condition reported significantly higher
received control scores than non-identifiers from an informed condition matched
comparison group. Target identifiers also reported significantly higher social interactivity
and received inclusion scores than non-identifiers.

Analysis of the FIRO-B data from the line-up administrators found subtle differences in the
FIRO-B scores of the administrators achieving a high number of target identifications
compared to administrators achieving a low number of target identifications. In particular,
administrators achieving a high number of target identifications reported higher levels of



expressed control and lower levels of received control than administrators achieving a low
number of target identifications. Analysis of the transcripts of the line-ups indicate that
administrators in the informed condition interacted with their participants for longer, and
exhibited more verbal cues. Administrators who obtained a target identification also spoke
to their participants for longer. Those administrators who spoke to their participants for
longer reported higher levels of expressed control and lower levels of received control.

The results of this study point to an experimenter expectancy effect. Beyond that though
there appears to be an aspect of interpersonal behaviour that may be responsible for a
predisposition to influence or to be influenced. This thesis, in line with previous research
advocates the use of ‘double-blind’ line-up procedures in order to eradicate the possibility
of an administrator effect. However, it also highlights the importance of considering the
social interaction between the experimenter and the participant that is at the heart of social
psychology research with human participants. In particular, the damning effect on the
results of research conducted by an experimenter who assumes the dominant role in a
social interaction, with a participant who assumes the submissive role.
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Chapter 1: The Interpersonal Nature of the Social Psychology Experiment -
The Role of the Experimenter

1.1. A brief history of the experimenter expectancy effect

Research concerning experimenter expectancy effects has a long history in Psychology,
indeed the effect has been established in a number of social psychology studies. The term
was coined by Robert Rosenthal following the research conducted by Rosenthal and
colleagues during the 1950’s and 1960’s. It describes how the hypotheses of the researcher,
through their unintentional behaviour towards their participants, may cause their
hypotheses to be confirmed. However, the observation that the experimenter can have an
effect on their data far precedes the establishment of the discipline of Psychology. Indeed,
Sir Francis Bacon writing in the year 1620 highlighted the impartiality of the observer. He
also predicted phenomena that are now recognised by cognitive psychologists as biased
assimilation, selective attention, and confirmation bias (Risinger, Saks, Thompson, &
Rosenthal, 2002). Whilst, nearly two hundred years ago astronomers observing stellar
transit times, found that different times were being recorded by different individuals. As
individuals used the same methods to measure these times, the difference it was realised
must reside with the individuals making the observations (Saks, Risinger, Rosenthal,

Thompson, 2003).

During the early years of the 20" Century the idea that the experimenter can affect their
results was slowly seeping into researcher’s consciousness. However, whilst researchers
were reaching these conclusions separately, there had yet to be a concerted effort to
combine the efforts of the separate researchers into one theory. One of these researchers
Pfungst (1911) drew attention to observer effects by debunking the mystery of Clever Hans,
the horse said to be able to solve arithmetic problems. Pfungst observed that rather than
being a mathematical genius, Clever Hans was instead responding to the inadvertent cues
exhibited by the questioners. Research in the 1920’s (Roethlisberger & Dickson, 1939)
attempting to study the productivity of workers under different conditions, was also an
early example of the experimental procedure having a direct effect on the participants. In
what became known as the Hawthorne effect it was found that receiving special treatment
as part of the experimental procedure was the cause of the increased productivity, rather

than the improvements made to the working conditions. Although the methodology of the



original experiment was subsequently criticised, the Hawthorne effect, as the knowledge
that the experimental procedure can have unforeseen effects on the participants, has

survived.

By the 1930’s a young researcher (Rosenzweig, 1933) published what is now considered a
seminal paper on the possible sources of error in the psychological experiment (Rosenthal &
Rosnow, 1991). Firstly, he argued that the experimenter’s attitude towards the participant
and the participant’s attitude towards the experiment can be a source of error. Secondly,
twenty years before Orne would describe the ‘good subject’ effect, Rosenzweig cautioned
that the motivations of the subject may lead to bias in the experiment. Finally, Rosenzweig
argued that the characteristics of the experimenter and their verbal and non-verbal

behaviours may affect the responses of the participants.

However, it was not until the 1960’s that researchers began to take serious notice of
experimenter effects. In the intervening years a vast body of research has accumulated in
the fields of physical, biological, and behavioural science where experimenter effects have
been noted. From the physical sciences there are numerous examples of scientists failing to
see phenomena that do exist, for example Newton and the absorption lines in the prismatic
solar spectrum. And further examples of scientists observing phenomena that do not exist,
for example Rene Blondlot’s N-rays. It is now widely accepted that the human being is not
an objective observer, but rather that, their views, wishes and knowledge have an impact on
the data they report. As Rosenthal and Rubin (1978) succinctly note, the experimenter

expectancy effect can be described as:

“the tendency for experimenters to obtain results they expect, not simply because
they have correctly anticipated nature’s response but rather because they have
helped to shape that response through their expectations” (p. 377).

1.2. The nature of experimenter effects

Experimenter effects can be divided into two groups, firstly where the experimenter does
not influence the subject’s behaviour, and secondly, where the experimenter does influence
the subject’s behaviour. Rosnow and Rosenthal (1997) term these two groups as non-

interactional bias and interactional bias respectively.



1.2.1. Non-interactional bias

In the first group, non-interactional bias, there are three types of experimenter effect to
consider; observer effects, interpreter effects, and intentional effects. In the first group the
experimenter is an observer and the effect in this group manifests itself as an error of
observation, perhaps an overestimation or underestimation of some phenomenon. An
example of observation error was found in research conducted in 1940. Berkson, Magath,
and Hurn found that laboratory technicians counting blood cells only reported sample

counts that were accurate 15-34% of the time.

The second type of non-interactional experimenter effect; the interpreter effect, involves an
error when interpreting data. As the interpretation of data can be subjective it is harder to
define an interpretative error than it is an observer error. It is also suggested that
interpreter errors are less significant than observer effects (Rosenthal & Rosnow, 1991).
Other researchers have the opportunity to re-interpret the data once it is in the public
realm, however, it is impossible to return to the actual experiment and observe the subject
again. The third experimenter effect; the intentional effect involves falsifying data in order
to support hypotheses. Whilst research has suggested that undergraduate students may be
susceptible to falsifying data in order to obtain the desired results (Weinstein, 1979), there
are also examples of eminent scientists who have falsified their research (Rosenthal &

Rosnow, 1991).

Non-interactional observer effects have also been found where the expectation of the
observer has been manipulated. Two groups of identical planaria (freshwater flatworms)
were observed for how many head turns and body contractions they made. In the first
condition the observers were told that they should expect a high number of head turns and
contractions. In the second condition the same observers were told to expect a low number
of head turns and contractions. The observers identified twice as many head turns and three
times as many body contractions in the first condition, when they were expecting a high

number (Cordaro & Ison, 1963).

Recently attention has turned to the possibility of observer and interpreter effects within
the forensic sciences. Indeed it is suggested that a number of factors can pervade the

consciousness of the forensic scientist and lead to bias. Firstly, it is suggested that if an



examiner assumes the role of working for the prosecution, their perceptions of the evidence
before them will be affected by their need to aid the prosecution’s case. Indeed, it is
suggested that individuals who fail to retain their impartiality may be motivated to bias their

results in favour of the prosecution’s case.

In what has been termed an “adversarial allegiance” (Murrie, Boccaccini, Turner, Meeks,
Woods, & Tussey, 2009, p. 19), Murrie, Boccaccini, Guarnera, and Rufino (2013) suggest that
it is not only forensic scientists who are susceptible to the biasing effects of working for the
prosecution. Indeed, they argue that forensic psychologists and psychiatrists, when
employed as expert witnesses, are susceptible to the same bias. Field studies of actual civil-
commitment trials have found that experts scored their clients on a measure differently
according to whether they were employed by the prosecution or the defence. Furthermore,
the direction of the scores favoured the case of the employer, either the prosecution or
defence. This has been found even with the Psychopathy Checklist-Revised (PCL-R) (Hare,
2003), which consistently demonstrates very strong inter-rater agreement (Murrie,

Boccaccini, Johnson, & Janke, 2008; Murrie et al., 2009).

In addition to assuming a role for the prosecution, forensic examiners can also be
susceptible to contextual effects. As Risinger et al., (2002) point out, often, samples sent to
the examiner are accompanied by extraneous information about the case. This may include
the investigators hypothesis that they have caught the culprit and just need the examiner to
confirm their hypothesis. Or the investigator may provide the examiner with details of other
evidence they have collected (Giannelli, Weatherhead, & Weatherhead, 2010). In such
circumstances the presence of this extraneous information may inadvertently effect the

judgements made by the examiner.

Notwithstanding the comprehension of the general population that DNA analysis is free
from bias and interpretation, it is necessary in some cases for analysts to provide some
interpretation of the data. For example when the DNA sample is degraded, when there is a
small quantity, or when there is a mixture of DNA from two or more individuals, it is
necessary for the analyst to interpret the data and provide some judgement. In these cases
it is suggested that the interpretation of the evidentiary DNA sample may be influenced by

the analysts knowledge of the suspects DNA profile. Furthermore, it is argued that



information about the suspect, or details about the investigation can become known to the
scientist, including whether eyewitness identifications of the suspect have been made, or
whether the suspect has confessed to the crime, and the possible motives of the suspect for
committing the crime (Krane et al., 2008). The authors stress that knowledge of the suspects
DNA profile and knowledge of the case can result in confirmatory bias, thereby calling into

guestion the reliability of the analysis.

Fingerprint comparison is also a subjective judgement on the part of the analyst. Although
automated fingerprint identification systems search databases and find comparable
samples, the actual matching of a latent fingerprint from a crime scene, to a suspect’s
fingerprints is conducted by an expert. Real-life examples of mistakes by multiple forensic
experts suggest that subsequent experts may be susceptible to confirmation and context
bias if they know that the previous analyst has matched the latent print to the suspect (Dror
& Cole, 2010). Therefore, if an examiner assumes the role of working for the prosecution,
and knows that the police have who they believe to be the suspect in custody they may be
susceptible to confirmation bias. Whereby evidence confirming the hypothesis is accepted

and disconfirming evidence is rejected.
1.2.2. Interactional bias

In this instance it is the second group, the interactional bias group, where the experimenter
directly influences the response or behaviour of the participant, in which we are particularly
interested. In moving to study this group we also move from the physical and biological
sciences to the behavioural sciences to consider the expectations of the experimenter. The
effect of a person’s expectations on another person’s behaviour, the “self-fulfilling
prophecy” was aptly labelled by the sociologist Merton (1948). His theory proposes that a
person’s expectations and predictions about another person’s behaviour will cause the
person to act in the predicted or expected way. Although the ‘self-fulfilling prophecy’ term
was coined by Merton in the 1940’s the concept had already been utilised in a clinical
setting by the 1890’s (Rosenthal, 1976). Since this time research concerning self-fulfilling
prophecy has been conducted in a wide variety of experiments, including, reaction time,
psychophysics, animal learning, verbal conditioning, personality assessment, person

perception, learning, and ability (Valentine, 1992). Whilst much of this research purported



to show experimenter expectancy effects, as Rosenthal (1976) points out, the methodology
of some of these studies may have shown the effect of confounding variables not the
experimenter’s expectancy. In response to this, studies by Rosenthal and colleagues have
adopted a methodology more suited to measure the experimenter expectancy effect,
whereby the variables of the experiment are kept constant and only the experimenter’s

expectancy is manipulated.
1.3. Evidence for the experimenter expectancy effect

The self-fulfilling prophecy theory can be seen in action in the Pygmalion experiments
(Rosenthal & Jacobson, 1992), where teachers expected certain students to bloom
academically those students did indeed bloom academically. In these now famous
experiments, children of an American elementary school were given an IQ test. The teachers
at the school were led to believe that the test would predict academic growth. Twenty
percent of the students were randomly selected into the academic growth condition, the
teachers were then informed which of their students had scored highly on the test and
therefore were expected to bloom academically. When the children were tested with the
same 1Q test eight months later; those who had been indicated as academic bloomers had
scored higher on the IQ test than those in the control group. This effect however, was first
documented with animal subjects. Studies with rats (Rosenthal & Fode, 1963a; Rosenthal &
Lawson, 1964), have found that those experimenters who are led to expect bright rats on a
maze or in Skinner boxes did indeed report bright rats, and those led to expect dull rats

reported dull rats.

In order to study experimenter expectancy effects under methodologically sound conditions
Rosenthal conducted a series of experiments (Rosenthal, 1966). One such experiment was
conducted by Rosenthal and Fode (1961), and then replicated by them in 1963(b). For the
first experiment ten undergraduate experimental psychology students were recruited as
experimenters. Each experimenter recruited between 18 to 24 participants, resulting in a
subject pool of 206 student participants. The experimenters were required to conduct a
person perception task by showing the participants ten photos and asking them to rate each
photo on a scale from extreme failure to extreme success. Each photo had previously been

rated as a zero, neither a success nor a failure. However, five experimenters were told that



their participants would average a -5 rating (moderate failure), whilst the other five
experimenters were told that their participants would average a +5 rating (moderate
success). Additionally, experimenters were told they would be paid $1.00 per hour, or $2.00

per hour if their results were as expected.

In order to control the variables of the experiment, experimenters were asked not to discuss
the experiment with anyone, and not to say anything to the participants other than the
instructions supplied to them. The results of the first experiment showed that the
experimenters expecting successful ratings (+5) obtained higher ratings than those
experimenters expecting failure ratings (-5). Due to the exceptional nature of these results,
and the scepticism which greeted these results from journal publishers (Rosnow &
Rosenthal, 1997), the researchers conducted a replication. In the replication, twelve
undergraduate industrial psychology students served as experimenters, who between them
recruited 86 participants. The replication followed the same procedure as the first
experiment with one important exception. In the first experiment the experimenter handed
each photo to the participant when asking them to make their ratings. However, in the
replication the photos were mounted onto cardboard and were not handled by the
experimenter. Again the results were exceptional; as in the first experiment all of those
experimenters expecting positive ratings did indeed obtain positive ratings, and those
expecting negative ratings obtained negative ratings. Therefore, even in the replication
experiment, where the researchers had strived to reduce the interaction between the

experimenter and subject, the same effects of experimenter expectancy had been found.

Reviewing these studies, Rosenthal (1976) indeed argues for the presence of an
experimenter expectancy effect: “Since the experimenters had all read from the identical
instructions, some more subtle aspects of their behaviour toward their subjects must have
served to communicate their expectations to their subjects” (p.149). Nevertheless, there are
a number of questions that were raised by this research. Firstly, Rosenthal (1976)
guestioned whether the results obtained were due to the monetary incentive provided to
the experimenters to produce the expected results. Secondly, it was noted that in one
respect the experiments were ecologically invalid, as the experimenters were only tasked
with one condition of expectancy, either success or failure. An experiment conducted by

Laszlo (cited in Rosenthal, 1976) covered these two areas. Firstly, the experimenters were



not offered an extra incentive to achieve the expected results, and secondly experimenters
conducted both success and failure rating conditions. The results of this experiment were in-
line with the previous two, when experimenters were expecting higher ratings they
obtained higher ratings. However, in contrast to the two previous experiments, there was
some overlap in Laszlo’s data, in that some of those expecting positive ratings actually
received negative ratings, and vice versa. Nonetheless, these results do appear to suggest
an experimenter expectancy effect regardless of cash incentive or a mixture of

expectancies.

The implications of the motivations of the experimenter have received further attention in
the research literature. In a study designed to measure the effect of both experimenter and
subject motivation, Rosenthal, Fode and Vikan-Kline (cited in Rosenthal, 1976), conducted
an experiment similar to those detailed above. In this instance twelve graduate students
were recruited as experimenters. They were required to conduct the photo-rating task, but
were led to expect mean ratings from their subjects of +7. The experimenters were
randomly allocated to a moderately motivated group (paid $2 per hour) or a highly
motivated group (paid S5 per hour). The subjects, of which there were 58, were also
randomly allocated into a moderately motivated group (unpaid), and a highly motivated
group (paid 50 cents for their participation). Contrary to the hypothesis of the study the
moderately motivated experimenters received the highest mean ratings and therefore the
greatest expectancy effects, with the moderately motivated subjects. Whilst the highly
motivated experimenters received the lowest mean ratings with the highly motivated

subjects.

Early research in this area has also considered the characteristics of both the experimenter
and the subject in an attempt to determine whether some experimenters are more likely to
influence their subjects, and whether some subjects are more susceptible to influence. The
biosocial attributes of the experimenter and subject, for example their gender was
considered. Recent research with rodents suggests that the gender of the experimenter
does indeed have an impact. Mogil et al., (2014, cited in “Lab mouse test results depend on
scientist's gender,”) found that lab rodents behaved differently according to the gender of
the experimenter. In this study they did not exhibit the usual signs of pain when injected

with an inflammatory agent, but only when male experimenters were present.



Nevertheless, with human subjects, contradictory research findings abound, with some
studies reporting a difference between female and male experimenters (Binder, McConnell
& Sjoholm, 1957; Sarason & Harmatz, 1965), and other studies finding no difference
(Ferguson & Buss, 1960). Rosenthal (1967) suggested that the gender of the experimenters
and the subjects are important variables to be considered in an experiment because of the
differing behaviours male and female experimenters are found to exhibit. He found that
male experimenters exhibit more friendly behaviour than female experimenters, whilst

female subjects are smiled at more often than male subjects.

When considering whether male or female experimenters are more likely to influence their
subjects a number of studies have been conducted with varying results. Rosenthal (1976)
reports two experiments using the photo rating task where male experimenters
demonstrated expectancy effects with both male and female subjects. Female
experimenters demonstrated expectancy effects with female subjects, however, with male
subjects female experimenters obtained ratings opposite to those expected. When the
experimenter gender was held constant (only male experimenters) female subjects were
more susceptible to the expectancy effect than the male subjects (Rosenthal, Persinger,
Mulry, Vikan-Kline, & Grothe, cited in Rosenthal, 1976). Research then seems to suggest
that male experimenters are more likely to influence their subjects, whilst female subjects
are more susceptible to influence. However as Rosenthal (1976) highlights, whilst some
studies have found male and female subjects to have no difference in their susceptibility to
influence, they have never found male subjects to be significantly more susceptible to

influence than female subjects.

Research conducted to test the Pygmalion hypothesis (increasing a teacher’s expectation of
a pupils performance will lead to an increase in that performance), outside of the classroom
has consistently found the Pygmalion effect with male subjects in military and industrial
settings. However, when male and female subjects are compared in a military setting, the
Pygmalion effect was found for the male subjects but for the female subjects was
dependent on the gender of the trainer. The research conducted by Dvir, Eden, and Banjo
(1995) found that when the trainer was male there were statistically significant differences
in the performance of male and female trainees in the Pygmalion condition compared to

male and female trainees in the control condition. However, when the trainer was female



there were no statistically significant differences between female trainees in the Pygmalion
condition and female trainees in the control condition.® This research in-line with the
research reviewed above suggests that females are susceptible to the Pygmalion effect, but

are not apt at delivering it.

Whilst research has considered readily assessable and stable characteristics of both the
experimenter and the subject, studies have also examined those less readily assessable
characteristics, namely psychosocial attributes, including anxiety, need for approval,
hostility, authoritarianism, intelligence, dominance, status, and warmth (Rosenthal, 1976). It
has been suggested that experimenters who exude differences in these attributes elicit
different responses from their subjects. However, in a review of seven studies of
experimenter and subject anxiety Rosenthal (1976) found that levels of anxiety in the
experimenter and subject are significantly related to expectancy effects but not in a
discernible pattern. Low, medium and high levels of anxiety in both experimenters and
subjects are found to be significantly associated with expectancy effects. The effect of the
status of the experimenter was directly tested by Vikan-Kline (cited in Rosenthal, 1976). The
experimenters, either graduate students (lower status) or faculty members (higher status),
were required to try to influence their subjects to give ratings of success or failure on the
photo-rating task. Overall the higher status experimenters were more influential than the
lower status experimenters. However, when the results were analysed in terms of
chronology, they found that lower status experimenters were more influential than higher
status experimenters with the first half of subjects. This relationship was reversed for the

second half of subjects.

In addition to the characteristics of the experimenter, the situational factors of the
experiment are also considered, for example the experimenter’s prior acquaintanceship
with the subject. Again the research in this area is not definitive. A study by Sacks (1952)
found that not only did prior contact between the experimenter and the subject increase
the subject’s performance on an IQ test, but the warmth of that contact was also important.
It is widely thought that the prior contact serves to reduce the anxiety felt by the subject,

thereby improving their performance on the task. However, further research has found

! There was no condition of female trainers training male trainees. The authors highlight the need for research
in this area.



contradictory results, Stevenson, Keen and Knights (1963) state that strangers were more
influential experimenters than those known to the subject. Rosenthal (1976) argues that it
may be the type of experiment that mediates the effect of the relationship between the
experimenter and the subject. Where the task is more onerous for the subject, such as an
intelligence task, as in the Sacks (1952) study, there may be an increase in anxiety levels,
resulting in a greater effect of prior contact. Whereas with a more simple motor task, as in
the Stevenson et al., (1963) study, there is less anxiety and therefore less of an effect of the
relationship between the experimenter and subject. When considering expectancy effects,
research has suggested that prior acquaintanceship between the experimenter and subject
leads to expectancy effects (Rosenthal, Persinger, Vikan-Kline, & Mulry, cited in Rosenthal,
1976). However, this relationship is not so straightforward when the gender of the
experimenter is taken into account. Male experimenters were more influential with
acquainted subjects, whereas female experimenters were more influential with

unacquainted subjects (Persinger cited in Rosenthal, 1976).

Further situational factors have been studied in this respect, including the experimenter’s
experience of conducting such experiments, and how the behaviour of the subject during
the experiment affects the behaviour of the experimenter. Research has firstly suggested
that participants respond differently in experiments if their experimenter is experienced in
conducting the experiment. Furthermore, it has been observed that the experimenter’s
behaviour is influenced by the responses obtained from their participants. If the first group
of participants respond in a manner consistent with the hypothesis then the experimenter
will change their behaviour to successive participants, thereby influencing those participants

to also respond in the same manner (Rosenthal, 1976).

Due to the pervasive nature of experimenter expectancy effects and the vast amount of
research that this topic has spurned from areas as diverse as education and the workplace,
Rosenthal and Rubin (1978) conducted a meta-analysis of the research conducted. The body
of the meta-analysis consisted of 345 studies of interpersonal expectancy effects conducted
in eight research areas; reaction time, inkblot tests, animal learning, laboratory interviews,
psychophysical judgments, learning and ability, person perception, and everyday situations.
The aim of the meta-analysis was to determine whether the first 345 studies were actually

measuring an experimenter expectancy effect at a greater than chance level, or whether the



345 studies constitute a biased sample. The results of the meta-analysis found that in all of
the eight research areas a much greater proportion of studies achieved statistical
significance than would be expected by chance. Furthermore, it was calculated that non-
significant results from 65,000 studies would be required to reduce the probability values to
levels of significance that would not be acceptable. Overall, analysis of probability values
and effect sizes found unwavering evidence for the presence of experimenter expectancy
effects. Indeed, a contemporary of Rosenthal, Rosenberg (1980) suggests that the meta-
analysis indicates that the expectancy effect is “replicable ... it operates over a broad range
of substantive research areas [and is] capable of contaminating research procedures of the

non-experimental as well as the experimental variety” (p. 473).
1.4. The communication of an experimenter’s expectancy

Indeed from the beginnings of research concerning experimenter effects conducted in the
laboratory and the classroom, the concept has been extended to fields as diverse as the
judicial system and the healthcare system (Rosenthal, 2003). Research has evolved from
studying the experimenter-subject and teacher-pupil relationship to also considering the
judge-juror, doctor-patient, and manager-employee relationships. Furthermore, as the
research field has expanded so has the understanding of the “covert communication” (p.
151), the means of transmitting the expectations of the experimenter to the subject. Early
research, attempting to explain how experimenters communicate their expectancies to their
subjects, involved experimenters intentionally trying to influence their subjects. It was
hoped that the cues used by experimenters would be the same overstated cues used in an
unintentional condition. In a replication of the photo-rating task described above, where the
experimenter tried to influence their subjects and observers tried to discern the
experimenters’ expectancy, it was found that observers are very accurate at discerning
experimenters’ expectancies (Rosenthal, 1976). The observers of this experiment suggested
two modes of expectancy communication, a visual-kinesic mode and an auditory-

paralinguistic mode.

Research was then conducted to try to determine the importance of these two modes of
communication (Rosenthal & Fode 1963b). A variation of the photo-rating task described

above, where the photos were mounted onto card and not handled by the experimenter



was used. Eighteen experimenters were led to expect ratings of -5 for the photos and were
randomly assigned to three experimental conditions; visual only condition, auditory only
condition, and visual and auditory condition. In the visual only condition the experimenters
handed the subjects written instructions and did not speak to them during the photo-rating
task, although they remained in view of the subject. In the auditory only condition the
experimenters read the instructions to the subjects but sat behind a screen during the
photo-rating task. In the visual and auditory cues condition the experimenters read the
instructions to the subjects and remained in their view for the photo-rating task. Rosenthal
and Fode (1963b) found differences in the expectancy effects for the three conditions.
There was no expectancy effect in the visual only condition; but there was a significant
expectancy effect in the auditory only condition. However, the visual and auditory condition
showed the most significant expectancy effect. The authors therefore conclude that
auditory cues are more important for communicating expectancy than visual cues, although
the most effective method appears to be a combination of visual-kinesic and auditory-

paralinguistic modes.

Rosenthal (2003) has furthermore demonstrated the process of experimenter expectancy
effects by three linked variables. Firstly there is the expectancy for the behaviour of the
other person (E). Secondly, there is the communication or mediating variables (M). Thirdly,
there is the response of the person for whom there are expectations (O). The link between E
and M explains the effect of the expectancy on the mediating communication variables,
whilst the link between M and O describes how the mediating communication variables
affect the outcome variable. The E-M link and the M-O link described above has been used
to explore judges expectations of guilt, how this expectation affects their instructions to
jurors and how jurors decisions about the defendants’ guilt are affected by the instructions
(Halverson, Hallahan, Hart, & Rosenthal, 1997). It is argued that in their capacity as arbiters
of criminal justice proceedings, judges may have made a decision about a defendants’ guilt
or innocence, which they then convey, through verbal or non-verbal means to the jurors.
Research concerned with the relationship between judges belief in a defendant’s guilt and
the jurors decisions of guilt or innocence (Hart, 1995) found a causal relationship between
these two factors. After hearing audio-taped testimony participants were then shown a

video-tape of a judge giving the jury instructions, the judge’s expectation of the defendant’s



guilt was manipulated. The participants who viewed the judges who had guilty expectations

were more likely to return a guilty verdict.

Halverson et al., (1997) propose that jurors may be particularly susceptible to the non-
verbal leakage of the judge’s beliefs about the defendant’s guilt for two reasons. Firstly,
being part of a jury is a novel experience for most people. In times of uncertainty as how to
act people will look to the authority figure in a situation, in this case a judge, and follow
their lead as how to behave. Secondly, if a juror is confused by the instructions given by the
judge, they will attend more to the judge’s non-verbal behaviour and take their cues from
that. Halverson et al.,, (1997) therefore devised an experiment which reduced the
complexity of the judge’s instructions, and made them more understandable. They
hypothesised that with clearer instructions jurors would attend less to the non-verbal
behaviour of the judge, and therefore be less influenced by it. The experiment was
conducted with two populations, students and adults. With the student population no
discernible biasing effect of the judge’s expectations was found, either with the clearer
instructions or the standard instructions. However, with the adult population decisions of
guilt were strongly linked to judge’s expectations of guilt with the standard instructions but

this relationship was weaker with the revised instructions.

Following the Pygmalion experiments and those that succeeded it Rosenthal and colleagues
suggested a theory of four factors to explain teacher expectancy effects (Rosenthal, 1994).
Firstly Rosenthal argues that teachers create a warmer socio-emotional climate for those
students who they have high expectations for. Secondly, he argues that teachers will give
more input and teach more material to those high expectation students. The third factor,
output, suggests that teachers will ask the high expectation students more often for
answers to questions in the classroom. Fourthly, Rosenthal suggests that teachers will give
more differentiated and personal feedback to high expectation students. The validity of the
four-factor theory proposed by Rosenthal was vindicated by a meta-analysis (Harris &
Rosenthal, 1985 and 1986) which found that the four factors which mediate the expectancy
effects are significantly related to the teacher’s expectations and the student’s
performance. Although the meta-analysis concentrates on the expectancy effects through
the teacher-pupil relationship, because the majority of the studies were conducted with this

interaction, some of the mediating behaviours may also be pertinent to other types of



interaction. Of the twelve behaviours found to associate strongly with teacher expectations,
creating a less negative climate, maintaining closer physical distances, creating a warmer
socio-emotional climate, having longer interactions, engaging in more eye contact, and

smiling more, may also relate to other expectancy interactions.

Indeed the warmer socio-emotional climate may explain why rats that were expected to
perform better in a maze or Skinner box did indeed perform better. When asked to rate
their attitudes and behaviour towards their rats, those experimenters who thought they had
‘bright’ rats rated them as more pleasant and likeable than those with ‘dull’ rats. The ‘bright’
rat experimenters also handled their rats more, and more gently, and were more pleasant
and friendly towards their rats than the ‘dull’ rat experimenters. Furthermore, the ‘bright’
rat experimenters watched their rats more closely than ‘dull’ rat experimenters. The
researchers suggest that the reinforcement provided by the extra handling and closer
observation may explain the superior performance of the rats in the maze and the Skinner

box (Rosenthal & Fode, 1963a; Rosenthal & Lawson, 1964).
1.5. Moderating experimenter expectancy effects

Despite the prevalence of experimenter expectancy effects, researchers have also identified
possible aspects which moderate the expectancy effect. Firstly it has been suggested that
initial impressions of the character of a person, that they are lazy for example, cannot then
be overcome by a subsequent expectancy (Jones, 1991). Indeed, it has been argued that
where there is greater contact between the teacher and the student, where the teacher
may have already formed an impression of that student, the Pygmalion effect is reduced
(Raudenbush, 1984). Secondly, it is suggested that experimenter expectancy effects may be
moderated because some individuals may not have the ability to understand or interpret
the cues of the experimenter, therefore rendering the expectancies obsolete (Rosnow,
Skleder, Jaeger, & Rind, 1994). It is furthermore imperative to note here that the vast
majority of people are unaware of how susceptible they are to the subtle cues advertently
or inadvertently communicated to them by other people (Wright, Carlucci, Evans, & Compo,
2010). Indeed as Wright et al., (2010) point out, people are more likely to believe that a
horse can do mental arithmetic, rather than believe that it was due to cues from the

audience or experimenter. Even in situations where an experimenter is actively trying to



influence the response of the subject, 70% of the subjects, when asked if they thought the
experimenter was trying to influence them, gave the lowest possible rating of influence

(Clark, Marshall, & Rosenthal, 2009).
1.6. Chapter summary

There has been a gradual assimilation of the knowledge that the experimenter can
inadvertently affect the results of their research. Research in this area did not begin in
earnest until Rosenthal and colleagues began studying experimenter expectancy effects in
the 1950’s and 1960’s. Since then there has been a proliferation of research in the physical,
biological and behavioural sciences as researchers have taken note of the effect they can
have on their research. A vast quantity of research has been conducted by Rosenthal and
colleagues finding support for experimenter expectancy effects with human and animal
subjects. A finding which was further validated by the results of a meta-analysis of 345
studies of experimenter expectancy effects. The effects of experimenter’s expectancies have
also moved beyond the laboratory and now permeate educational, judicial, healthcare, and
management arenas. Theories of how expectancies are communicated have also been
highlighted, and research has attempted to determine whether some people are more

susceptible to influence or whether some people are more able to influence others.



Chapter 2: The Interpersonal Nature of the Social Psychology Experiment -
The Role of the Subject

The previous chapter dealt with the effect that an experimenter’s expectancy can have on
the subject; in this chapter we turn our attention to how the subject can in turn provide
influence through their expectations. This chapter therefore aims to answer a question
proposed by Rosenthal (1976), if an experimenter communicates their expectations to the

subject “why do subjects act so as to confirm these expectations?” (p. 180).

As Orne (1962) highlights, the experimental procedure described in the previous section can
reduce the participant to a passive responder who is to be exposed to stimuli, and observed
for differences in their reactions or behaviour. Orne (1962) contends that human subjects
cannot be manipulated in the same way as stimuli in the physical sciences. Instead humans
are conscious and thinking individuals, with motivations, perceptions, and expectations of
their own to be accounted for. As Carlsmith, Ellsworth, and Aronson contend, man as the
experimenter is “imperfectly standardised...he is imperfectly calibrated” (1976, p. 280). The

same must also be said of man as the experimental subject.
2.1. The unique nature of the experimental situation

The demand characteristics of the experimental procedure were identified by Orne (1962)
at approximately the same time as Rosenthal and colleagues were investigating
experimenter expectancy effects. In essence Orne suggested that participants modified their
behaviours in-line with the cues from the experimenter as to the ‘true’ meaning of the
experiment, and what the experimenter really wanted to find from the participant. In
medical research it has long been established that patients report an alleviation of
symptoms or an aggravation of side effects when they believe they are taking a particular
medication, even if they are in the placebo condition. Subjects, whether in medical or
psychological research, therefore respond to the experimental procedure and behave as

they believe they should behave.

Orne (1962) also draws attention to the acquiescence of free will of subjects in experimental
situations, and the control that is given to experimenters. This submission to the
experimental procedure is demonstrated in an example by Orne (1962), who details an

attempt to devise a task so boring and meaningless that subjects would give up the task



after a short while. However, he reports that it could not be done; it was not possible to
devise a task so boring or meaningless that a subject would refuse to do it, or would be
discontinued quickly. In a monotonous addition task, where subjects were required to rip up
each page of work after they had completed it, subjects would still continue for several
hours without any hostility towards the experimenter. Furthermore, subjects have been
shown to place themselves in physical danger (picking up a poisonous snake or putting their

hands in nitric acid) in order to fulfil the wishes of an experimenter (Orne & Evans, 1965).

Orne (1962) argues that there is something fundamentally unique about the experimental
situation and “taking part in an experiment” (p. 777) which means people acquiesce to the
will of the experimenter without question. Orne (1962) suggests that the experimenter-
subject relationship is unequal in power, and likens it to a parent-child or doctor-patient
relationship. That fundamental unique attribute is a shared belief by the experimenter and
the subject that the experiment is important, that it will benefit science and humanity, and
that the experimental procedure is justified. Orne (1962) demonstrated the acquiescence to
the experimental method with a very simple procedure. When acquaintances were asked to
do push-ups as a ‘favour’ they generally questioned the validity of the request. However,
when another group were asked to do push-ups as part of an ‘experiment’ they did not
guestion the request and were more than happy to participate. It is suggested that this is
because of the unequal nature of the relationship between the experimenter and the
subject. The experimenter holds a position of power as they hold the knowledge of what
constitutes a correct response, whilst the participant can only guess as to how they are

supposed to act (Rosenberg, 1965).

2.2. The demand characteristics of the experimental procedure and why they are attended

to

Participants it is argued also want to play the role of the “good subject” (Orne, 1962: p.
778), with participants anxious to perform well and in accordance with the aims of the
experiment. The role of a good subject will mean different things to different subjects, for
some it may involve appearing intelligent and giving the ‘correct’ answer, to others it may
mean appearing normal or healthy (Orne, 1969). The ‘good subject’ effect was investigated

initially by Orne (1959) with experiments using hypnosis. He contended that a person’s



behaviour whilst hypnotised may be determined by how they believe a hypnotised person
should act. A group of introductory Psychology students were informed that catalepsy of the
dominant hand is a normal reaction during hypnosis. The other group of students were not
informed about catalepsy. Students from the two groups were then asked to volunteer to
be hypnotised by experimenters who were blind to the groupings of the students. Of the
nine students in the first group to be hypnotised, five demonstrated catalepsy of the
dominant hand. Out of the second group of students however, none demonstrated the
reaction. This according to Orne suggests that in an attempt to be ‘good subjects’ the
students adapted their trance behaviour to their knowledge of what is expected during the

hypnotic state.

Therefore, in order to be good subjects, participants will attempt to uncover the true
rationale for the experiment and condition their responses or behaviour to fit the
experimenter’s hypothesis. Orne (1962) suggested that there are a number of cues which he
labelled ‘demand characteristics’ that the subject will attend to which will give them insight
into the purpose of the experiment. They include rumours about the research the subject
may have heard, the information given to the subject when recruiting them, the setting of
the laboratory, and the communication during the experiment whether implicit or explicit.
The experimental procedure itself can provide cues to the subject. A repeated measures
design, where a subject is tested twice on the same measure, can lead a subject to expect
some change. However, demand characteristics may not be perceived in the same way by
all subjects. The perception will depend upon the experience and expectations of the
subject. It will also depend on the amount of time and effort invested by the subjects in the
experimental procedure, the greater the investment in the procedure the greater the

investment in the outcome of the experiment.

Orne (1962) suggests that the inherent nature of demand characteristics in human subjects
means that it is not possible to devise an experiment where these characteristics are not a
factor. As Orne highlighted in the monotonous addition task, subjects will always ascribe
some meaning to the task they have been set. In the addition task for example, participants
surmised they were part of an endurance task. Orne contends that where participants
ascribe meaning they will also ascribe a hypothesis for the experiment; therefore instead of

trying to remove demand characteristics, he instead suggests acknowledging their presence



and trying to determine the effect of the characteristics. However, determining the demand
characteristics that the subject was aware of may not be a simple task to accomplish.
Interviewing the subjects after the experiment, about what they perceived to be the aim of
the experiment is one possible way advocated by Orne (1962) to achieve this. However, he
also states that this action in itself could have demand characteristics, and a correlation
between the participant’s behaviour and their perception of the hypotheses may not

explain the causes of the behaviour.

In order to counter these problems Orne (1962) suggested a pre-experimental inquiry,
whereby participants from the same population as the experimental participants are shown
the experimental materials, and the procedure is explained to them, but they do not take
part in the experiment. They are then asked what they think the aims of the research and
the hypotheses are. The demand characteristics of the experimental condition can then be
estimated. Orne (1962) also advocates the use of simulating subjects, where a group of
participants do not take part in the experimental condition, but are asked to act as if they
have. Using his work on hypnosis to illustrate this point, Orne (1959) contends that a blind
administrator, unaware that some participants are hypnotised whilst some are only
pretending, treats the two groups the same. Moreover, experimenters have been found to
be unable to distinguish the hypnotised participants from the simulators, even when they
are highly trained hypnotists. Therefore, it can be argued that the simulators are using the
cues from the experimental situation and the experimenter’s behaviour to act how they
think a hypnotised person should act. Orne (1962) then maintains that if the simulating
group are using these cues, then the same cues may also be responsible for the behaviour in

the experimental group, not the hypnotised state.

Following Orne’s (1962) theory of an altruistic ‘good subject’, other researchers have
attempted to explain the power of the experiment and the experimenter. In particular,
Rosenberg (1969) argued that participants when faced with the experimental procedure are
apprehensive about how they will be perceived and evaluated, and therefore developed the
term ‘evaluation apprehension’. Especially in social psychology experiments, where
participants are aware that their inner psyche (intelligence, mental health, and competence)
is being evaluated, they are anxious to appear ‘normal’ to the experimenter. The subjects

therefore attempt to discern the rationale of the experiment, and then behave in a manner



which will gain them a positive evaluation from the experimenter (Rosenberg, 1980). It is
also suggested that feedback to the participants as to their performance in the experiment,
results in participants further changing their behaviour in order to secure more

complimentary feedback.

Utilising Rosenthal’s person perception task, Rosenberg (1969) empirically measured the
impact of evaluation apprehension on expectancy effects by manipulating the level of
evaluation apprehension. Firstly, Rosenberg had participants read a communication before
participating in the person perception task. In the high evaluation apprehension condition
participants read a communication which indicated a link between poor performance on the
perception task and psychological maladjustment, thereby increasing the apprehension of
the participant that if they fail the perception task they will appear maladjusted. In the low
apprehension condition the communication indicated that the task was to collect base-line
data, participants were actively discouraged from linking their performance to their
psychological attributes. The results of this experiment found that a strong expectancy
effect was found in the high apprehension condition, but no such effect was found in the

low apprehension condition.

Whilst this research seemed to suggest that the expectancies of the experimenter are more
appreciable to participants experiencing higher levels of evaluation apprehension,
Rosenberg was concerned that the experiment did not include a control condition where
the apprehension of the participants was not manipulated. Duncan, Rosenberg, and
Finkelstein (1969) therefore conducted a replication with high and low evaluation
apprehension conditions, and a control condition with no apprehension manipulation which
Rosenberg likened to the level of evaluation apprehension in Rosenthal’s experiments. The
results of this replication found a strong linear relationship between apprehension and
expectancy. In the low apprehension condition as before, no expectancy effect was
identified. The expectancy effect was identified in the control condition, therefore
supporting Rosenthal’s research, and also to a greater extent in the high apprehension
condition. Thereby providing evidence of a link between evaluation apprehension, and the

experimenter expectancy effect.



In a series of experiments which have become infamous in the chronicles of psychology,
Milgram (1974) proposed the ‘obedient participant’. Orne (1962) had already identified the
unequal balance of power between the experimenter and the subject, however, Milgram
disagreed with Orne’s argument that participants attempt to work out the rationale of the
experiment and act accordingly. Instead he suggested that the participant acts in
accordance with the demands of the experiment because they are obedient to the authority
of the experimenter. Indeed even Milgram was surprised by the level of obedience that the
participants would demonstrate on the encouragement of an experimenter (Van Avermaet,

2001).

In the initial experiment subjects were offered a financial reward to participate in a study
concerned with memory and learning. Participants were led to believe that they had been
randomly selected to be the ‘teacher’ and the other participant (actually a confederate of
the experimenter), would be the ‘learner’. The teachers were instructed to administer
electric shocks, of increasing intensity, to the learner if they gave an incorrect answer, or
failed to provide an answer to a paired association task. The electric shocks ranged from 15
volts to 450 volts. If the teacher hesitated or refused to administer an electric shock they
were prompted by the experimenter. Milgram (1974) reported that almost two thirds
(62.5%) of the participants administered the highest level of electric shock to the learner
(450 volts), and on average the maximum shock was 368 volts. Participants were therefore
willing to administer painful punishments to the learner on the encouragement of the

experimenter, even though they could hear the learner scream in pain.

Milgram (1974) conducted a number of variations of the original experiment, all of which
cemented the power of the authority of the experimenter. When the experimenter was not
in the same room as the participant and gave instructions to administer the electric shocks
over the phone, only 21% of participants gave the learner the maximum voltage shock.
Furthermore, when the experimenter left the room and the authority for the experiment
was passed from the experimenter to a confederate participant, some participants
physically prevented the confederate participant from administering shocks, and only 20%
of the participants administered the maximum electric shock. It would therefore appear
that as Orne contended, the scientific experimenter occupies a uniquely privileged position

which invokes unparalleled levels of obedience.



As with many aspects of human behaviour, it is difficult to find a definitive and absolute
cause of such behaviour. As with many of the explanations of behaviour it is often true that
it may be a combination of theories which provide the best explanations. It may be so with
the cause of experimenter expectancy effects. It may be that the theory of altruism
purported by Orne, or evaluation apprehension argued by Rosenberg, or obedience to
authority suggested by Milgram all have a place in explaining the behaviour of participants
during the experimental procedure (Rosnow & Rosenthal, 1997). Indeed, the above
proposition was validated in a study conducted by Aiken and Rosnow (as cited in Rosenthal
& Rosnow, 1975). College students were asked to rate how similar differently motivated
behaviours are to being a subject in a psychology experiment. There were two altruistically
motivated behaviours ‘give anonymously to charity’ and ‘work free as a lab assistant.” Two
evaluation apprehension motivated behaviours ‘taking a final exam’ and ‘being interviewed
for a job.” And two obedience to authority motivated behaviours ‘obeying a no smoking

sign’ and ‘not arguing with the professor.’

Using Multidimensional scaling the researchers created a visual map of the psychological
differences between the motivated behaviours. The map revealed that the college students
rated the altruistically motivated behaviours as closest to being a subject in a psychology
experiment, thereby providing evidence for Orne’s ‘good subject’ effect. However, this does
not mean that the other two theories should be discounted. Indeed, the evaluation
apprehension and obedience to authority motivated behaviours were also associated with
being a subject in an experiment. It would therefore appear then that subjects attend to the
demand characteristics of an experiment, because they want to be a good subject, they are
anxious at how they will be evaluated, and are obedient to the authority of the

experimenter.

Regardless of the reasons for attending to demand characteristics, Rosenthal and Rosnow
(1991) suggest that there are three mediatory steps which determine whether subjects
comply with them. The first step they propose is receptivity, whether the subject is
receptive to the expectations of the experimenter. They suggest that there are two
possibilities; subjects are either receptive or non-receptive. Non-receptive subjects at this
stage demonstrate non-compliant behaviour to the demand characteristics, they did not

understand the demand characteristics therefore they could not comply with them.



Receptive subjects then move to step two, motivation. It is argued that subjects are either
acquiescent to the demand characteristics, non-acquiescent to them, or counter-
acquiescent to them. At this stage non-acquiescent subjects are non-compliant to the
demand characteristics, they are not motivated by the demand characteristics therefore
they could not comply with them. Acquiescent and counter-acquiescent subjects then move
to the final step, capability. Subjects are either capable of acting on their motivation or they
are not. Both acquiescent and counter-acquiescent subjects who are incapable of acting on
their motivation are non-compliant to the demand characteristics. They could not act
acquiescent or counter-acquiescent to the demand characteristics therefore they could not
comply with them. Counter-acquiescent subjects who are capable of acting on their
motivation demonstrate counter-complaint behaviour; that is they behave in an opposite
manner to the demand characteristics. Acquiescent subjects who are also capable of acting
on their motivation demonstrate compliant behaviour; they cooperate with the demand
characteristics. It is therefore suggested that demand characteristics can only affect the
subject’s behaviour when the subjects are receptive to them, are motivated towards or

against them, and are capable of acting on their motivation.

2.3. Chapter summary

Research has attempted to explain why subjects in experiments behave so as to validate the
experimenters’ hypothesis. It is suggested that subjects attune to the demand
characteristics of the experiment to determine the aims and hypotheses of the experiment.
A number of reasons to explain this have been postulated. Orne (1962) suggests that
subjects attend to the demand characteristics because they wish to be a good subject,
Rosenberg (1969) suggests that it is because they are apprehensive of being negatively
evaluated, and Milgram (1974) suggests that it is because subjects are obedient to the
authority of the experimenter. Regardless of why subjects attend to the demand
characteristics of the experiment it is argued that they must be receptive to them,
motivated by them, and capable of acting on them, for demand characteristics to be a factor

in an experiment.

From the review of the literature in the first two chapters it is clear that the social

psychology experiment is indeed a social interaction between the experimenter and the



subject. As such, the interpersonal behaviour, personality, beliefs, knowledge and a
seemingly endless list of factors of both the experimenter and the subject all become
variables in the experiment. The social psychology experiment is therefore particularly

susceptible to bias from both the experimenter and the subject (Carlsmith et al., 1976).



Chapter 3: Experimenter Expectancy Effects in Eyewitness Identification
Procedures

In Chapter 3 we move from examining the role of the experimenter and the subject in the
social psychology experiment, to considering a specific area of research; the effect of
experimenter expectancy and demand characteristics in eyewitness identification

procedures.

3.1. The empirical evidence of bias in eyewitness identification procedures

Before the police line-up became a common feature of the criminal justice system,
eyewitness identification consisted of show-ups and courtroom identifications. The aim of
instituting the line-up procedure was to protect innocent suspects; in order to do this the
construction of the line-up must be fair and unbiased towards the suspect. For the line-up
to be fair the original rules for conducting a line-up, derived from case-law, stated that the
suspect should not stand out to the witness. Therefore a number of fillers who physically
resemble the suspect and each other were required. The specific number of fillers needed
or the specificities of the resemblance were not mandated, and different law enforcement

agencies developed their own standards (Malpass, Tredoux, & McQuiston-Surrett, 2006).

In Chapter 1 the possibility of role bias by members of the criminal justice system was
highlighted. It is clear that police officers may also be susceptible to the same bias. Police
officers are the front-line of the adversarial criminal justice system and therefore identify
their role as working for the prosecution. This bias may result in police officers conducting
biased line-ups in order to obtain an identification (Roberts, 2009). The presence of biased
eyewitness identification procedures has been accepted by members of the criminal justice

system for many years, as the quote from Supreme Court Justice William Brennan attests:

“The vagaries of eyewitness identification are well-known... A major factor
contributing to the high incidence of miscarriage of justice from mistaken
identification has been the degree of suggestion inherent in the manner in which the
prosecution presents the suspect to witnesses for pre-trial identification...
Suggestion can be created intentionally or unintentionally in many subtle
ways.”(United States v. Wade, 1967).

Whilst eyewitness identification has always been a popular topic for experimentation by

Psychologists, the introduction of DNA technology to the criminal justice arena, highlighting



the inadequacies of such identification evidence, through the number of false
identifications, has resulted in a resurgence of interest (Wells, Small, Penrod, Malpass,
Fulero, & Brimacombe, 1998). In particular there has been a resurgence in research
focussing on the accuracy and reliability of eyewitness identifications. Utilising the research
conducted by Rosenthal and colleagues, studies have attempted to uncover the effect that

an administrator can have on an identification procedure.

In order to achieve this Wells and Luus (1990) proposed that an analogy be drawn between
a social psychology experiment and a line-up procedure. They argue that the important
aspects of an experiment have comparable elements in a line-up. For example the
experimenter is the police officer conducting the line-up, the subjects are the eyewitnesses.
The hypothesis of the experiment is that the suspect in the line-up is the perpetrator, and
that the eyewitness will identify the suspect. Therefore, as with any experiment the types of
bias discussed above, confirmation, response, and expectancy, can infiltrate the line-up
procedure. From the stand-point of a line-up as an experiment, Wells and Luus (1990)
suggest that the best practice for conducting line-ups can be empirically tested. Indeed,
there are a number of examples of studies which seek to improve the line-up procedure by

utilising the experimental framework.

Firstly, Wells and Luus (1990) state that mock witness line-ups can be used to test whether
the construction of the line-up is biased towards the person the police believe is the
suspect. In such situations the witness did not view the crime (hence the term mock
witness) but has instead read a description of the suspect (Doob & Kirshenbaum, 1973). It is
argued that if the mock witness identifies the suspect above chance level then the line-up
construction is biased towards the suspect, or the experimenter’s hypothesis of who the
suspect is has become apparent to the mock witness. The second test of witness
susceptibility to inference from the line-up administrator is called the blank line-up control
(Wells, 1984). In this type of line-up an actual eyewitness is shown a suspect absent line-up,
if the eyewitness picks a person from the line-up then they can be excluded from the line-up
containing the actual suspect, as they have been shown to be either susceptible to response

bias, or have a poor memory of the event.



The decision process of the witness has been extensively studied, and Wells (1984) has
argued that the witness undertakes one of two decision processes, an absolute judgement
or a relative judgement. In an absolute judgement the witness compares each member of
the line-up with their memory for the suspect. If no member of the line-up matches the
memory of the suspect no identification is made. In a relative judgement the witness picks
out the person that best fits their memory of the suspect relative to the other members of
the line-up. The evidence for the relative judgement model is most apparent in target-
absent line-up procedures. As the witness is comparing each line-up member to each other
rather than their memory of the suspect, they will identify the person who looks most like
the culprit even if the culprit is not in the line-up (Wells, 1984). It is argued that a number of
factors can affect the fairness of a line-up procedure by shifting the witnesses’ willingness to

make a relative judgement rather than an absolute judgement.

Using the line-up as experiment analogy and the research on experimenter expectancy
effects and demand characteristics reviewed in Chapters 1 and 2, it is clear that a line-up
procedure can be susceptible to both of these procedures. Firstly the line-up administrator,
fulfilling the role of the experimenter, knows the location of the suspect in the line-up and
may be motivated to obtain an identification if there is a belief among the law enforcement
officials that they have found the culprit. Therefore, the administrator may unconsciously
influence the witness into identifying the suspect. Secondly, the three explanations for
demand characteristics may also apply to line-up procedures. Eyewitnesses may be
susceptible to the good subject effect by identifying someone from a line-up because they
want to help the police and catch the ‘bad guy’. Furthermore, a witness may be
apprehensive that the line-up is an evaluation of their memory, and therefore want to prove
that their memory of the event is good by identifying someone from the line-up. Finally, as
line-up procedures are normally conducted by a law enforcement professional it is clear that
witnesses may be susceptible to the cues exhibited by the line-up administrator because
they are in a position of authority (Phillips, McAuliff, Kovera, & Cutler, 1999). The line-up
procedure when viewed as an interaction between the administrator and the witness is
therefore open to bias which can affect the reliability of an identification. Below the sources

of bias in a line-up procedure are discussed.



3.1.1. Instruction bias

The line-up procedure has been the subject of numerous experiments, where aspects of the
procedure have been varied. For example, in one early study the type of instruction given to
the witness and the presence or absence of the suspect in the line-up were manipulated
(Malpass & Devine, 1981). In this experiment undergraduate students viewed a staged act
of vandalism and were then asked to take part in a line-up to identify the culprit. The line-up
procedure was varied; some of the witnesses were given biased instructions; they were led
to believe the culprit was in the line-up, and they did not have the option not to make an
identification. The other witnesses were given unbiased instructions; they were told the
culprit may be in the line-up, but they were also given the option of not identifying anyone
from the line-up. Furthermore, in half of the line-ups the suspect was present; in the other
half the suspect was absent. The results of this study indicate that the instructions given to
witnesses are extremely important. Those witnesses given biased instructions were more
likely to choose a suspect from the line-up, even when it was a suspect absent line-up.

Therefore, the biased witnesses were more likely to make false identifications.

The study conducted by Malpass and Devine (1981) has been criticised for lacking ecological
validity. Cutler and Penrod (1995) suggest that the biased instructions do not represent the
instructions that would be given by police officers in the real world. Therefore, Cutler,
Penrod, and Martens (1987a) devised an experiment using more subtle suggestions. Student
eyewitnesses again viewed a staged crime, this time a videotape of a liquor store robbery,
and again half of the eyewitnesses received bias instructions before viewing the line-up.
However, in this experiment the biased instructions did not indicate that the suspect was in
the line-up, they were told to pick the person they believed was the suspect. The other half
of the witnesses were given unbiased instructions, and therefore given the option to not
make a choice from the line-up. Even with more subtle biasing instructions this experiment
found comparable results to Malpass and Devine (1981), those eyewitnesses who received

biasing instructions were more likely to make a false identification from a target absent line-

up.

This research and more in the same vein (Cutler, Penrod, & Martens, 1987b; Cutler, Penrod,

O’Rourke, & Martens, 1986; O’Rourke, Penrod, Cutler, 