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Abstract

The biosynthesis of magnetite is the earliest known examplef biomineralisation; how-
ever, much of the detailed atomistic mechanisms by which therocess occurs are unknown.
Within the bacterial strain Magnetospirillum magneticum AMB-1, the formation of mag-
netite nanoparticles is thought to occur under the in uence of the Mms6 protein. The
C{terminal of this protein is highly acidic, containing den se carboxyl and hydroxyl groups,
and exhibits direct interaction with the magnetite surface. In this thesis, a novel atomistic
model of Mms6-driven magnetite formation was developed andhe interactions of amino
acids, dipeptide, tetrapeptide and pentapeptide sequencg related to the C-terminus of
Mms6, with the f 100y and f 111g magnetite surfaces (bothin vacu and solvated) have been
investigated. Each study was split into two systems; a class molecular dynamics system
and a constrained molecular dynamics system utilising the Btential of Mean Force.

Initially, the attachment of the individual amino acids to m agnetite surfaces was consid-
ered. From these results, it was established that thef 111g surface was the favoured for
surface for amino acid attachment and bonding occurred throgh octahedral iron ions,

rather than tetrahedral iron ions. Furthermore, the charged amino acids demonstrated a
higher a nity for iron binding and solvation of unconstrain ed systems diminished the iron

binding abilities of all the amino acids.

Secondly, based on a glutamate repeat motif, the attachmenof a series of di- and tetrapep-
tides to the 100y and f111g magnetite surfaces was explored. It was hypothesised that
if the negatively charged glutamate was substituted for a clarge neutral alanine, the iron
binding potential of the sequence would reduce. The resultsuggested that the substitu-
tion of glutamate for alanine signi cantly reduces the iron binding a nity of the system
on the f 100y surface, irrespective of sequence length and compositiortHowever, on the
f 111g surface, the introduction of alanine di erentially modula tes the iron binding activity
of the sequences investigated. Sequential substitution im two amino acid chain confers
inhibition of iron binding, conversely, in a four amino acid chain, iron binding a nity is
enhanced.

The nal chapter utilised pentapeptides taken from the Cterminal region, thus ensuring
the full sequence was explored. The binding behaviour of thee pentapeptides and their
related mutants, were investigated. It was found that the di erent sections behaved di er-
ently from each other, suggesting that the binding activity of the C-terminal sequence is
partly dependent on how the amino acids interact with each oher. It was theorised that
sequence mutation would decrease iron binding; however, thdata suggested that this
was not always the case and was sequence dependent. Based be tonstrained system
data, mutation of the original sequences conrmed the hypohesis for DIESA, LRDAL
and EVELR on the f10Qg surface, and for SRDIE and SDEEV on thef111g surface,
whereas, the theory was contradicted for the counterparts srfaces and for both surfaces
of ELRDA. This data also suggests that thef 111g surface was the preferred surface of at-
tachment, with the exception of LRDAL. For the unconstrained systems, the observations
di ered dependent on the data analysis technique utilised,as well as on the pentapeptide
original sequence, with none of the sequences explored fulton rming the hypothesis.
Furthermore, the presence of water in the unconstrained syems was detrimental to the
iron binding potential of the pentapeptides. The data from both the unconstrained and
constrained systems propose that, there are many factors acting the iron binding ability
other than sequence mutation, such as, surface type, iron fye and sequence dependence.
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Chapter 1

Introduction

1.1 Biomineralisation

\Biomineralisation: the study of the formation, structure and properties of inorganic solids

deposited in biological system"[1].

Biomineralisation occurs throughout the natural world, from unicellular prokaryotes to
the skeletal tissue of higher mammals, and refers to the prasses whereby organisms
deposit minerals in order to form structures such as shellsteeth and bones[2, 3]. These
processes are distinguished from abiotic mineralisationypthe control exerted over mineral
formation by the organisms. Biominerals are complex orgart{inorganic composites, where
an organic matrix component plays a signi cant role in the mineral formation. It has been
suggested that biominerals habitually have properties quie dissimilar to their inorganically
produced counterparts such as shape, size, and trace elent@hcompositions, due to their

formation under controlled conditions.

Biomineralisation processes are divided into two fundametally di erent groups, which are
classi ed according to the degree of biological control[45]. Biologically induced miner-
alisation (BIM) is a passive process whereby microbes sortoutes onto their cell surface
and/or release reactive metabolites. This subsequently &rs the saturation state of the
solution surrounding the cell surface, changing the chema equilibrium of the surrounding
environment causing BIM mineral formation. These changes an be triggered by events
such as the introduction of biologically produced metabolec end{products, the release of
particular cations by the cell, or as a by{product of cell surface charge[6]. The biological
system has minimal control over the type of minerals precipiated, the composition and
properties of the minerals formed are greatly dependent onre/ironmental conditions[7].

The biominerals formed are generally characterized by brod particle{size distribution,



poor crystallinity, lack of speci ¢ crystal morphologies and chemical heterogeneousity[8],
also appearing to have no speci c recognized functions. Inantrast, biologically controlled
mineralisation (BCM) is an active process. The organisms imolved exert an enormous
degree of control, both chemical and genetic, over all asp&c of nucleation and crystal
growth stages[9]. It is presumed this is due to the biominerks produced serving some
physiological function. Within BCM geochemical conditions independent from the bulk
solution are created by sealing o speci ¢ sites within the ¢ytoplasm or on the cell wall
from the external environment[6]. Speci c ions sequesterig by the cell occurs, these ions
are subsequently transferred into these intracellular comartments, where the concentra-
tion is increased until supersaturation (this refers to a sdution that contains more of the
dissolved material than could be dissolved by the solvent uder normal circumstances).
Biomineral nucleation site, crystal growth and morphology are actively controlled by the
organism. The biominerals that are formed are characterize by well{ordered crystals with
a relatively narrow size distribution, speci ¢ consistent morphologies and of high chemical

purity[9, 10].

The ability to form minerals within rst prokaryotes and the n eukaryotes has established
over the last 3.5 hillion years. Many of the di erent minerals known to date appeared
about 540 million years ago when living systems rst began toexert control over biomin-
eral formation[11]. There have been over sixty dierent minerals, from many di erent
phyla, identi ed so far. Whilst Table 1.1 represents the names and corresponding chemi-
cal formulae of some of these organism produced minerals, ighis by no means a complete

list as new biogenic minerals continue to be discovered.



Name

Formula

Calcite, Aragonite & Vaterite
Dolomite & Protodolomite

Hydrocerussite

Amorphous calcium carbonate

Octacalcium phosphate
Brushite
Hydroxyapatite & Francolite
Whitlockite

Struvite

Vivianite

Gypsum, Barite & Celestite
Jarosite

Pyrite

Hydrotroilite

Sphalerite & Wurtzite
Galena

Greigite

Mackinawite

Acanthite

Amorphous silica
Atacamite

Fluorite

Hieratite

Magnetite

Goethite

Lepidocrocite
Ferrihydrite

Todorokite

Birnessite

CaCO 3
(Mg xCa x)CO3 & CaMg(CO3)2
Pk3(CO3)2(0OH) 2
CaCQ H»0 or CaCOs
CaH2(POy)s
CaHPO,4 2H,0
Ca 10(PO4)6(OH) 2 & Ca10(PO4)6F2
Ca 15H2(Mg,Fe)3? (PO4) 14
Mg(NH 4)(PO4) 6H20
Fe1?(PO4), 8H,0
CaSOy 2H,0, BaSO4 & SrSOq4
KFe3® (S04)2(OH) 6
FeS;
FeS nH>0O
ZnS
PbS
FesSy
(Fe,Ni) oSg
Ag»S
SiG nH,0
Cu,CI(OH) 3
CaF»
K »SiFg
Fez04
-FeOOH
-FeOOH
5Fe,03 9H,0
(Mn * 2CaMg)Mn}* 07 H,0
NasMn 14027 9H,0

Adapted from Weiner and Dove 2003[11].

Table 1.1: Names and chemical compositions of biominerals produced by BCM and BIM processes.



It has been identi ed that approximately 50% of known biomin erals are calcium{bearing
minerals[5], with the calcium carbonate biogenic mineraldeing the most abundant. They
are widespread among many di erent taxa[5], with eight known polymorphs, three of which
are pure calcium carbonate; calcite, aragonite and vaterié. Within molluscs, calcite has
been found to form the outer layer of its shell. Calcite has ao been identied as an
inner{ear gravity receptor in mammals, whereas, aragonitehas been found to be a gravity
receptor in sh. Protective spicules of sea squirts are formed from vaterite. Of the known
biogenic mineral types phosphates comprise around 25%. Theajority of phosphate
minerals are produced by the BCM method, with the exception d struvite and brushite.
Hydroxyapatite is the most abundantly produced of these[5] being the mineral present
in the bones and teeth of vertebrates. 25% of the known biomierals are amorphous.
Amorphous silica is a commonly formed example, being presérn the teeth of limpets

and the tips of the stinging hairs on nettles to name but a few @inctions.

Iron biominerals comprise approximately 40% of all mineras formed by organisms[12, 10].
They are not readily evaluated by mineral class because theliave signi cant occurrences
as oxides, hydroxides and sulphides[13, 14]. Some sulphatand phosphates have also

been reported[15].

1.1.1 Iron Oxide and Oxyhydroxide Biomineralisation

Iron is one of the most abundant elements on the Earth and manyorganisms are known
to contain minerals of iron. It has two valence states: ferrc iron (Fe3*), and ferrous iron
(Fe?*). This profusion of iron minerals could perhaps be on accourof, the signi cant role

of iron in numerous metabolic processes. The production offdon biominerals allows for
the accumulation of iron, for future metabolic needs, within the organisms, at the same

time as avoiding high concentrations of intracellular ferrous iron[16].

A key group of iron minerals are the iron oxides and oxyhydroxdes, occurring as several
phases. This have been reported in geological deposits, eranmental water sediments,
industrial processes, and as biological system componenis the case of some phases[17,
18, 19, 20]. The ferric oxide and oxyhydroxide biominerals e an important class of iron
biomineral, with examples exhibited in Table 1.2. These bioninerals occur as amorphous,

colloidal precipitates, as quasi{crystalline minerals, @ as crystalline minerals[16].

Iron oxide and oxyhydroxide biominerals are formed by a widevariety of organisms, in

which they serve various functions (see Table 1.3), such asisage in the strengthening and
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Oxides Oxyhydroxides

Formula Mineral Formula Mineral

5Fe,03 9H,O ferrihydrite ** -FeOOH goethite **
-Fe; 03 hematite -FeOOH akaganeite
-Fe;03 maghemite ** -FeOOH lepidocrocite **

FesOy4 magnetite ** -FeOOH feroxyhte

Table 1.2: The major iron oxides and oxyhydroxides[21]. ** Found in biologic al systems.

hardening of tissues[16, 22]. They are also associated wiffon overload diseases and are

involved in intracellular iron storage and detoxi cation.

A linkage has also been found

between the biominerals of iron oxide and oxyhydroxide and lhe sensing of magnetic elds

for magnetic navigation[23, 24, 25, 26]. Studies have evemdnd crystals of magnetic iron

minerals in the human brain[27, 28]. Konhauser[14] discussl at length the subject of

bacterial iron biomineralisation.

Mineral Formula Organism Location Function
magnetite Fe304 bacteria intracellular  magnetotaxis
chitons teeth teeth hardening
salmon/honeybees head magnetic navigation
geothite -FeOOH limpets teeth teeth hardening
lepidocrocite  -FeOOH sponges laments unknown
chitons teeth teeth hardening
ferrihydrite  5Fe,03 9H,O plants phytoferritin  Fe storage
animals/humans ferritin Fe storage
bacteria intracellular  metabolic byproduct
chitons teeth precursor phase

+ phosphate

beaver/rat/ sh
bacteria

sea cucumber

tooth surface

ferritin

dermis

mechanical strength
Fe storage

mechanical strength

Table 1.3: Iron oxide biominerals and their functions[1, 19, 16].

Much of the research on biomineralisation to date is aimed atBCM in an attempt to

elucidate the structure of the organic macromolecules invived in the processes and also

discovering the nature of the related organic{inorganic ineractions. It has been deduced

that iron biomineral formation in eukaryotic organisms is almost exclusively BCM. An
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important iron biomineral that can be formed by the BCM metho d is the iron oxide,

magnetite (Fe3O0a).

1.1.2 Magnetite, Magnetotactic Bacteria and Magnetosomes

Of all known naturally occurring minerals on Earth, magnetite is the most magnetic and
is also one of the two most common iron oxides[29]. Magnetitean be thought of as having
an inverse spinel crystal structure, which has the generaldrmula AB,0,4. However, most
recent studies of magnetite have suggested that this is an @hl case and instead the
structure is based on a face{centred cubic array of oxide ios with A ions, in the case of
magnetite F&?*, occupying octahedral holes and the B ions, F¥ , are equally distributed

between octahedral and tetrahedral holes. This crystal stucture is represented in Figure

1.1.

Figure 1.1: The inverse spinel crystal structure of magnetite.

In magnetite, the Fe>* and Fe>* ions have unpaired spins, leading to interesting magnetic
properties. Fe¢* has a d5 electronic con guration and ve unpaired electrons The spins
of the Fe3* ions are cancelled out as half of the ions are on octahedraltes and half on
tetrahedral sites. Thus the spins of the Fé* ions in octahedral and tetrahedral holes
are antiparallel (due to the spins of the ions on the octahedal sites interact with those
on the tetrahedral sites via the oxide ions) and no net magnesation results from these
ions. The F&* ions have a d6 electronic con guration with four unpaired ekctrons and
are responsible for the net magnetisation. These divalentans tend to align their spins
parallel to those of the trivalent ions in adjacent octahedml holes. This alignment confers

a net magnetic moment on the crystal. This all leads to magnete being ferrimagnetic



(see Figure 1.2), whereby the magnetic moments of the atomsnodi erent sublattices are
opposed, however, at the same time the opposing moments ar@equal and a spontaneous
magnetisation remains[30]. Magnetite is known to interactover 1 times more strongly
with an external magnetic eld than any other naturally occu rring mineral[27]. Hence,

magnetite interacts very strongly with the Earth's magnetic elds.

Figure 1.2: Ferrimagnetism; the magnetic moments of the atoms on di ere nt sublattices are opposed

and unequal conferring a net magnetic moment.

In this work, the f100g and f 111g magnetite surfaces were used. Th&l11g surface can be
either iron terminated or oxygen terminated. In this instance, the iron terminated version

was utilised as shown in Figure 1.3.

Figure 1.3: Magnetite surface types modelled in this work. a) f100g and b) f 111g Fe terminated surface.

Inorganic magnetite is usually found in igneous and metamagphic rock, having an octahe-
dral crystal habit, as shown in Figure 1.4. These crystals den have lattice dislocations

and other crystal defects, broad size distributions, and tte inclusion of impurities such as;



Mg, Zn, Mn, Ni, Cr, Ti, V and Al. However, as mentioned earlier magnetite can also be

mineralised biologically.

Figure 1.4: An example of inorganic magnetite. Note the octahedral crysta | habit[31].

The earliest known example of biomineralisation is that of he biosynthesis of magnetite.
Microfossils of magnetite were discovered in the Gun int Chert, a sequence of banded iron
formation rocks that are exposed in the Gun int Range of northern Minnesota and north

western Ontario along the north shore of Lake Superior[32, 3]. These can be traced back
approximately two billion years[33], occurring long befoe biominerals became common

within the Cambrian.

Magnetite is produced by both BIM and BCM in the same sedimentry environment;
nevertheless, the most extensively researched method of maetite mineralisation is BCM.
Biogenic magnetite was rst identi ed in the Molluscan clas s Polyplacophoraas a capping
material in the radula teeth of chitons[34, 35]. Prior to this discovery it was thought that
magnetite only formed in igneous or metamorphic rock under lgh temperature and pres-
sure. However, the major step forward in understanding the EEM formation of magnetite
occurred due to the report of Blakemore in 1975, detailing tle discovery of magnetotactic
bacteria (MTB) in Cape Cod Marsh, Massachusetts[36]. When doking at Coccoid bacte-
ria, Blakemore discovered that a large population were migating in one direction however
when an external magnetic eld was applied it was noted that this direction could be

reversed.

Blakemore[36, 37] discovered that MTB are a diverse group oBram{negative bacteria (so
called because they do not retain crystal violet dye used inlte Gram staining protocol)
that use a process known as magnetotaxis[38], in which theylign and swim along Earth's

geomagnetic eld lines, using their agellum, in order to migrate to their ideal habitat. By
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taking up iron ions from the surrounding environment; intracellular, membrane{bound,
nano{sized crystals of magnetite of high chemical purity[D], referred to as magnetosomes,
are biomineralised by MTBs. These magnetosomes are usuallgligned in chains, en-
abling magnetotaxis. Bazylinski[39] suggested that MTB pioduce these magnetic nano{
particles (MNPs) under precise biochemical, chemical and gnetic control. Blakemore[40]
and Matsunaga[41] discovered that MTB take up approximately 100 times more iron than
non{magnetic bacteria to synthesize intracellular MNPs. The molecular mechanism of
MTB magnetite formation is hypothesized to be a distinct stepwise method; however the

processes by which this occurs are still not clear.

MTB are ubiquitous to freshwater and marine habitats[42, 43 44, 45, 46], preferring envi-
ronments that contain low oxygen concentrations due to ther microaerophilic or anaerobic
tendencies[36, 39]. It has been found that MTB are most abundnt at the oxic{anoxic
transition zone (OATZ)[39, 47, 48], which, in most sedimens, occur at or just below the
sediment{water interface. The OATZ is an interface where oxygenated water or sediment,
meets oxygen{de cient water or sediment. Bacteria locatedin environments with higher
or lower than optimal oxygen concentration migrate to the ideal living conditions of the
OATZ by rotating their agella in a specic direction to move either forwards (counter
clockwise) or backwards (clockwise). Figure 1.5 gives a basillustration of this system of
migration. The MTB have been found to migrate to the magnetic north in the Northern
hemisphere[36], to the magnetic south in the Southern hemghere[49, 50], and on the
geomagnetic equator there is migration in both directionspl] (although at the equator

there are much lower populations of MTB[32]).

MTBs are a heterogeneous group of prokaryotes known as-proteobacteria. The morpho-
logical types are diverse, with many cocci, rods, vibrios, @irilla and multicellular forms
having been derived[37, 53, 54, 55]. Within MTBs, MNPs of unform size and morphology
are formed; however, it has been observed that compositiorend morphologies are species-
or strain{dependant, thus suggesting an element of high bitmgical control [56, 57]. Three
of the most commonly occurring morphologies for MNPs are; eingated prismatic, roughly
cuboidal and tooth/bullet shaped[36, 39, 58]. The idealisd magnetosome morphologies

are based on a combination of;

f 100g faces = cube
f 110g faces = dodecahedron

f 1119 faces = octahedron



Figure 1.5: lilustration of MTB use of magnetotaxis to facilitate dwelli ng in the OATZ. Dashed arrows
show the bacterium swimming directionality. Solid arrows s how the MNP's (hexagons) alignment with
the Earths geomagnetic eld. The circular arrows show the ro tation of the agellum allows the bacterium
to swim backward or forward within a water column (rotating cl ockwise to swim backward or rotating

counter clockwise to swim forward)[52].

And all possible distortions and elongations of these[59].

The magnetosome is a distinct subcellular compartment exHiiting a unique biochemical
composition. The structure of the magnetosome membrane (MNlis similar to that of

eukaryotic organelles, being composed of a lipid bilayer. fie MM represents a third
membranous compartment alongside the outer membrane and ¢gplasmic membrane[38,
60]. It is believed to originate from the cytoplasmic membrane by invagination. The

optimal method of MM visualisation is transition-electron microscopy (TEM).

The MNPs have a crystal size of approximately 35-120 nm[61]a narrow size distribution
with an average diameter of 50-100 nm[58], and are permaneringle{magnetic domains
(SD) at ambient temperature[62]. The crystals are uniformly magnetised within this size
range, meaning that their magnetic dipole moment is at its maimum (equal to that of
the saturation moment). The crystals smaller than SD at ambient temperature are su-
perparamagnetic, with a remnant magnetisation coming cloe to zero. Whereas, larger
crystals are metastable SD or support formation of domain wés making their magnetic
moments smaller than that of SD crystals. Therefore, the SD tystals have the largest
possible remnant magnetisation[8]. The individual grain moments align parallel to each

other along the magnetosome chain direction, this processicaused by the magnetotactic
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interactions between the SD magnetosomes. In doing so, a peanent magnetic dipole is
created, roughly equal to the sum of the individual magnetosme magnetic moments[63].
Frankel[64] suggested that the orientation of the dipole rsults in the orientation of the cell
as the dipole is in a xed cell. The magnetosomes of magnetitare aligned along thef 111g
direction, parallel to the magnetosome chain, this is beliged to be a biological mecha-
nism for maximising the magnetic moment per particle, as ths particular direction yields
approximately 3% higher saturation magnetisation than the other directions[9, 65, 27].
Due to their unique characteristics, the identi cation of b acterially precipitated mag-
netite in the fossil record is possible. Fossilised MTB haveeven been found in deep sea

sediment[66, 67] and Precambrian stromatolites[32].

Interest and research into MTBs since their discovery has ben wide{ranging and sci-
enti cally interdisciplinary. Various commercial applic ations for bacterial MNPs have
been proposed and fall into two categories: those involvinghe whole living cells and
their magnetotactic behaviour; and those utilising isolated magnetosome particles, al-
lowing for modi cation with organic molecules. Examples of the former are limited,

but include the removal of radionuclides and heavy metals fom waste water[68, 69],
whilst usages of the latter are more widespread, with poterial for use as contrast agents
for MRI[70, 71, 72, 73, 74, 75], magnetic antibodies[76, 7.7hyperthermia therapeutic

agents[78, 79, 80], drug[75, 81, 82, 83, 84, 85] and gene dety systems[86, 87, 88]. While
the biotechnological potentials have been established, ts far such applications are not
commercially viable at present. The main problems for commeial scale utilisation being;

the expense of Magnetotactic bacteria mass cultivation, ad the lack of essential under-
standing of the genetic and biochemical principles involvd in the process of magnetite
biomineralisation. In order to produce MNPs more economiclly the biomineralisation

process needs to be further explored.

It has been hypothesised by many, including Arakakiet al[89]and Devouard[59], that MNP
biomineralisation has three major stages. The rst stage isthe formation of intracellular
vesicles resulting from the invagination of the cytoplasm¢ membrane. This process is
believed to be primed by a membrane speci ¢ GTPase[90]. Sendly, ferric iron is trans-
ported into the vesicles and is reduced to ferrous iron on thecell surface before being
taken into the cytoplasm. These are then transported into the vesicle, via transmembrane
iron transporters, and subsequently oxidized to produce mgnetite. Finally, the crystalli-
sation of magnetite occurs in the vesicle. This process stitemains unclear, however, it is

suggested that tightly bound MNP proteins trigger magnetite crystal nucleation and/or
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regulate the resulting morphology. It is believed that various MM proteins play func-
tional roles in magnetite synthesis, including, the accumiation of the iron concentrations
required for supersaturation, the maintenance of intracelular reductive conditions, the in-
duction of mineralisation via the oxidation of iron, and the transformation of ferrihydrite

to magnetite through its partial reduction and dehydration [89].

Cultivation of MTB in a laboratory has proven dicult to achi eve, despite their high
abundance. These diculties arise from attempting to reconstruct their natural envi-
ronment under laboratory conditions. The Magnetospirilla family was the rst to be
cultivated in a laboratory[40], with the rst MTB isolated i n pure culture being the Mag-
netospirillum magnetotacticum strain MS-1[40]. However, its usefulness in magnetosome
formation molecular studies was limited; due to its fastidious nature and incapability for
robust laboratory based growth. With the isolation of two ot her closely related species
of Magnetospirilla; Magnetospirillum grysphiswaldensestrain MSR-1 and Magnetospiril-
lum magneticum strain AMB-1, this issue was bypassed, with these species baequently
taking centre stage as models for understanding magnetosanformation[91, 92, 60]. To
date at least twenty species of magnetite producing MTB havebeen cultivated in pure
culture. Over recent years, the genomes of several MTB haveden sequenced; the rst of
which was produced forMagnetospirillum magneticum strain AMB-1[93]. This was un-
dertaken to elucidate the mechanism of magnetosome formain and to provide a template
for determining how MTB maintain a species{speci ¢, nano{sized, magnetic SD morphol-
ogy. Figure 1.6 shows TEM images of an example dflagnetospirillum magneticumstrain

AMB-1 and it MNPs.

Figure 1.6: TEM images of Magnetospirillum magneticum strain AMB-1. A) Full bacterial specimen.
B) MNPs. Adapted from Arakaki et al 2008[89]

Magnetospirillum magneticum strain AMB-1, a facultative anaerobic magnetotactic spir-
illa, is a Gram{negative, spiral shaped, aquatic, mesophillic lhcterium, preferring tem-

peratures between 25 40 C. They synthesize MNPs that are cubo{octahedral in shape
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consisting of both f 100y and f111g crystal faces, elongated in thef 111g direction (see
Figure 1.7). The f 111g axis corresponds to the magnetic easy axis, hence, havingeHow-
est energy. This arises from anisotropy in the magnetocrystlline energy, the interaction
of spin magnetic moments within the crystalline matrix, in magnetite this is above 120
K[94]. The f10Qy direction is the magnetic hard axis, thus, being higher enagy. Mat-

sunagaet al[41] found that these nitrate{reducing bacteria were capabé of growing under
both micro{aerobic and aerobic conditions in liquid or solid media, making this strain an

ideal candidate for genetic manipulation[91].

Figure 1.7: An illustrations of the f100g and f 111g Miller indices.

As mentioned before elucidating the magnetosome formatioomechanism is of great im-
portance. Much attention has been focused on the magnetoscenmembrane proteins of
Magnetospirillum magneticum strain AMB-1, in order to analyse this precisely regulated
molecular mechanism[43, 38]. Tanakeet al[95] postulated that the magnetosome mem-
brane was derived from the cytoplasmic membrane of the cellthis was backed up by the
identi cation of 78 magnetosome membrane proteins also beig found in the cytoplasmic
membrane, several of which are believed to be related to magtosome biosynthesis. Most
magnetosome{speci ¢ proteins are shared by di erent Magnetospirilla[95] and are sug-
gested to function in protein{protein interactions, vesicle formation, magnetosomal iron
transport, magnetite crystallisation, intracellular arr angement of magnetite particles and
activation of magnetosomes. Proteome analysis of the magtesome membrane identi ed
several novel proteins with potentially crucial roles in MNP biomineralisation elucidated

by a number of molecular studies[90, 95, 96, 97, 98, 99, 100].
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1.1.3 Magnetosome Membrane Protein Mms6

From the analysis of the magnetite crystal surface of the MNB, Arakaki et al[100]
identi ed four proteins, within Magnetospirillum magneticum strain AMB-1, which were
tightly associated with the bacterial magnetite crystal surface; Mms5, Mms6, Mms7 and
Mms13. These Mms- (Magnetosome particle Membrane{Speci t proteins have common
amphiphilic features; with a hydrophobic N{terminal and a hydrophilic C{terminal but
had no sequence similarities to known functional proteinswith the only observed similarity
being to the MM proteins MamC and MamD from Magnetospirillum grysphiswaldensg01].
The N{terminal in Mms5, 6 and 7, exhibit a common leucine (L) and glycine (G) repetitive
amino acid motif, which is reminiscent of self{aggregatingproteins of other biomineral-
isation systems[100, 102], it is believed to do this via hydsphobic interactions. Within
Mms6, the C{terminal is a highly acidic region, containing dense carboxyl and hydroxyl
groups that show direct interaction with the magnetite surface. The carboxyl groups have
a strong a nity for metal ions and bridging ligands, whilst t he hydroxyl groups also have

metal binding capabilities. Both groups are able to bind iron ions[100, 103].

Much of the studies into these novel proteins have been focesl on the Mms6 protein.
During in vitro magnetite synthesis via partial oxidation o f ferrous hydroxide, Amemiya
et al [104] found that in the presence of the recombinant Mms6 pragin, uniform sized
magnetite crystals were formed. These crystals had a cuboftiahedral morphology, con-
sisting of 100y and f11lg crystal faces. It was found that the crystals produced by
Mms6{mediated synthesis were similar to the magnetite crysals isolated from Magne-
tospirillum magneticum strain AMB-1. The formation of f100g faces was considered to be
due to Mms6 face{speci c interaction, this being said, they did not achieve identi cation
of the functional site of the molecule. In the absence of the mtein, octahedral crystals
with f111g faces were detected. Amemiyaet al[104] postulated that the Mms6 protein
could serve many key roles in magnetite biosynthesis such apromoting the growth of a
lower surface energy crystal lattice with the self{fassemt#d aggregate acting as a sca old,

regulating crystal size, controlling the shape of the crysal via the face{speci c interaction.

Arakaki et al[105] also focused their attention on the magnetosome memhne protein,
Mms6, wanting to understand its role in magnetite biosynthesis. They investigated mag-
netite formation using synthetic peptides (shown in Table 14) that mimic the Mms6 pro-
tein, again utilising a partial oxidation method as represented in Equation 1.1. Arakaki

et al focused primarily on the C{terminal acidic region and the hydrophobic GL repeat
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region of the N{terminal.

2Ft +40H | 2Fe(OH),
2Fe(OH), +NO 5 +H,0 ! 2Fe(OH); + NO,
Fe(OH), +2Fe(OH); !  FesO4+H 0
(1.2)
Synthetic Peptide Amino Acid Sequence kDa pl
MGA DIESAQSDEEVE 14 36
GLM6A GLGLGLGLGLDIESAQSDEEVE 2.3 3.6
M6B KIKSAQSKKKVK 1.4 10.7
GLM6B GLGLGLGLGLKIKSAQSKKKVK 2.3  10.7

Table 1.4: Amino acid sequences of the synthetic peptides mimicking Mms6. kDa = Molecular weight

and pl = Isoelectric point

Their ndings showed that the crystals synthesized in the presence of peptides contain-
ing the C{terminal acidic region (M6A and GLM6A) were unifor m{sized cubo{octahedral
crystals with a narrow size distribution, similar to biogenic magnetite, conversely, crystals
synthesized in the absence of peptides containing the C{teninal acidic region (M6B and
GLM6B) were octahedral with sharp corners. Statistical evduation of the size distribu-
tion and circularity was used to con rm the morphological characteristics. Despite these
ndings, the speci c localisation of proteins or peptides on particular crystal faces was
again not determined. Arakaki et al suggested that the results of this study indicated that
the negatively charged C{terminal region is crucial for the formation of cubo{octahedral
crystals. However, the observed size and morphology of thergstals synthesized in the
presence of Mms6 and the other mimic peptides cannot be attbuted to only the isoelec-
tric points or the net negative charge of these molecules, ths, the conformation of the

C{terminal region may contribute to controlling the morpho logy of the magnetite crystals.

Various magnetite synthesis methods have been explored ramg from dry hematite
reduction[106, 107] to wet precipitate methods[108] inclding; simple co{precipitate[109],
partial oxidation[110, 111], ferric hydrolysis of urea[12] and controlled colloidal methods[113].
However, the crystals formed are very much method{dependdn With the exception of

the biogenic synthesis of magnetite and Mms6{mediated syiteses, the available literature
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suggests that, the only other methods to produce cubo{octakdral magnetite involve very

high temperatures and organic solvents[114, 115].

Many studies over recent years have attempted to demonstra the in vitro roles of the
Mms6 protein in the control of morphology and/or crystal size, via chemical synthesis using
puri ed proteins or synthetic peptides. However, the morphological regulatory molecu-
lar mechanisms remained unclear due to a lack of direct evidee of protein{mediated in
vivo control, until Tanaka et al in 2011[3]. By constructing and analysing an Mms6 gene
deletion mutant strain of Magnetospirillum magneticum strain AMB-1, Tanaka et al en-
deavoured to understand this role. The gene deletion straiproved to synthesise magnetite
crystals with lower aspect ratios, smaller size and inde nie morphologies with uncommon
crystal faces, very unlike the uniform cubof{octahedral crystals displayingf 100y and f 1119
crystal faces produced with the wild type. The faces presenin the Mms6 gene deletion
strain included the high index crystal facesf210y, f211g and f311g. Also, the higher
energy, unstablef 110g face, along with the f 100y and f 111g surfaces present in the wild
type. The di erence between the results in the absence of thevims6 protein, for the in
vivo work of Tanaka et al and in vitro work of Arakaki et al, was postulated to be due to

the very di erent reaction conditions used in each study.

Tanaka et al[3] also found that gene deletion and complementation had ne ect on bac-
terial growth. The magnetite crystals aligned in a chain, ard the average number of
magnetite crystals per cell was similar to that of wild type, suggesting that the struc-
ture of the vesicles were una ected by the gene deletion, fuhermore, that Mms6 doesn't
function in the nucleation step of magnetite biomineralisaion. Surprisingly, they discov-
ered that the crystals found in the middle of the chain were ebngated toward the f 111g
direction, as was seen with the wild type, proposing that thecrystallographic direction re-
mained una ected by the deletion of Mms6. This nding suggeds that the Mms6 protein
regulates the orientation of the crystal growth, however, another protein is responsible for
the induction of growth towards the f111g direction. In addition to the role Mms6 plays
in the in vivo regulation of the crystal structure during bio mineralisation, the results of
Tanaka et al also suggest that the protein serves alternative functionsthese include the
surface stabilisation of the magnetite crystal growth, andacting as a sca old to stabilise
the protein complexes, in order to accurately localise themonto the magnetite crystal
surfaces. Additionally, the homeostasis of other proteingMms5, 7 and 13) on the crys-
tal surface was signi cantly reduced by the deletion of Mms6 proposing an association

between these proteins and the potential of co-localisatio on the magnetite crystal sur-

16



face in the form of protein complexes. These proteins, whiclare tightly associated with
the magnetite crystal surface, are considered to have simal functions, and due to this

cooperate in the formation of magnetite with a consistent cystal surface.

Despite the results produced from the work in this area, furher work needs to be under-
taken in order to elucidate the molecular mechanisms behinanagnetite crystal formation
and what role exactly Mms6 has in these. A technique that worls successfully alongside
experiment, that enables individual components of mecharsms to be considered in isola-
tion, is computer modelling at the atomistic level. Atomistic simulations, which have not
previously been utilised to establish the role of the Mms6 potein in the biomineralisa-
tion of magnetite, o er the advantage of direct observation of the atomic and molecular

processes involved, this being the topic of this thesis.

1.2 Computational Studies

Despite the progress made experimentally in the eld of bionineralisation, allowing for
greater understanding of the roles that biomolecules, suctas peptides and proteins, play
in biomineralisation mechanisms, understanding of the bimolecule{mineral interactions
during biomineralisation is at present far from complete. Gomputer simulations can be an
e ective tool to further this understanding, allowing for t he attainment of atomistic details
at the biomolecule{mineral surface interface. Increasinty, theoretical models are being
used, with some success, for processes such as biominesdian involving the interface
between biomolecules and mineral surfaces. A range of comational techniques have
been used to study the mechanisms of biomineralisation ovethe years, utilising theories
ranging from quantum mechanics and atomistic simulations &the nanoscale to continuum
mechanics and composite theories at the macroscale. Deseitthe great challenges of
simulating the structure and properties of biomaterials, many attempts have been made
to do so at atomic and meso length and timescales, which incporate the range of physical
e ects important in the formation of biomaterials. These simulation studies generally fall

into three groups of techniques;

Electronic Structure Calculations[116] This technique provides a description of the
system{speci c electron{electron interactions by numerical solutions of Schodinger's
equation. One of the most popular theories utilised in eleatonic structure calcula-

tions is the Density Functional Theory (DFT) which utilises code such as CASTEP[117],
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VASP[118] and CRYSTAL[119]. To reduce the amount of numeri@al analysis involved
in the calculation, approximations, such as Local Density Approximation (LDA) and

Generalised Gradient Approximation (GGA), are introduced.

Atomistic Simulations[120] This technique involves the use of potential based pa-
rameterised functions to describe the short- and long{rang interatomic interac-
tions. This technique is generally applied in two ways, moleular dynamics simula-
tions and Monte Carlo simulations. Molecular dynamics simuations[121] calculate
atomic and molecular physical movements in the context of Npody simulation,
whereby, Newton's equations of motion are numerically soled, in order to deter-
mine the trajectories of atoms and molecules for a system ohieracting particles.
A large number of general purpose codes are available for thitechnique, such as
DL _POLY[122] and LAMMPS[123]. There are also more speci ¢ bionolecular codes
such as AMBER[124] and NAMD[125]. Monte Carlo[126] is a brod class of computa-
tional algorithms, for simulating the behaviour of various physical and mathematical
systems, that rely on repeated random sampling. This methods stochastic, using
algorithms that are non{deterministic in some manner and usng random number
or pseudo{random number generators. Monte Carlo codes arenitten by individual

groups for speci ¢ applications.

Mesoscale Simulations Mesoscale refers to the scale between atomistic and macro-
scopic. These methods apply molecular dynamics or Monte Cér techniques in
domains too large for individual molecules and atoms to be inluded explicitly, in-
stead using "pseudo{atoms" to represent groups of atoms. Thse methods can tackle
the problems of large system size and long timescales by ugjreduced representa-
tions, which coarse{grained techniques are examples of. @ose{graining[127, 128]
consists of replacing an atomistic description of biologial molecules, such as pro-
teins, with a lower{resolution coarse{grained model that averages away ne details,

for example degrees of freedom.

There are problems with all theoretical approaches to biomeralisation processes, for ex-
ample, the restriction of system sizes to mesoscale and be&lmnecessitate consideration of
a wide range of techniques, from ab initio methods to coarseafrained simulation methods.
However, the main challenge posed for biomineral system sitation is that of the inter-
faces between soft and hard matter of the biominerals, as theare often the boundaries
between di erent model types. These components of the bionmeralisation system have

been, up until recently, considered as two very separate tharetical elds, organic and
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inorganic simulation. Much has been published on the indivilual elements, with both
elds having reliable potential models which have been utilsed to tackle a wide range
of problems. However, very rarely are the elds approached agether as combining the
two poses immense challenges. Reviews have been publishedigy excellent discussions
of computational techniques for modelling organic{inorganic interfaces; however, much of
the information provided favours either hard matter simulation or soft matter simulation
dependent on the author[129, 130]. One possible method forombining the two compo-
nents is by de ning cross{term potentials, for example, by using the Lorentz{Berthelot
mixing rules. However, from previous studies[131, 132], tis method has been found to
seriously overestimate interfacial binding energies. Ths issue could be resolved by system-
atically re tting the potential sets, however, this approa ch is extremely computationally
expensive. An alternative approach, which has been used byedlLeeuw et al[133] and
Freemanet al[134], is the Schoder method[135], which recasts the interatomic cross{term

potentials to t the di erent charges between the systems.

1.2.1 Mineral-Water Interface

Another problem facing biomaterial simulators is that the systems studied are, by nature,
aqueous, which means that the chemistry of the mineral{wate interface must also be
considered alongside the detailed structural e ects the pesence of water will have on the
biomolecule{mineral surface interactions, making biomireralisation systems highly com-
plex. The behaviour of water within a system is a crucial facor to consider as it may be
an important component of biomolecule adsorption at minera surfaces in aqueous con-
ditions. Many studies[132] have con rmed this importance, suggesting that water may

mediate the biomolecule{mineral surface interactions, de to the reports that a solvent

monolayer persists between the biomolecule and surface. Ehe are, however, major chal-
lenges to face when simulating water[136] and this in itselhas resulted in an exhaustive

literature leading to the existence of many force elds and nodels to describe it[137].

Calcium based biominerals have been the predominant focusf biomineral{water inter-
face studies. Calcite surfaces in aqueous conditions haveeén studied extensively and the
results from computer simulations[138, 139] and experimean[140] agree well, with both
showing clear evidence of an ordered layering structure tolte water near the surface and
that the details of the water structure vary with the di eren t surface structures of the
calcite[141]. It was also found that the free energy of adsg@tion was greatly in uenced

by the layering of the water at the interface. In one study, density functional theory
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calculations were employed to explore the interaction betwen associated and dissociated
water molecules and thef 10.4g surface of calcite. It was revealed, through static relax-
ations, that the dissociated water molecules were energetally unfavourable[142]. Again,
with this study, the presence of well{de ned water layers was highlighted, with the water
molecules forming three distinct layers, whereby, the moleules nearest to the surface lay
at on the surface, and the water molecules slightly further out split between interacting

with the surface and interacting with the other water molecules present.

In 2003, Kerisit et al focused their research on the dissociative adsorption of war on the
f 10.4g calcite surface. It was found, by the use of atomistic simuldon methods, that when
water adsorbs onto the surface it loses its hydrogen{bond rtevork, leading to an oscillation
of water density in close proximity to the surface. The simuhtion results also suggested
that, the carbonate groups present at some step edges and l§imdex surfaces form OH
groups on the surface by dissociating water and subsequeptrelease carbon dioxide[138].
Most recently, studies into the calcite{water interface are interested in direct comparison
between simulation and experimental data in an attempt to ersure the accuracy of the
simulated models. Fenteret al[143] compared four di erent modern force elds models(two
non{polarizable, one polarizable, and one reactive force eld) utilising classical molecular
dynamics simulations with high{resolution specular X-ray re ectivity (XR) data in order

to give further understanding of the interfacial structure. The comparative results pro-
duced suggested that the interfacial structures created though simulation, when taken as
a whole, were not in agreement with the precision and accuracof the XR data, however,
there was a higher level of consistency with the XR data for tle simulated interfacial water

pro les, with the rigid{ion model results showing semi{qua ntitative agreement.

Hydroxyapatite is another biomineral of importance in mineralwater interface research.
Pan et al[144], using molecular dynamics simulations, studied the bhaviour of water on
the f 001g and f 100y hydroxyapatite surfaces. The results again highlight the pesence of
an ordered layering structure to the water and that this layered structure varies dependent
on surface, with the f001g direction resulting in more structured water layers than the
f 100y direction. It was also found, when observing the interaction of the water molecules
with the calcium and phosphate sites at the interface betwer the hydroxyapatite surfaces
and water, that there are multiple pathways of water adsorption onto the surfaces, with
the rst layer of water exhibiting speci ¢ adsorption sites . The group postulated that the

water layers could block ion migration, which could signi cantly impact hydroxyapatite

crystal growth and dissolution. Prior to this, it was largely assumed that biomolecule
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adsorption onto the surfaces of hydroxyapatite was relatedo calcium ion and phosphate

ion site distribution on the surface, whilst ignoring the water layer functions[145, 146].

In 2009, Corno et al[147] investigated water adsorption on thef 001g and f 010y hydrox-
yapatite surfaces using the quantum mechanical code CRYSTA at the B3LYP level of
theory, nding that there was a great a nity for water for bot h surfaces. Water adsorbed
molecularly on the f 001g surface, while it dissociated on thef 010y surface, which lead to
new surface terminations. A reasonable agreement in residtwas shown on comparison
with experimental water adsorption enthalpies. Among the nost recent studies into the
hydroxyapatite{water interface, the surface stability of the f001g hydroxyapatite surface
and the phosphate{exposed, calcium{exposed, and hydroxyexposed terminations of the
f 010y hydroxyapatite surface were investigated, with particular interest into surface resis-
tance to hydrolytic remodelling[148]. It was established hat dissociative water adsorption
was bene cial for the f 001g surface and the phosphate{exposefl010g surface, whilst, only
molecular adsorption of water was feasible for the hydroxyfterminated f010g surface. The
study also showed that the hydroxyl{terminated (010) surface was the most stable surface

and hence, in experiments, should be the predominant surfacexposed.

Kerisit in 2011[149] exhibited, through molecular dynamic simulations utilising four di er-

ent models (based on interatomic potentials), the atomic{level structure of three hematite-
water interfaces(f 001g9,f 012y and f110g). It was found, with the exception of one termi-
nation with one model, that all of the models tested predicted the correct interfacial water
molecule arrangement, and that there was good to excellentx@perimental agreement for
water positions, distances, and layer occupancies. The stly also showed that, at all sur-
faces, each of the three surface functional groups presentiply{coordinated oxo, doubly{

coordinated hydroxo, and singly{coordinated aquo groups)ormed similar hydrogen bond
con gurations with the adsorbed water molecules. Kerisit postulated that the structure
of water at the interface with the mineral surface plays a rok in the thermodynamic and

kinetics of adsorption[150].

Great progress had been made, working up to this study, in theeld of hematite{water
interfaces, moving from modelling a simple monolayer of wagr molecules, to discovering
that the major mineral{water interactions are through wate r oxygen ions with surface
iron ions, followed by hydrogen{bonding to surface oxygen éns[151, 152, 153, 154], to
more advanced potential model simulations of hydrated hemtte surfaces in contact with
water layers tens of angstroms thick[155, 156, 157, 158], thimuch focus on thef 001g and
f012g surfaces. The earlier work of Kerisit and colleagues[159hswed that, for the f 001g
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hematite surface, there were water layers at two distinct dstances above the surface, and
that in the rst layer water molecules bonded to the surface hydroxyl groups, whereas,
for the second layer the water molecules interact with the stface hydroxyls and the iron

ions.

Recent research into goethite[160], another iron oxide bimineral, investigates the proton
a nity implications of water structure and hydrogen bondin g at goethite{water interfaces.
Boily[160] utilised molecular dynamics simulation to expbre the f 010g, f 100g, f 110y, and
f 021g surfaces of goethite in an aqueous environment, in order toetermine the structures
of interfacial water in close proximity to the (hydr)oxo gro ups on the goethite surface. The
calculations showed that water adopted highly surface{spei ¢ con gurations, and that,
under normal environmental conditions, singly coordinatel surface groups are predomi-
nantly linked to charge uptake. Yet, revised proton a nity ¢ onstants showed that, in the
presence of strongly binding negatively charged ligands,nptonation of doubly{coordinated

hydroxo groups and one type of triply{coordinated oxo group may be preferred.

1.2.2 Mineral-Organic Molecule Interface

Research into mineral{organic molecule interfaces is of gt interest for furthering under-
standing of the mechanisms and processes of biomineralisan. It is also of great impor-
tance to consider and understand the critical role of structired water layers on mineral
organic molecule interface behaviour. Yuet al[161] highlighted how organic molecules
react at a mineral surface diered signi cantly dependent on a presence or absence of
water. Their study published in 2003 showed that when the sy'em was in vacu, the
molecule maximised its contact area with the mineral surfae. Whereas, when the sys-
tem was solvated, molecular binding to the surface often oaared through only a single
functional group, with the remainder of the organic molecuks structure being immersed
in the water, and, in some instances, direct binding betweerthe organic molecule and the
mineral surface was not observed at all, due to a lack of abily for the molecule to displace
the strongly bound innermost water layer. In this case, the @ganic molecule either binds
to the mineral through this water layer, disrupting only the second and subsequent layers
(as shown experimentally by Magdanset al[162]), or it just fails to bind. Several other

studies since have also noted these behaviours.

Most recently, Zhu et al[163] demonstrated that the particular surface of attachmaent e ects

the organic{inorganic interactions along with the signi c ant contribution that water layers
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have to interfacial interactions, through a study comparing adsorption of an acrylic acid
dimer on the f10.4g calcite surface to its adsorption on thef 11.0g calcite surface. The
results, which are consistent with experimental observains, showed that on thef 10.49
surface two carboxyl groups interact with the crystal but the molecule has to compete
with water due to the well{structured hydration layer, wher eas, on thef 11.0g surface only
one carboxyl group interacts, however, the water layer was elatively loose so that the
molecule can easily replace water, leading to a stronger ietaction with f11.0g surface

than with f10.4g surface.

There has been a large body of work on the calcite{organic mekule interfaces, with studies
into many di erent interfacial behaviours including: poly saccharide adsorption behaviours
with stepped calcite surfaces, demonstrating that adsorpibn onto acute{stepped surfaces
was more favourable than onto obtusestepped, and the poterdl usage of monosaccharides
to inhibit crystal growth through selective surface coverage[164]. These studies illustrated
how biomolecule adsorption can be greatly a ected by peptig con guration, with studies
such as that of Yanget al[165], whereby peptide chain interactions with the calcitef 10.4g
surface were investigated, revealing that a -turn peptide con guration has the strongest
interaction with calcite surface, while the -helix con guration exhibits the weakest inter-

action.

For Freeman et al, the question of what role the chicken eggshell protein Ovdeidin-
17 (OC-17) (a protein found only in hen ovaries) had in eggshé formation led to the
rst molecular simulation of spontaneous crystallisation of amorphous calcium carbon-
ate (ACC) in the presence of OC-17[166]. Using metadynamicisulations, Freeman
et al explored how the onset of mineral crystallisation can be catmolled and what role
this native protein had in the process, through the simulation of OC-17 adsorption onto
ACC in an aqueous environment. It was found that OC-17 bound nost readily to the
nanoparticles through two clusters of arginine (ARG) residues, and that OC-17 acts as
a catalyst in eggshell formation by aiding the transformation of ACC particles into cal-
cite crystals. Freemanet al then progressed onto exploring the adsorption of OC-17, in
several di erent con gurations, onto the calcite f10.4g surface, using classical molecular
dynamics simulations[167]. This study again demonstratesompetitive binding between
biomolecules and strongly bound surface water, and that arimine residues are the major
binding sites of OC-17. The simulation data produced shows hat, rstly, the protein
con guration most energetically favourable for binding in fact has the fewest residues{

surface contact points, as this causes the least disruptiorof the strongly bound water
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layer through water molecule displacement. Secondly they »hibited that ARG residues
achieve strong interactions with the surface carbonate{ox¥gen and calcium ions due to the

ability of its long side chain group, to penetrate the water layer with relative ease.

In a paper published in 2012, Freemaret al, went on to study OC-17 binding on stepped
calcite surfaces (the vicinalf 31.16) and f 31.8y surfaces), again utilising classical molecular
dynamics simulations[168]. The simulations demonstrate hat binding was facilitated by
the surface water organisation on stepped surfaces, with hiding occurring in areas of least
water density, and that binding was greater at the obtuse st@. The data also suggests
that it was unlikely that OC-17 was important in controlling crystal morphology, due to
the vicinal surfaces exhibited weaker binding than the plarar f 10.4g surface, suggesting
that OC-17 may not prevent crystal growth in particular dire ctions by binding to steps,
which was a nding that agreed with previous crystallisation simulations[166]. Freeman
et al also found that the structure of OC-17 remains unchanged whe it was in contact
with the calcite surface and that binding to the surface was sually through basic amino

acid residues, in particular ARG.

It is known that hydroxyapatite is grown as nano{sized mineral platelets at nucleation
sites on a collagen protein template, however, the exact rel of the collagen matrix dur-
ing biomineralisation remains unknown, although it is postulated that collagen functions
to actively control mineralization through growth directi on e ects. Knowledge of the
collagen{hydroxyapatite interface is required to undersiand the nucleation and directed
growth of hydroxyapatite at the collagen matrix. This probl em is the focus of much re-
search into hydroxyapatite biomineralisation and the interface between hydroxyapatite and
biomolecules. Thef 00.1g and f 01.0g hydroxyapatite surfaces have predominantly been the
crystallographic faces considered in relation to simulatn studies of the hydroxyapatite{
collagen interface, as thef 00.1g surface is the most thermodynamically stable hydroxya-
patite surface[169]. Thef 00.1g surface is also the direction in which the apatite mineral
is aligned along the collagen bril. The f01.0g surface, however, has been found to be the
dominant surface in biological material morphology[170].Hydroxyapatite{collagen studies
have moved from constituent collagen matrix amino acid attachment[171] to collagen pep-
tide attachment[172, 173], leading through to the simulation of early stage hydroxyapatite
nucleation at a collagen template[174], utilising densityfunctional theory techniques and
atomistic simulations. In a collagen molecule, approximaely one third of the amino acid
residue sequence is made up of glycine (GLY) (one GLY residu@ every third position),

whilst a further quarter consists of proline (PRO) and hydroxyproline (HYP)[175]. Lysine
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(LYS)and hydroxylysine (HYL) residues are also present, hace these residues have been

the focus of constituent amino acid and peptide studies.

The constituent amino acid density functional theory study by Almora-Barrios and de
Leeuw[171] in 2009, showed that GLY, PRO and HYP are able to fom multiple sur-
face interactions with the hydroxyapatite, and the strongest amino acid{surface bind-
ing was through HYP onto the f01.0g hydroxyapatite surface. When collagen pep-
tides(amphiphilic - PRO-HYP-GLY and HYP-PRO-GLY, hydroph obic - PRO-LYS-GLY
and PRO-HYL-GLY) were investigated[172, 173] the results vere in agreement with that
of experiment and previous simulation studies[171, 176, 177 178, 179, 180, 181], in that,
multiple surface interactions were formed between the peptles and the hydroxyapatite
surface species, and as with the collagen amino acid study[1], the peptides more strongly
bound to the less stablef 01.0g surface than to the thermodynamically stablef 00.1g sur-
face. Thus surface stability and surface geometry (e.g. bdging between two or more
calcium ions) have a signi cant e ect on the interaction str ength of the peptides. Of the
collagen peptides, the positively charged N&* side groups (LYS and HYL) and the OH
side groups (HYL and HYP) principally were found to bind strongly to the surface, lead-
ing to Almora-Barrios and de Leeuw[172] to propose that the pesence of these residues
in the collagen protein should promote hydroxyapatite growth in biomineralisation and
synthetic mineralisation. When water was present in the sytem there was competition
for adsorption sites, in some cases water molecules can blopeptide adsorption at the
preferred surface site, however, the presence of water doeet change the surface that the
peptide most strongly binds to, as only thef 01.0g surface interacts strongly with peptides,
further helping to elucidate the reason behind the biologi@al hydroxyapatite morphology
where, as a result of the collagen matrix growth{directing eect, this surface was expressed

preferentially.

In 2012, Almora-Barrios and de Leeuw attempted to simulate arly stage hydroxyapatite
nucleation[174] by using molecular dynamic simulations inwhich a collagen template was
immersed in a stoichiometric solution of C&*, PO?1 and OH ions. Calcium phosphate
clusters were found to form at the collagen template due to elctrostatic attraction between
the calcium ions and the phosphate ions. The calcium ions atsreacted electrostatically
predominantly with the oxygen atoms of the GLY and HYP residues of the collagen tem-
plate and some of the phosphate ions interacted with the hydoxy groups of the HYP
residues through hydrogen bonding, although the interacton of the phosphate ions with

the collagen template was weaker than that of the interaction of the calcium ions with
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the collagen template. Due to the short timescale possible ith this type of simulation it
was too early in the clustering and nucleation process to belde to di erentiate between
distinct surfaces of hydroxyapatite. In another hydroxyapatite study, Rimola et al[182],
showed that although adsorption is explained by electrostéic interactions, the main in-
teraction species are dependent on peptide con guration, xhibiting that if the GLU/LYS
mutated 12-gly-polypeptide was in a -helix folded state then the acidic and basic residues
interact mostly with the Ca ?* surface ion, however, if the peptide was in a coiled state
then the interactions with the Ca?* surface ions were mainly through the backbone COO.
It was also shown that this trend was not modi ed when water molecules were added at

the adsorption points.

In other examples of calcium based biomineral interfacialiteractions, the importance of
phosphorylation in mediating interactions between calciun oxalate monohydrate (COM)
surfaces and the extracellular structural bone protein ostopontin (OPN) was investi-
gated. The study, by Hug et al[183], compared the interaction of aspartic acid (ASP),
also a dipeptide formed of ASP and phosphoserine (pSER) withCOM, establishing that
although ASP formed close contacts with the COM surface, though the -carboxyl and
amine groups, they were only temporary contacts unlike the ontacts that the dipeptide
made through the carboxyl groups which were permanent, shoing that for OPN{COM
interactions, carboxyl groups are crucial. The results corrmed the work of earlier OPN{
related studies (both experimental and simulation)[184, B5, 186], that the presence of a
phosphate group in a peptide or protein sequence has a strorggect on the attachment of
carboxyl groups with the COM surface. The behaviour of octaalcium phosphate (OCP),
the precursor to hydroxyapatite, at an interface with proteins has also been studied. One
such study[187], investigated the adsorption of lysozymel(SZ) and human serum albumin
(HSA) onto di erent OCP surfaces, nding that the adsorptio n energy of LSZ was higher
than that of HSA, which suggested that LSZ attachment to OCP surfaces would be most
favourable, agreeing with experimental work carried out by Zhu et al[188]. It was also
observed from this investigation that interaction energies of the proteins di ered with a
change in OCP surface {001gf111gf110gf10Qg); however, the trend in changes was sim-
ilar for both LSZ and HSA. The surface energy trend also matclkd that of the interaction
energy. The adsorption di erences of the two proteins that were observed were proposed

to be due acidic/basic residue ratio di erences on the protén backbone.
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1.2.3 Magnetite Computational Studies

Despite the fact that, of the iron oxides, magnetite has beerone of the most studied ex-
perimentally, with an increasingly large collection of regarch data being compiled, com-
putational publications remain limited in comparison to ot her biominerals. Mazo-Zuluaga
et al[189, 190] focused their research into magnetite on magnsatn, in particular, on elu-
cidating the critical magnetic behaviour of both bulk magnetite and associated with the
transition from ferrimagnetism to paramagnetism, and the eect that having di erent
exchange integrals has upon this behaviour. Whilst, Rustadet al[191] used molecular
dynamics to investigate magnetitef 001g surface reconstruction, as this particular surface
has a half{occupied tetrahedral layer termination. They proposed a novel mode of re-
construction, whereby, the F&* ions in the top monolayer move downward to occupy a
vacant half{octahedral site in the plane of the second{laye iron ions, whilst, half of the
tetrahedral iron ions in the third iron layer are move upward to occupy an adjacent oc-
tahedral vacancy at the level of the second{layer iron ions.The proposed reconstruction
was found to be in agreement with experimental data. Soontrpa and Chen[192] used
molecular dynamics to model magnetite formation via the oxdation of iron. In doing so
they utilised appropriate pair potentials based on energy nmnimization charge distribu-
tions. The publication introduced a novel model for studying magnetite formation with
results in satisfactory agreement with experiment, partiaularly with regard to oxide layer

thickness.

To date, very little research has explored magnetite interbces. The earliest work to be
published speci cally on the magnetite{water interface was produced by Rustadet al[193]
in 2003, concentrating on thef 001g magnetite surface in the presence of pure water and
in a 2.3 M NaClO4 solution. The investigation established that the electrolyte presence
in the simulation system had negligible e ect on surface furctional group protonation
states, and that they were preferentially arranged within the de ned water molecule lay-
ers. The results also showed that extensive hydrolysis of # interfacial water molecules
had a signi cant e ect on the protonation states of the surface species. Subsequently,
Kundu et al[194] performed static energy minimisation techniques to stablish the be-
haviour of ve di erent magnetite surfaces (f001g, f01lg, f 101g, f 110y and f 111g) in the
presence of molecular and dissociated water and formic agifiocusing on surface structure
and adsorption behaviours of water and carboxylic groups orpure surfaces. Kunduet al
postulated that the magnetite surfaces would be hydroxylaed in nature due to the very

highly negative reaction energy produced. It was also obsged that, with the exception
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of the f011g surface, water adsorption is preferred over formic acid adsption on hy-

droxylated magnetite surfaces. Research into magnetite{swter interfaces has also looked
into not only liquid water but water vapour. Tombacz et al[195] revealed that several
well{de ned layers are formed by water physisorbed onto themagnetite surface; and these
layers are occur simultaneously, resulting in the adsorptn layer's external surface being

somewhat irregular.

In 2008 Grillo et al[196] produced a DFT+U study investigating the adsorption of water
onto the tetrahedral iron{terminated f111g surface of magnetite, establishing that ini-
tial water adsorption was dissociative with the iron sites being occupied by OH groups,
while the hydrogen atoms bind to surface oxygen, and subsegmt water adsorption was
molecular, leading to water bridging the OH and H groups forning a hydronium{ion{like
structure. Most recently in magnetite{water interface research, the magnetitef 110g sur-
face was explored[197], looking at two di erent surface teminations that were close in
surface energy, A and B, where the A termination contained tvo surface octahedral iron
cations and four surface oxygen anions, whilst the B termin&ion contained two surface
octahedral iron cations, two surface tetrahedral iron catbns and four surface oxygen an-
ions. It was found that for both terminations, adsorption energies were as a result of not
only the adsorption of water to the iron ions but also the hydrogen bonding between the
water molecules and to the surface oxygen atoms. It was alscsw@blished that, for the
A termination f110g surface, with just one and two water molecules, molecular asbrp-
tion of water is favoured, whereas, for three and four water mlecules, a combination of
molecular and dissociative adsorption is ideal, however,the B termination, dissociative
adsorption of water is favoured for one and two HO molecules, whilst, again a combina-
tion adsorption modes, also, full dissociative adsorptiorwere possible, for three and four
molecules of water. This suggests that water will adsorb in derent modes dependent on

termination type as well as on surface type.

Very few publications exist that focus on simulation of the magnetite{biomolecule inter-
face, and only one in the context of biomineralisation. The rst study was from 2011,
concentrating gold/magnetite nanocomposites[198], in peicular, the role of an interme-
diate layer during gold nanoparticle deposition onto thef 111g magnetite surface, nding
that gold{magnetite interactions could be enhanced by the wse of a suitable surfactant,
polymer or SiOH terminated amorphous polymer to modify the magnetite surface. The
magnetite{intermediate layer interaction strength was found to be dependent on the func-

tional groups present in the intermediate layer, with amine functionalised molecules (e.g.
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polyethyleneimines) being preferable. When the interactbns of these composites with
amino acids were examined it was established that there was easonably strong absorp-
tion of cysteine, which was believed to be due to the strong dphur{gold bond formed,

reducing molecular di usivity.

To the best of the author's knowledge, the only publication that explores magnetite{
biomolecule interfacial interactions with regard to biomineralisation was produced by
Burger et al[199] in 2013. This report focuses on amino acids linked to # magnetotac-
tic bacteria Magnetospirillum gryphiswaldensemagnetosome membrane proteins, MamJ
and MamG, which are dominated by aspartic acid(ASP) and gluamic acid (GLU) in
MamJ[200], and leucine (LEU) and glycine (GLY) in MamG[102]. Barger et al utilised
force eld simulations to dock ASP, GLU, LEU and GLY onto the f11lg magnetite sur-
face, nding that electrostatic interactions dominate amino acid physisorption, with the
involved species being the F& surface ions and the oxygen atoms of the amino acid car-
boxyl and carboxylate groups. GLY and LEU interacted with th e magnetite through a
bridging binding mode to the carboxylate oxygen atom, ASP dd so through a bidentate

binding mode to the carboxyl oxygen atom, whilst GLU exhibited both binding modes.

1.3 Conclusion

There have obviously been many advances in studying the meamisms and processes of
biomineralisation of magnetite and certainly of the biomineralisation of other biominerals,
however, there is a long way to go before we fully understand hat is occurring at the
magnetite{biomolecule interface, particularly in the el d of computational simulation. Key
guestions remain unanswered such as: how does the magnetgarface structure in uence
which biomolecule will attach; how does the presence of wateén uence whether or not a
biomolecule will attach to the magnetite surface; what is the mechanism of biomolecule
adsorption onto the magnetite surface; can reliable poteritls be derived to describe the
interactions between biomolecules, magnetite surfaces dnwater, and ultimately, how
does the attachment of the biomolecule in uence the growth & the crystal? This thesis
attempts to explore these issues, however, before presentj the ndings of this work on
magnetite{biomolecule interfaces, the potential model am theoretical methods utilised to

simulate the systems explored are rst described.
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Chapter 2

The Potential Model

In order to gain reliable simulation results, knowledge of te interatomic interactions
within a system is required. Ideally this could be achieved ging ab initio techniques, with
the potential for giving an exceptionally accurate descrigion of numerous essential pro-
cesses within the system. However, this is very computatioally expensive, and even with
the use of modern petascale computers this type of techniquis not feasible to simulate
systems containing more than a few hundred atoms, making theéechnique inappropriate
for the time and length scales of most real systems. This is p#icularly true when studying

an interface between two phases, as in this work.

The use of parameterised potentials, to evaluate interatoric forces, provides a faster,
molecular mechanics, alternative method, known as atomist simulation, which enables
the modelling of larger systems; however, the simulationsequire careful parameterisa-
tion, in order to ensure that the interatomic interactions r emain accurate with changing

geometry. Such a model was used for the work described in thithesis.

The basic requirement of a potential model is to describe thdotal energy of the system

as a sum over intermolecular and intramolecular interactians, i.e.

Usystem = Uinter + Uintra (2.1)

The intramolecular interactions can be further divided into the sum of the energy required

to stretch, bend or twist a number of adjacent atoms or bonds;

Uintra = Ubonds"' Uangles + Utorsions (2-2)

Each of which is de ned by a series of parameterised equatia Similarly, the intermolec-

ular interactions can be subdivided into coulombic and van eér Waals interactions.
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Uinter = Ucoul + Uvaw (2-3)

In an ionic solid such as magnetite the intermolecular inteactions dominate to the point
where the intramolecular terms can be neglected. This is sogtimes described as the Born
Model of Solids and as the theory equally applies to the intemolecular interactions in the

amino acid residues and peptides it is the starting point forour discussions.

2.1 Intermolecular Interactions

lonic or polar solid interactions are described using the Bon Model of Solids[201], and a
similar model is used to describe intermolecular interactbns in molecular systems. In both
models point charge particles are used to represent the atosof a system that interact by
means of short range interactions and long range electrost& interactions. The interaction

energy between two ions or atoms is obtained by

o XX 1 gq 21X X
inter = 2 ) 4"Orij 2

i j i i
igi i6i

i (rij) (2.4)

Long-range Coulombic interactions are expressed in the rsterm, "g is the permitivity
of vacuum, g and ¢ are the ionic or atomic charges andrj is the distance betweeni
and j (or interatomic distance). The short-range interactions between the particles are
described in the second term ( (rj )). Such short-range interactions include van der Waals

attractive forces and the repulsion between the electron carge clouds.

It is not possible to obtain the Coulombic energy of the systen by simply summing over
all pairwise electrostatic interactions, as shown in Equaton 2.4. The reason for this is
that the contribution of the point-charges to the electrostatic potential decays as Er,
this causes very poor convergence of the Coulombic term. Tootinteract this, summation
methods, are used to calculate the electrostatic interactins. The other terms of Equation
2.4, the short-range interactions, can usually be calculad by a simple summation as they

converge much faster.
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2.1.1 Long-range Intermolecular Interactions

As mentioned previously, the long-range electrostatic ineractions are Coulombic. A par-
ticle i will interact with all other particles j in the simulation box. It will also, interact
with these particle's periodic images, including those ofi. This leads to the Coulombic

contribution, UcouL , to the interaction energy being represented by

UcouL = 2 7y —

- - (2.5)
n =1 j=1 jrij + nLj

where g and g represent the charges on particles and j, rj is the interatomic distance,
"o is the permitivity of free space, andL is the set of simulation cell vectors re ecting the
periodicity of the simulation box. The sum of all the periodic images is expressed as the
sum over n, where n is the ordered triple of integers that de ne the periodic images of
the simulation cell. The prime on the rst summation indicat es thati = j is ignored for

n=0.

However, as mentioned previously, due to the fact that the sm in Equation 2.5 is very slow
to converge as a result of the %r term, a quicker and more reliable summation scheme,

such as the Ewald method[202], is required.

Ewald Summation

Within the Ewald method[202] every particle i, of chargeq, is assumed to be surrounded
by a diuse charge distribution of opposite sign. The total charge of the cloud is such
that it exactly cancels ¢, meaning that the electrostatic potential, due to particle i, is

due exclusively to the fraction of g not screened. This is usually taken to be a Gaussian

distribution such as

3=2
= a — exp( r? (2.6)

, the arbitrary parameter, determines the distribution wid th, and r is the position rela-
tive to the centre of the distribution. Because of this, only the fraction of g not screened
contributes to the electrostatic potential due to the particlei. This fraction rapidly con-
verges to zero at long distances, making the screened intesions short-ranged. Hence,

direct summation in real space can now be used to calculate #helectrostatic interactions
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between these screened charges.

The total contribution to the interaction energy of the screened Coulombic interactions,

UreaL , is then expressed as

=

p— )
A 5 erfcC jrj + nLj) (2.7)

U = - -
REAL . Jrij + nLj
n i=1 j=1

where erfck) is the complementary error function, shown as

2 Z x
erfc(x)=1 p=  exp( td)dt (2.8)
0

This tends to zero with increasingx. Hence, the only term that contributes to the sum in

real space is that withn =0, if  is large enough.

However, a new charge distribution must be added to each paitle i in order to cancel
the e ect of the rst charge distribution, as the electrostatic potential due to interacting
screened charges is not the quantity of interest. This new aopensating charge distribution
has the same sign as the original chargg and the same shape as the distribution j(r). By
summing their Fourier transforms in reciprocal space, the ontribution of this set of charge
distributions to the electrostatic potential can be calculated, as the Gaussian distributions

are a set of smoothly changing periodic functions.

Poisson's equation denotes the electrostatic potential af point r;j, due to a charge distri-

bution 1(r), that consists of a periodic sum of Gaussians. This is repmented by

2 )= 10 (1) (2.9)

where

X W 3=2
1(r) = 4 — exp jr (rj + nL)j? (2.10)
n j=1

In Fourier form, Poisson's equation becomes

K2 1(K) = 10 1K) (2.11)

Fourier transforming the charge density ; gives
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Z
1(k) = % y 1(r)exp( ik r)dr (2.12)

If 1(r) is replaced by its expression as de ned in Equation 2.10, ten Equation 2.12

becomes (see reference [203] for derivation)

X
1(k)=% g exp( ik rj)exp( k=4 ) (2.13)
j=1

Combining Equations 2.11 and 2.13 yields

11X . -
— g exp( ik rj)exp( k=4 ) (2.14)

0= jar v
j=1

The electrostatic potential in real space is

X

1(r) 1(k)exp(ik r)

k&0
= = exp ik (r rj) exp( k®*=4) (2.15)

V k2||
keo j=1 = O

Hence the contribution to the interaction energy due to 1 is

1X
Urecip: = > g 1(ri)
i
1 X PAND\ _
= 3 qu?.. exp(ik (ri rj))exp( k?=4)
k60 i=1 j=1 0
vX 1
= 5 e (K)i%exp( k=4 ) (2.16)
keo = O
where
1 X .
(k) = v G exp(ik r;) (2.17)

i=1

However, the contribution to the interaction energy given in Equation 2.16 includes the

interaction between the continuous Gaussian charge cloudof chargeq, with itself. This
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term, called the self-interaction term, needs to be correatd for. The contribution of this

charge distribution to the interaction energy is given by[203]

Uselr = E; 3 (2.18)

The Usg r term is independent of the particle's positions and thus is onstant throughout

the simulation. Therefore, the total contribution to the po tential energy is

UcouL = UreaL * Urecip:  Uselr (2.19)

or

11 X XX gq p_ .
UcouL = 5 7= 0 Oi:1 . i+ nij erfc( jrij + nLj)
vX o1
to o (Kifexp( k=4 )
0
k&0
1 LN
o - 9 (2.20)
0

i=1

As is present in both the real space and reciprocal space sums @an be chosen to

optimise the speed of the simulation.

Figures 2.1 and 2.2 represent the charge distributions foreciprocal and real space respec-

tively.

Figure 2.1: Charge distribution for Fourier reciprocal space.

Smooth Particle Mesh Ewald Summation

The smooth particle mesh Ewald (SPME) method is a modi cation of the Ewald sum-

mation. This technique is generally faster than conventiorml Ewald summation, leading
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Figure 2.2: Charge distribution for real space.

to it being used throughout this work, in molecular dynamics simulations. Within this
method the reciprocal space term is converted into a form suéable for Fast Fourier Trans-
form (FFT). To accomplish this, the Gaussian charge distribution is approximated by a
gridded charge distribution and 3D FFT is applied to the grid. The SPME method scales

asN log(N), whereas the Ewald sum usually scales al 372,

Parry Summation

The Parry summation[204, 205] is a variation of the Ewald sunmation. It is used for

surface simulations where crystals are periodic in two-diransions. This method suggests
that the crystal consists of a series of charged planes of imite size as opposed to an
in nite lattice. When the electrostatic interactions are summed up, the vectors are now
separated into in-plane vectors and vectors perpendiculato the plane. Hence meaning
the sum of plane charges can now not be presumed to be zero. Hwation of the reciprocal

space term is needed. Heyest al[206] provide a detailed derivation of the reciprocal space

term.

2.1.2 Short-range Intermolecular Interactions

The contribution to the lattice energy made by short-range interactions consists of a com-
bination of di erent contributions. Repulsive interactio ns occur at small separations due
to neighbouring ion electron charge clouds and core-core t@ractions. At the same time,
dipole-dipole interactions occur at these distances, duea uctuating dipoles on each ion,
resulting in attractive van der Waals forces. Other terms can also be included in the
model, such as short-range interactions between three ionsr more when considering co-

valent systems, in order to represent directionality in the bonding. Throughout this work,
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the short-range attractive and repulsive contributions are described by simple parame-
terized potential functions. As a result, in order to obtain reliable quantitative results,
careful consideration of the parameters used to accuratelglescribe the properties of the
lattice is needed. Potential parameter derivation occurs fom either using empirical tting
to experimental data, or, tting to more accurate simulatio ns. The most commonly used

short-range potentials, hence those being used in this workare described below.

Lennard-Jones Potential

The Lennard-Jones potential is a mathematical approximaton that describes the com-
plicated nuclear and electronic repulsions which dominatethe attractive intermolecular

interactions at short separations. The potential takes theform:

Aj  Bj Eo ro " ro ™M
Urij)= 2 =8 - _= m@ =2 m — 2.21
(riy) oo nom ri rij (221)

Where r is the interatomic distance and Eg is the interaction energy at the equilibrium

separation (or bond length) ro.

However, the form used in this work was

U(rij) = r?lz WZ Eo — 2 — (2.22)
The rst term, denotes the repulsion between electron cloud, which dominate at very short
distances. At larger distances the second term dominates, aking up the attractive part
of the potential, modelling the van der Waals forces. It mustbe mentioned that Equation
2.22 is known as the Lennard-Jones (12-6) potential (see Fige 2.3 for a diagram of its
potential function), the numbers referring to the powers that rj are raised to. The most
common values used for the repulsive and attractive terms a 12 and 6, respectively and
are used exclusively in this work. However, values such as®-9-6 and 12-10 could also be
used, dependant on the system being modelled, for example2410 is often used to describe
hydrogen bonding, and 9-3 often used to model the interactin between a continuous solid
wall and the atoms/molecules of a liquid. The A and B parameters are chosen to t the

materials physical properties.
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Figure 2.3: 12-6 Lennard-Jones potential diagram.

Buckingham Potential

The Buckingham potential is similar to the Lennard-Jones pdential in that as with the
Lennard-Jones potential, the rst term represents the repusive forces and the second term
represents the attractive forces. The di erence being thatthe repulsive term is replaced

by an exponential as shown in Equation 2.23

= Cj
U(I‘ij )= Ajj e i =i r% (2.23)
i
Aj, j and Cj are parameters which di er for each pair of interacting ions. Aj and jj

represent ion size and hardness respectively. The exponeat within the repulsive term
of the equation, enables it to be more exible than the Lennad-Jones potential. It is
also a better mathematical match for the underlying physics Due to this property the
Buckingham potential is widely used in the successful modéhg of polar solids, where the
repulsive terms are more signi cant. However, this thesis las made use of Lennard-Jones

potentials to ease mixing organic and inorganic parameters

2.2 Intramolecular Interactions

When building a model to describe a pure ionic solid e.g. MgOthe intermolecular terms
described in the previous section are su cient to reproducethe fundamental properties of

the system. However, as the system gains a more covalent nate, e.g. calcium carbonate,
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then additional terms must be included to describe the bonding within the covalent parts of
the system. In the case of the organic molecules studied in th thesis, the covalent nature
dominates and the intramolecular potentials describing bad vibrations, bond bending

and bond twisting must be derived such that this model can be witten as

Uintra = Ubonds + Uangles + Utorsions (2.24)

2.2.1 Bonding Interactions

By far the simplest way to describe the oscillations of a bonds to assume the vibrations
are purely harmonic and can therefore be described as a singpharmonic oscillator of the

form of Equation 2.25:

u(rij) = %k(ru ro)® (2.25)

In Figure 2.4 the energy is plotted in relation to Equation 2.25, where the energy curve is
parabolic. The zero of the curve and subsequently the equath is found atr = rq, where
ro is the equilibrium distance (or bond length). Any energy in excess of this, for example
E1l, arises because of extension or compression of the bondhish may be likened to the

behaviour of a spring.

Figure 2.4: Parabolic harmonic oscillator curve of energy against inte ratomic distance.

The energy of the whole system is at a minimum when the two atora stay at a mean

interatomic distance, so that the attractive and repulsive forces are balanced. Any attempt
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to pull the atoms further apart is met by resistance from the attractive forces. Repulsive
forces arise quickly as a result of any attempt to squeeze thatoms closer together. In order
to distort bonds an input of energy is required, whether it befor extension or compression
of bonds. Figure 2.4 shows that if one atom (A) at r=0 is believed to be static, the
other atom oscillates betweenB?and B If the energy is increased to E3 for example,
there are more vigorous oscillations present, leading to argater degree of compression or
extension. However, as noted in the observed di erences beten the infra-red spectrum
of HCI based on a pure simple harmonic model and experimentalata, real molecules do
not completely obey the laws of harmonic motion. Every bond vill inevitably reach its
breaking point, leading to the dissociation of the moleculeinto atoms. For smaller bond
length distortions the bond can be said to be perfectly elast, making the simple harmonic
parabola an acceptable method. However, when the bond disttons get larger (>10 %

of bond length), a more complicated behaviour must be assunue

A simple deviation from the simple harmonic oscillator, often used in molecular modelling,

is the Morse potential. It takes the form of

U(I’ij ) = Aij (1 e( Bij (T r0)))2 Aij (2.26)

where Aj; is the bond dissociation energyyg is the equilibrium bond distance, andBj; is

a function of the slope of the potential energy well.

Figure 2.5 exhibits a comparison of the energy against inteatomic distance curves for

both the harmonic oscillator and Morse potentials.

In many well tested models for describing organic moleculeAMBER, DREIDING, etc.)
it has been shown that the speed up seen from using a simple hapnic motion is more
signi cant than the loss in accuracy compared to the Morse pdential and thus is the
model of choice for describing the bonding in this work. One dvantage of using the
simple harmonic model is that atoms initially far from their equilibrium position will

quickly equilibrate without the risk of bond breaking.

2.2.2 Three-Body Potentials

This potential describes the directionality of the bonds involved in a system. Hence, it is
a further component of the interactions of covalent speciess the bond-bending term. Itis

added to take into account the energy penalty for deviationsfrom the equilibrium value.
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Figure 2.5: A comparison of the harmonic oscillator curve and the Morse curve.

Again in its most basic form a simple harmonic model is used.

1
U( k)= ékijk( ik 0)? (2.27)
where ki is the three-body force constant and ¢ the equilibrium angle.

The same weaknesses as discussed in the previous section lgdrere, and more complex
anharmonic models, based on trigometric functions could beised. However, for the pur-
pose of this work, the simple harmonic model three-body potetials, as integrated into

AMBER force elds, were utilised.

2.2.3 Four-Body Potentials

A four-body potential is incorporated to denote the e ect of deviations of torsion angles

from their equilibrium values on the energy, taking the form

U( ik ) = ki (I cos@ i )) (2.28)

where ki is the four-body force constant,n is equal to 2 and jy is the torsion angle.
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2.3 Polarisability

As noted in the discussion of short range intermolecular ingéractions, one important in-

teraction that occurs at short separations is the polarisaton of the atoms in the system.

The induction of a dipole in an ion's electron charge cloud wien it is brought close to an
asymmetric eld is known as ionic polarisability. The short-range interactions between
ions can be a ected by this dipole induction. Simple rigid ion models, such as in Equation
2.4, ignore this polarisability, considering each ion as adrmal point charge. A way of
including ionic polarisability into the model is to use the shell model, whereas in the

organic systems polarisability can be incorporated by meas of multipole models.

2.3.1 The Shell Model

Figure 2.6: Schematic of the shell model.

The shell model was originally developed in 1958 by Dick and @erhauser[207]. It is a
simple mechanical model, in which an ion is represented by taw components; a core and
a shell, which are connected by a harmonic spring. The harmdn core-shell potential
models the interactions between the negatively charged et¢ron cloud and the positively

charged nucleus, as shown in Equation 2.29.

1
U(re o) = Skrg s (2.29)

lon polarisability ( ) is related to the shell charge {¥) and the spring constant (k)

= (2.30)

Several studies have been involved in the comparison betweehe rigid ion model and

42



the shell model[208, 209, 210]. The rigid ion model has beersed to produce some very
successful investigations for a wide range of systems, despit being a very simplistic
model[211, 212, 213]. However, in the comparison work, thehsll model was shown to
be superior. Although, the major disadvantage of the shell nodel is that it signi cantly
increases the particle number, resulting in longer computtional times and subsequently
higher computational costs. Therefore, molecular dynamis techniques often use the simple

rigid ion model, as is the case in this work.

2.4 Amino Acid Interactions

Amino acids can interact with other molecules, including other amino acids, in a variety
of ways. The four major non-covalent bonds or forces respoitde for intermolecular inter-
actions can be categorised as either electrostatic or hydphobic in nature. Electrostatic
interactions can then be further sub-divided down into hydrogen bonding, charge-charge

interactions and van der Waals forces[214].

Hydrogen bonds are amongst the strongest non-covalent foes, being strong enough to
confer structural stability but weak enough to be readily broken. They form between
hydrogen atoms and more electronegative elements, such agygen and nitrogen. The
usual length of a hydrogen bond is approximately 2A, with the total distance between
the two electronegative atoms typically being 2.7 to 3A. The hydrogen bond has many of
the characteristics of a covalent bond but much weaker. Thetsength of the hydrogen bond
is dependent on the alignment between the hydrogen atom andhe two electronegative
atoms, with small deviations from a linear alignment being dlowed, however, the strength
of the resultant hydrogen bond is weakened. Figure 2.7 exhits some common examples
of hydrogen bonds. All of the displayed functional groups ca also form hydrogen bonds
with water, in fact, when exposed to water they are far more lkely to interact with water
due to the concentration of water available to them. In order for hydrogen bonds to
form within biochemical macromolecules the donor and accepr groups must be shielded
from water, hence, hydrogen bonds most often occur within tie hydrophobic interior of a

polypeptide where water cannot penetrate[214].

Charge-charge interactions are the strongest non-covalérforces and extend greater dis-
tances than other intermolecular forces. The strength of thkese interactions in an aqueous

environment is greatly dependent on the nature of solvent; \ater signi cantly weakens
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Figure 2.7: common examples of hydrogen bonds.

these forces. These interactions play a role in the recognin of one molecule by another.
As well as being in charge of the attractions between oppositly charged functional groups
in a protein, charge-charge interactions are also resporde for the mutual repulsion of

like charged groups[214].

The interactions between two permanent dipoles, or the inteactions between a permanent
dipole and an induced dipole in a neighbouring molecule, ar&nown as van der Waals
forces. Although they operate over similar distances to hydogen bonds van der Waals
forces are much weaker. These forces are produced betweehradutral atoms by transient
electrostatic interactions, occurring when the atoms are ery close together, involving both
attraction and repulsion. At short internuclear distances van der Waals forces are strongly
repulsive and are very weak at long intermolecular distance. The separation of two atoms
by the sum of their van der Waals radii is said to be the distan@ at which attractive forces
are maximal. Table 2.1 presents the van der Waals radii of searal atoms of importance in
biochemical macromolecules. Despite their individual wekness, the clustering of atoms
within a protein allows for the establishment of a large numker of van der Waals forces,

thus, playing a key role in maintaining molecular structures[214].

Atom Radius (nm)

Hydrogen 0.12
Oxygen 0.14
Nitrogen  0.15
Carbon 0.17
Sulfur 0.18

Table 2.1: Van der Waals radii of some biochemically importah atoms[214].

44



2.5 Potential Parameters Utilised

This thesis focuses on the following four key systems:

1. The organic molecules.
2. The magnetite crystal.
3. The water.

4. The interaction of the above three with each other (cross ¢rms).

In order to study these systems, a model that describes the wdie system could, potentially,
be de ned from rst principles; however, this would be a laborious process. Alternatively,
to gain an insight into the real systems, rather than just t t he parameters, well-de ned
literature values were utilised, thus leaving the challeng of tting to derive reliable cross

terms as practiced by Freemanet al[134].

2.5.1 Amino Acid and Peptide Potential Parameters

The organic molecules are described using parameters onwilly derived as part of the
AMBER (or Assisted Model Building with Energy Re nement) pr oject, which was origi-
nally developed by P. Kollman's group, as a collection of foce elds for use in molecular
dynamics of biomolecules. AMBER is also the name for the rel@d software package, used

to simulate the aforementioned force elds.

The AMBER force eld function takes the form[215] below, as described in the previous

sections:

X

Etota = K (r rO)2
bg{]ds
+ K ( 0)?
angles
V
+ -1 +cos(n )]
dihedrals #

X Ay Bj_ aq
RlZij Ri? "Rij

i<j

(2.31)
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Equation 2.31 de nes the potential energy of a system. Note lhat despite the term force
eld, this equation de nes the potential energy of the system; the force is the derivative

of this potential with respect of position.

The rst term represents the energy between covalently bonéd atoms. The second term
relates to the bond bending energy and can be thought of as befj due to electron orbital
geometry involved in covalent bonding. The third term expresses the energy of the bond
torsions due to bond order and neighbouring bonds or lone pas of electrons. It must be
noted that a single bond can possess more than one of these tes, leading to the total
torsional energy being expressed as a sum. The fourth term iknked to the non-bonded
energy present between all atom pairs. This can be split intdwo components: the rst

being for van der Waals forces and the second being for elecistatic energies.

In order to use the AMBER force eld, parameter values of the force eld are needed (e.g.
force constants, equilibrium bond length and angles, chargs). There are a large number
of parameter sets in existence, all of which are described idetail in the AMBER software

user manual. Each parameter set was derived for a certain typ of molecule. GAFF
(General AMBER Force Field)[216] provides parameters for mall organic molecules for
use with, for example, small molecule ligands in conjunctia with biomolecules. Peptide,
protein and nucleic acid parameters are provided by paramedr sets with the pre x and

containing a two digit year number, e.g. 99[215]. In 1995 Rd Woods[217] developed the
GLYCAM force elds for simulating carbohydrates. Within th is work the parameter set

99SB was used.

The focus of this thesis was the relationship between amino @ds and peptides with
the 100y and f111g magnetite surfaces. The biological molecules range in sizom
a monomer (individual amino acids) to sequences of up to 6 mamers. In order to
produce the required amino acids and peptides the AMBER sofware package was used,
as mentioned previously. The initial structures of the amino acid sequences were generated
using the AMBERTOOLS package TLEAP[218]. The sequences wer capped, using the
ACE and NME method[218], thus neutralising the C- and N-terminal charges and more
accurately replicating conditions within the Mms6 protein, as discussed in Chapter 1. This
system was then relaxedn vacu, using a combination of Energy Minimisation and NVT
(an ensemble with constant particle number, constant volune and constant temperature,
which will be discussed further in Chapter 3) molecular dynamics for 1 ns at 300 K in
a simulation cell of dimensions 40A x 40 A x 40 A. Water was then added using the

utility distributed with DL _POLY classic and run for a further 1 ns of NVT MD. This
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was done to prepare the system before attachment to the magtige surfaces. All of the
intermolecular forces between the di erent biological mokcules were modelled with 12-6

Lennard-Jones potentials, as produced by AMBER, these arel®wwn in Table 2.3.

lon AMBER de nition
N sp? N in amides
H H attached to N
CT any sp® C

H1  H attached to aliphatic C with 1 electron-withdrawing sub stituent

HC H attached to aliphatic C with no electron-withdrawing su bstituents

C any carbonyl sp? C

o) sp? O in amides
OH sp® O in alcohols, & protonated carboxylic acids
HP H attached to C directly bonded to formally + ve atoms
S S in methionine

Table 2.2: De nitions of the di erent ions used in AMBER[215].

lon pair (ij) Ay (eV A% Bj (eV A9

N-N 40972.883380 34.769428
H-H 0.006074 0.004068
CT-CT 45259.251180 29.314815
H1-H1 141.438220 0.620809

HC-HC 326.122582 0.942682
C-C 35578.570414 23.044553
0-0 16482.836953 24.510403

OH-OH 25244.442106 30.362014

HP-HP 8.757123 0.154474
S-S 181990.850560  88.862720

Table 2.3: Amino acid and peptide potential parameters[215].

2.5.2 Magnetite Potential Parameters

There are several methods for describing the magnetite potgial parameters. Lewis and

Catlow[219] provide potentials that incorporate a shell madel built with full ionic charges,
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however, this presents a problem of how to describe the chaegdistribution on the tetrahe-
dral sites, where half are Fé2 and half are Fe™ . Also, whilst a full charge model gives an
excellent reproduction of the material properties, the laige di erence in charges between
those of the organic molecules and those of the magnetite mak tting cross terms more

complicated[134].

More recently, Rustad et al[193] proposed a partial charge model for magnetite, whergbh
in the bulk magnetite structure above the Verwey transition, each O?> was thought of
as being coordinated to three octahedralFe?°* jons and one tetrahedral Fe3*. When
Rustad et al[220] worked with a magnetite-water system, all oxygens, pstons, and iron
ions were treated on an equivalent basis, in that, the oxyges in the crystal are the same
as the oxygens in the water, and the only di erence between te Fe3* and FeZ®* ions

was the charge.

Cyganet al[221] developed a potential set, designed to be compatibleith the organic force
elds, which was aimed at being a transferrable potential sé for modelling silicates. The
data set also included terms for tetrahedral and octahedral Al and octdedral Fe. Its com-
patibility with the AMBER force elds makes it an attractive option but for the absence
of a tetrahedral Fe term, this issue was later recti ed by Kerisit[149] through modi cation
of the original CLAYFF parameters. Hence, the interatomic potentials for magnetite used
for this investigation were developed by Kerisit[149] usig modi ed CLAYFF parameters.
This modi cation was due to the results produced from an enegy minimisation of a bulk
hematite structure using the original CLAYFF parameters[221]. The lattice parameters
yielded proved to be much larger than that of the experimentd data. In order to combat
this, the ro parameter of the octahedral species was reduced. This prifge was adapted
for use with magnetite, yielding results in excellent agrement with experimental data as
shown in Table 2.4. This agreement was also proven to be congive for a series of other

iron (hydr)oxide minerals.

Lattice Parameter Experimental A Calculated A Dierence %

O 8.394 8.412 0.2

Table 2.4: Experimental[222] and calculated[149] lattice parameters obtained with the modi ed CLAYFF

model.

As mentioned previously, in this work a rigid iron model is utilised. Within this model,
the two cation types (Fe** and Fe**) have the same short range potentials as this proved

to be the method with the most stable system and the lowest suiice energies. A partial
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charge model was also decided upon, as the system was moreldtaand better results
were yielded than when a fully charged model was used. Lennd+Jones potentials were
used to describe all interactions considered. The potentiaparameters used within this
work are presented in Table 2.5. Thef 100y and f 111g surfaces were chosen for this work,

as these patrticular surfaces are linked with bacterial magetite production, as mentioned

before.
lon Charges (e) lon pair (ij) Aj (eV Al2) Bj (ev AS)
FET 1.5750 FET-FET 32.5633 0.0071
FEO 1.3130 FEO-FEO 32.5633 0.0071
Oxygen (OM) -1.0500 OM-OM 27290.9548 27.1226

Table 2.5: Magnetite potential parameters[149]. Iron in Tetrahedral Sites = FET. Iron in Octahedral
Sites = FEO.

2.5.3 Water Potential Parameters

Discussion of the force elds available for modelling watercould be the topic of a thesis
in its own right. London South Bank University has created a database, documenting
over 100 di erent water models[137]. Here, the water potental used is a simple exible
three-point transferable interaction potential model, known as TIP3P/Fs, as presented in
the paper of Wu et al[223]. The TIP3P potential represents a non-polarisable mdel for

water. The intramolecular interaction of TIP3P/Fs include s harmonic bond-stretching and
bond-bending potentials as shown in Table 2.6. This particlar water model was chosen
as it is incorporated into both AMBER and CLAYFF, reducing th e need to explicitly t

cross terms. The oxygen(OW)-oxygen intermolecular forcesvere modelled with a 12-6
Lennard-Jones potential. The TIP3P model does not have potetial parameters for any
hydrogen(HW) intermolecular forces (neither indeed do mosof the simple water models).
The reason being essentially that all of the hydrogen bondig can be accounted for in the

Coulombic interactions.

2.5.4 Deriving Cross Terms

The interactions between organic and inorganic systems cege issues when producing force
elds for them. These challenges arise predominantly due tahe di erent types of force

eld used to model the two systems. Thus, because di erent clarge models are used, there
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lon Charges (e) Bonds ( k(r rg)?
OW  -0.8340 lons  k (eVA) 2 rq (A)
HW 0.4170 OW-HW 23.9907 0.9572

Angles (k( 0)? lon pair (ij) Aj (eV A% Bj (eV A
lons k (eV rad?) () OW-0OW 25246.0590 25.8052
HW-OW-HW 4.3383 104.5200 HW-HW 0.0 0.0

Table 2.6: Water potential parameters. Water Oxygen = OW. Water Hydrogen = HW

is no unique way for deriving the cross-terms. In this work the Lorentz-Berthelot mixing
rules were used in order to generate the required potentialsas these are already employed
in the AMBER force eld. The rule states that the AB parameter s for a Lennard-Jones
representation are suitable averages of the Lennard-Jonegsarameters for AA and BB

interactions, as shown in the work of Allen and Tildesley 198[224], and Leach 2001[225].

The basic principles of the rule relates back to the LennardJones equation in Chapter 2

(Equations 2.21).

The cross terms for R Rj ) and E (Ejj ) are created by

1
Rj = E(Rii + Rjj) (2.32)

And

P
Eij = Eii Ejj (2.33)

All of the intermolecular forces were modelled with 12-6 Lenard-Jones potentials, as

shown in Tables 2.7, 2.8, 2.9 and 2.10.

lon pair (ij) Aj (eV A% Bj (eV A
FET-OW 1001.2367 0.4498
FEO-OW 1001.2367 0.4498
OM-OW 26249.4643 26.4562

Table 2.7: Magnetite-water potential parameters.
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lon pair (ij)  Aj (eV A% Bj (eV A
FET/FEO-N 1247.262137 0.516298166
FET/FEO-H 5.457577171 0.018826465
FET/FEO-CT 1275.380255 0.467609854
FET/FEO-H1 98.41898679 0.079950986
FET/FEO-HC 135.8338467 0.09392657
FET/FEO-C 1130.78556  0.414595152
FET/FEO-O  853.6819681 0.450310798
FET/FEO-OH 1023.386429 0.493276859
FET/FEO-HP  37.09092915 0.049081549
FET/FEO-S 2501.164948 0.805129336

Table 2.8: Magnetite(FET/FEO)-amino acid/peptide potential paramet

lon pair (ij )

Aj (eV A 12

Bij (eV A®)

OM-N
OM-H
OM-CT
OM-H1
OM-HC
OM-C
OM-O
OM-OH
OM-HP
OM-S

33474.12726
69.56586966
35414.33752
2153.351019
3128.233445
31399.27979
21353.21078
26287.5924
687.8435741
71972.76209
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30.72488384
0.772112995
28.3052683
4.295915188
5.177831863
25.09619275
25.87079686
28.71839912
2.427969087
49.61265566

Table 2.9: Magnetite(OM)-amino acid/peptide potential parameters.



lon pair (ij) Aj (eV A% Bj (eV A

OW-N 32208.5821 29.9755
OW-H 65.9863 0.7479
OW-CT 34096.9833 27.6236
OW-H1 2064.0189 4.1831
OW-HC 3001.3595 5.0443

Oow-C 30231.2790 24.4918

ow-0O 20518.9579 25.2232
OW-OH 25273.1025 28.0065
OW-HP 657.2350 2.3605

OW-S 69341.2416 48.4338

Table 2.10: Water-amino acid/peptide potential parameters.
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Chapter 3

Theoretical Methods & Computational
Techniques

The potential model used to describe the calculation of thernteratomic interactions within
a system was detailed in the previous chapter. This chapter mves onto describe the use of
the model, within atomistic simulation techniques, to attain important information about

the systems in question. Two of such techniques that can be esl are discussed in detail.

The rst technique is that of Energy Minimisation. This meth od is used to minimise the
total interaction energy of a system in order to obtain its equilibrium con guration. This
method as with all methods has its advantages and disadvaniges. Energy minimisation
is a fast technique that has been used successfully over theegrs in the study of mineral
and molecular structures and energies[226, 219, 227], hover, it completely disregards
the e ects of temperature, due to the technique not taking into account the vibrational
properties of the crystal. This essentially means that the gstem is in e ect being run at
0 K, with the zeropoint energy ignored. However, if the poterial parameters used in the
calculation are tted to room temperature experimental dat a, the e ect of temperature will
appear implicitly in the model, though such e ects will be small. Depending on the choice
of minimisation regime, energy minimisation can be the leascomputationally demanding
technique, meaning that it can be readily applied to systemswith large numbers of atoms.
Although when the systems are larger the simulations are exgnsive in terms of memory
and CPU.

The second technique is Molecular Dynamics. This diers fran energy minimization
because the particles considered are e ectively involvedni time dependent motion. The
kinetic energy of the system is included within this method and, as such, the e ects
of temperature are considered. Molecular dynamics allowsof the kinetic energy of a
system to evolve with time, in order for the low energy con gurations to be sampled. The

major drawback of this technique is that, whilst each iteration is cheap, the number of
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iterations is so large that the number of steps required measthe simulation is expensive in
terms of time. Hence this technique is computationally a lotmore expensive than energy
minimisation. This is however a vital technigque in the modeling of liquids and mineral

surfaces that come into contact with liquid[228, 159, 229]

This chapter also details the di erent approaches availabk for describing mineral surfaces
based on both two-dimensional periodicity and three-dimesional periodicity. Initially
though, periodic boundary conditions must be discussed, athey have great importance

in atomistic modelling.

3.1 Periodic Boundary Conditions

As the size of a system being studied has great implicationsrothe amount of computer
resources a calculation requires, it is important to take adantage of any properties of the
system that reduce the work required. In the case of a solid stem the unit cell de nes a
repeat unit, that if expanded will reproduce the system at a nacro-level. If it is assumed
that any e ects on the system are local it is possible to desdbe the bulk solid simply by

studying the unit cell or a supercell containing a small numker of unit cells.

This approach works on the principle that a simulation cell is surrounded by an in nite
number of images, so that when a particle leaves the simuladin box, an image re-enters
from the opposite side; meaning that the system becomes periic, with a periodicity
equal to the dimension of the simulation cell. Figure 3.1 gies a basic demonstration of
this concept. The highlighted cell represents the simulatbn cell, whereas the surrounding

cells are the images.

Figure 3.1: Schematic of the concept of periodic boundary conditions, the simulation cell is highlighted.

This method is very e ective for crystalline solid simulati ons provided there is no e ect

54



that exists on a length scale greater than the periodicity. I is also adequate for the
modelling of liquids or amorphous solids, provided the simlation cell is large enough,
otherwise pseudo periodic e ects may appear, which lead toiduid systems appearing
glossy or like disordered solids. This method can also be estded to non-bulk systems

not periodic in three dimensions.

Two possible strategies can be employed when simulating sfaces and grain boundaries;
the rst being the use of two-dimensional periodic boundary conditions, where the pe-
riodicity of the cell is kept in only two dimensions, so there is no periodicity present
perpendicular to the surface or the interface. The second shtegy is to employ three-
dimensional periodicity, but have the simulation cell of a sze such that the interactions
between the interface and its images are negligible. Also, aking sure that the slab is
su ciently thick in order to ensure no interaction between t he two surfaces, and that the
centre of the slab behaves as a bulk would. These two strategs require di erent methods

for the summation of Coulombic interactions.

Having developed a potential model and a method for de ning he coordinates of the

system, we now consider how the energy and related propertiecan be calculated.

3.2 Energy Minimisation

At equilibrium the energy of a system is at a minimum, therefare, the calculated interaction
energy within a system should be the minimum interaction enegy of the system, though
this is very often not the case when setting up a simulation ck. Thus, energy minimisation
is needed in order to remove the residual stresses. When codering a periodic system,
there are two ways to achieve this mechanical equilibrium; he rstis to perform a constant
volume minimisation, where the dimensions of the cell are kgt xed but the atomic
positions can change. The second method is to perform a corsit pressure minimisation,
where both the cell dimensions and the ions are relaxed, so #t the forces on the atoms
and the cell dimensions are removed. This can be expressed @ atoms being at their

minimised positions when all the forces are at zero.

@U:

6 ~° (3.1)

where @ Uis the change in the energy and@ is the change in position of the ion.
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There are various methods by which Equation 3.1 can be achied; all are iterative but

di er in their accuracy and computational expense. Two methods are discussed here.

3.2.1 Conjugate Gradients

The conjugate gradient technique[230] is an extension of th steepest descent method,
whereby successive steps use the information on the force®in previous steps to direct
the minimisation. The new positions in the steepest desceninethod, are calculated using

Equation 3.2.

rn+1 = rn nSn (32)

wherer,, is the coordinate at time n, 5 is a numerical constant chosen for each iteration

to optimise the e ciency of the minimisation, and s, is the displacement vector, which is

given as
Sh= 0On (3.3
With
@u
On = @n (3.4)

Within this method, the displacement vector, also known as he search direction, is gained

from information on the previous gradient values.

Sh= Ont nSnh 1 (3.5)
Where
g-rlm- On
= = (3.6)
" g-rl; 1 9n 1

and S; = g1. The superscript T refers to the transpose of the vector. Whe S, is zero or
close enough to zero to satisfy an accuracy criteria, the mimisation is complete. Each

iteration is very rapid due to the fact that only the rst deri vative of the energy with
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respect to the positions is required. However, the algoritm is much less e ective than
that of matrix methods such as the Newton-Raphson techniqueand therefore requires

many more steps to reach the energy minimum.

Traditionally the gain in speed meant that conjugate gradients were still much faster even
though more steps were required. As computers have got fagtehis is less the case for

molecular mechanics but is still true for quantum mechanics

3.2.2 Newton-Raphson

In the Newton-Raphson technique[231], a Taylor expansions used to expandU(r) to

second order.

1

Where the displacement of a given ion is r

F=rp+1  In (3.8)

And the second derivative matrix is represented byW ,

@U

Wn: @%

(3.9)

Consequently, when the system is at equilibrium (assuming hat the energy change with

the strain is zero)

@u
—=0= + W r 3.10
@ gn n ( )
Giving
r= wW,! g, (3.11)
Hence
+1 = rn  QnHn (3.12)
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Where H,, is the Hessian matrix and is equivalent tow 1.

If the system energy was perfectly harmonic inr the minimum system energy would be
obtained in one step. However, if it is not harmonic but the displacement gives rise to
a lower energy con guration, then the minimum energy is fourd by iteratively repeating
this step. As the Newton-Raphson technique requires the callation of both derivatives
of displacement energy, as well as the inversion of the secdrderivative matrix, it is po-
tentially very expensive computationally for large systens, although this overhead has
reduced with faster processors and more RAM being availableThis method is however
incredibly reliable when compared to other methods, incluihg the conjugate-gradients
technique. The problem of computational expense can be reded by using an approxima-
tion of the inverted second derivative matrix and recalculaion of the matrix only occurs
after a xed iteration number[232]. This is the so called DFP method METADISE[233]

uses, whilst more modern codes use the related BFGS method.

The updated Hessian approximation is given as

r rT H, g g' H,
rm g g" Hn g

Hn+1 = Hn + (313)

The approaches towards minimising to constant pressure araimilar[234]. In this work,
energy minimisation has been used for two main purposes; tyy as a way of comparing
the quality of the magnetite potentials, and secondly, in the relaxation of the geometry of
the organic molecules created in drawing packages to ensutle system is in a stable con-
guration before molecular dynamics are applied. However,as mentioned before, energy
minimisation techniques neglect the temperature e ects ona system. For this reasoning,
molecular dynamics methodologies were used throughout teiwork in order to incorporate

temperature e ects into the investigation of the systems ofinterest.

3.3 Molecular Dynamics

Molecular dynamics utilises Newton's laws of motion to calalate the energy of a system
over a nite period of time for all of the particles within the system. This method, as
mentioned earlier, encompasses kinetic energy, doing somicitly by assigning all particles

of the system a position and a velocity, enabling the systemd reach a target temperature,

allowing the system to evolve with time. This allows atoms ard molecules to potentially
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jump over energy barriers, to reach a global energy minimum. The problem with this

method is that it can only apply to small energy barriers (e.g in the order of a few
kg T), due to the very short real time accessible to molecular dyamics simulations. The
molecular dynamics simulations produced throughout this vork were performed using the
computer code DL POLY[235] developed by W. Smith, T.R. Forester and I. Todorov in

Daresbury, UK.

All particles of a system within a molecular dynamics simulaion are initially given random
velocities, enabling the system to start with the required temperature and making sure

the simulation cell has no translational momentum.

m; vZ=3NkgT (3.14)

And

m; vi=0 (3.15)
i=1
Where the number of particles is shown adN, kg is the Boltzmann constant, temperature

is T, m; is the mass of particlei, and velocity of particle i is v;.

Calculating the force acting on each patrticle is the secondtep of a molecular dynamics
simulation. These calculations use the same method as engrgninimisation. Once the
forces, Fi, are established, calculation of the accelerationsa;, can occur, and the ion
positions, rij, and velocities, vi, can be updated, for an in nitely small time step, as

follows

aty= (0 (3.16)
Vi(t+ )= vi(t)+ ai(t) t (3.17)
G+ 1) = r()+ Vil t (3.18)

Equations 3.16, 3.17 and 3.18 are Newton's equations of matn and can only be applied

strictly for an in nitesimal time step. In practice, integr ation algorithms, such as the Verkt
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algorithm[224], are used within computer codes to solve Newtds equations, by combating
the errors due to time step, t, size. The time step choice is incredibly important in these
equations. If the time step is too large, the molecular vibrdions will occur within the time
step, producing large errors. On the other hand, ift is too small, it will require too many
iterations for the particles to move a signi cant distance, hence making the simulation
time too long. Run time properties (eg. potential energy, tenperature or pressure) of a
system can be calculated after each step. Then the process lispeated for the required
amount of time for the simulation, which could be several thaisand or million steps. The
velocities of the particles are scaled for the rst few tens 6 thousands of steps to meet
the required temperature. This is known as the equilibration period, where the system
reaches equilibrium at a given pressure and temperature, ere the collection of data.
The particle's velocities are from then on not scaled and thesimulation is run for as long
as possible, in order to obtain converged averages of the rutime properties of interest.
Throughout the majority of this work a simulation time of 1 ns was used, however where

indicated, the simulation time went up to 5 ns.

3.3.1 Integration Algorithms

Integration algorithms are used for updating particle coodinates by a nite time step.
A Taylor expansion in the time can be applied to attain an estimate of the positions,

velocities and accelerations.

rt+ t) = r(t)+ v()t+ %a(t) t2+ %b(t) t3+
v(t+ t) = v()+ a(t)t + %b(t)t2+ o

a(t+ t) = a(t)+ b(t)t +::

b(t+ t) = b(t)+ ::

(3.19)

Where the position of the particle isr, v is its velocity, a is its acceleration andb is the
third time derivative of r. Using Equation 3.19 it is possible to calculate particle pgition

about a position r(t), before and after a time step t

r(t+ t)=r(t)+ v(t)t + %a(t) t2+ %b(t) t3+ #(t? (3.20)
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r(t t)=r() v()t+ %a(t)tz %b(t)t3+ #(t4 (3.21)

Where #(x) is the order of accuracy. Adding Equation 3.20 and 3.21 give

r(t+ t)+r(t  t)=2r()+ alt) t?+ #(t? (3.22)

Or

r(t+ t)=2r(t) r( t)+ :nzf(t)+ #(t% (3.23)

This is the basis of the Verkt algorithm[236]. This method is used to calculate the new
position of a particle from the previous and current positions, in addition to the current
force on the particle. Hence, the velocities are not requirg to compute trajectories, but
are used to estimate the kinetic energy. To calculate the veicities in the system Equation

3.21 can be subtracted from Equation 3.20.

r(t+ t) r(t t)=2v(t)t + #(t3 (3.24)

Or
rt+ t) r(t t)

2
T + #(t?) (3.25)

v(t) =

This means that the calculation of velocities can only occuroncer(t + t) is known and
they are subject to a t2 order of errors. Unfortunately with this algorithm numeric al
imprecision can be introduced, due to the addition of a smalterm (#( t ?)) to a di erence
of large terms @#(t)) in Equation 3.23. The algorithm used throughout this work is a

modi ed version of the Verlet algorithm known as the Verlet leapfrog scheme[237], de ned

as
v(t+ }t): M (3.26)
2 t
And
1. . r(t) r(t t)
v (t ét)— . (3.27)

Thus, Equation 3.23 can be de ned as
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rt+ t) 1) _r@ ot t)
t

t : %f(t) v #(19) (3.28)

Then from Equations 3.26 and 3.27

v(t+%t)=v(t %t)+%f(t)+ #(t3) (3.29)

And
r(t+ t)=r(t)+ v(t+%t)t+#(t4) (3.30)

The values of the positions and forces at time and the velocities half a time step behind
are required for the algorithm. The initial step is to use Equation 3.29 to calculate the
new velocities, whereby the velocities leap over the coordates to produce the subsequent

half step valuesv (t + % t). Current velocities can be calculated during this step as dllows

v(t) = % v(t+ %t)+ v(t %t) (3.32)

When the velocities have advanced, the positions can be upded using Equation 3.30.
Fortunately, due to the fact that at no point in the calculati ons is the di erence of two
large quantities taken to obtain a small one, the numerical pecision of the algorithm is

improved.

3.3.2 Ensembles

Within molecular dynamic simulations the conditions are known as ensembles. Three of

such ensembles are the NVE, NVT and NPT ensembles.

The microcanonical ensemble (NVE) is where the number of pdicles, the volume and the

total energy of the system are kept constant.

Hnve = U+ KEE: (3.32)

Where U is the potential energy andK:E: the kinetic energy.

The canonical ensemble (NVT) is where the number of particls, the volume and the
temperature of the system are kept constant. The temperatue of the system is kept

constant by using a Nos-Hoover thermostat[238] as a heat &th. Newton's equations of
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motion are modi ed due to the Nose-Hoover algorithm by including a friction coe cient,

dv(t) _ f(t)
dt = m

(v () (3.33)

Where the friction coe cient is controlled by the rst order di erential equation

d (1)
dt

T
Text

1 (3.34)

—h\)‘ =

Where 1 is an arbitrary time constant for temperature uctuations, Tey is the tempera-
ture of the heat bath, and T is the instantaneous temperature. Thus, modi cation of the

Verlet leapfrog algorithm occurs as follows

1 1 t T
t+t) = (t Zt)+ — 1
t+30 t 30 2 Text

1 1 1

M = 5 (t 0+ (t+31)

1 _ 1 f(t)
v(t+§t) = v(t ét)+ . (Hv(t) t

v(t) = %v(t %t)+v(t+%t)
rit+ t) = r(t)+ v(t+%t)t (3.35)

However, asv(t) is needed to calculateT and therefore itself, in order to acquire self-
consistency several iteration are required. Within the DLPOLY code, the iteration num-
ber is set to 3 and the standard Verlet leapfrog algorithm is dilized to obtain the rst

prediction of v(t) and T. In NVT, the conserved quantity, which is derived from the

extended Hamiltonian for the system is

2 2(t) Zt
Havt = Have + fkeText — +

(s)d(s) (3.36)

The isobaric-isothermal ensemble (NPT) is where the numberof particles, the pres-
sure and temperature of the system are kept constant. Theseonditions can either be
isotropic or anisotropic. Isotropic; meaning that only the dimensions of the cell could
vary. Anisotropic; meaning that both the dimensions and shage of the cell may change.

A modi cation of the Hoover algorithm, known as the Melchionna modi cation can be
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used[239], which entails the use of a Nos-Hoover thermoat and a barostat that follows

a similar algorithm, where the velocities are calculated adollows

av(t) _ % O+ () v(d) (3.37)

dt

Where is the friction coe cient of the barostat

d(t) _ 1
dt B NkBText

5V ([P Pext] (3.38)
p

Where Pey; is the pressure of the barostat,P is the instantaneous pressure, p is an
arbitrary time constant for pressure uctuations and V (t) is the volume of the system at

time t, with

av (1) _
de

[3 MV (L) (3.39)

Thus modi cation of the Verlet leapfrog algorithm occurs as follows

(t+%t) = (t %t)+ I\“:/B(_:_)e:tg[P Pext]
1) = % (t+%t)+ (t %t)
v(t+%t) = vt %t)+ % M+ (1) v(t) t
v(t) = %v(t+%t)+v(t %t)
As
T~ v+ oo R

Where Ry is the centre of mass of the system, then

r(t+ t)=r()+ v(t+%t)+ (t+%t)r(t+%t) Ro t

With
r(t+ %t)= % r(t)+ rt+ t) (3.40)
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Again, in order to obtain self-consistency several iteratbns are required. Within the
DL _POLY code, the iteration number is set at 4 and the standard Velet leapfrog algorithm
is used to predict initial estimates for T, P, v(t) and r(t + % t). The new volume can be

derived using

V(it+ t)=V(t)exp 3t (t+%t) (3.42)

And the new cell vectors from

H(t+ t)= H(t)exp (t+ %t)t (3.42)

Where H is the cell matrix whose columns are the three vectors. Conseed quantity in

the isotropic conditions is

3NkgT
Hnet = Hnvr + PextV (1) + % (1?3 (3.43)

In the anisotropic conditions, adjustments of the isotropic algorithm occur, allowing for
the cell shape to change by de ning as tensor . Anisotropic conditions were, however,

not used in this work.

3.3.3 Molecular Dynamics Properties

A number of properties can be calculated using molecular dyamics simulations. There are
two classes these properties can be separated into; statigstem properties and dynamical

system properties.

Static system properties

Within this class further separations can be applied, theseare; structural properties and

thermodynamic properties. Thermodynamic properties incude:

Kinetic Energy

KEE: = = mv? (3.44)
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Con guration Energy

U= u(rij) (3.45)

Temperature

K:E: (3.46)

Pressure
—_— I fi (3.47)

Structural properties include:

Radial Distribution Function (RDF) (or pair correlation)

Ga B(r): nBN(;’r)

4
\Y

(3.48)

2

r-r

Where V is the volume of the system,r is the diameter of the shell,ng(r; r ) is the
number of particles between shells ar r=2 andr + r=2, and Ng is the total

number of particle B.

Dynamical system properties

This class consists mainly of correlation functions, inclaing

Mean Square Displacement (MSD)(Einstein relation)

1

2Dt = = jri(t) ri(0)j? (3.49)

Wl

Therefore, if jri(t) ri(0)j? is plotted as a function of time, the curve gradient
produced is equal to six times the coe cient of self-di usion of particle i. There is
no di usion in a solid, hence the MSD is at. However, particl es di use randomly in
a liquid, and so the gradient of the curve is proportional to the di usion coe cient.

Often, the initial curve takes a parabolic form; this is due to the short amount of

time for an atom to feel the e ect of the presence of other atoms

Velocity Correlation Function (VACF)(Green-Kubo relatio n)
Z,

D= vi(t) vi(0) dt (3.50)

Wl

0
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This is another method of establishing di usion coe cients. Numerous other trans-

port coe cients have had their Green-Kudo relations derived, such as the shear
viscosity and the thermal conductivity[240]. In a solid, the Fourier transform of the

normalised VACF gives the frequency distribution of phononstates, i.e. the density
of states[234, 241].

3.3.4 Free Energy

The main properties that can be derived directly from molecdar dynamics simulations
were discussed in the previous section. However, certain pperties of a system cannot be
derived directly, such as the entropy and free energy (Helmbltz and Gibbs). This is due
to these properties not being explicit functions of the phag space coordinates of a system.
These properties are instead related to the phase space vaohe available to the system and
are known as thermal quantities. Properties such as the presure and the temperature,
which can be expressed as a function of the velocities and calinates of all of the system

particles, are known as mechanical properties.

The thermodynamic integration method is one possible techique that can be used to
obtain thermal quantities from molecular dynamics simulations. The method is based
on the fact that deriving thermal quantities often generate mechanical properties. For
example, assuming we have two states A and B, of which the freenergy of state A is
known and state B is unknown, at constant volume and temperatire. A reversible path
links the two states, consequently, by the integration of the energy along said path, the
free energy of state B can be found. This path does not have toda physical path and
any parameter can be used as a thermodynamic variable,, providing that the potential
energy, U, depends linearly on , so that for =0, U corresponds to the potential energy
of the reference system and, for =1, U is the potential energy of the system of interest.
The partition function of a system with a U that corresponds to a value of between 0
and 1 is[240]

1 z 1
=TT ——_uU() drN (3.51)

QIN;V;T; )= T

Where is the thermal de Broglie wavelength

h 2 1=2

2mk s T (3.52)
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Where h is Planck's constant and m is the mass of a particle. The derivative of the

Helmholtz free energyA( ) with respect to is displayed as

_ @IngN; V;T; )
@ wi T @
1 @QN;V;T; )
Q(N;V;T; ) @
R N _ u( )
dr I(_,@LQ )=@)exp[ 7]

" u
drN exp[ ﬁ]

= kBT

@y )
= - 3.53
@ (3:53)
Where @C;” is the ensemble average of the derivative of the potential ezrgy of the

system with respect to the thermodynamic variable. Therefwe, by integrating Equation

3.53, the free energy di erence between states A and B can beswblished.

Z :l

AB) A= @g) d (3.54)

Molecular dynamic simulations are a way of deriving the freeenergy di erence, as it only
depends on the ensemble average of the mechanical quantgie The disadvantage of this
is that for large systems, a large amount of simulation time $ lost simulating parts of
the system that are unimportant or change little as the systen moves along the reaction

coordinate.

3.3.5 Potential of Mean Force

An alternative approach is to de ne super atoms by creating me interaction unit by joining
together several atoms. Potential of Mean Force (PMF) is usd to de ne the interaction
between the atoms on the super atom. The PMF is the system freenergy as a function
of a reaction coordinate. The reaction coordinateR is dependent on the coordinates of

the atoms in the system

R(r)= R(ra;rz;  ;rn) (3.55)

A system con ned in physical terms to such a reaction coordimte R(r) is also restricted

to a hyperspaceR(r) in phase space, and would be characterized by the partitioriunction
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Q(R) and a free energy ofA(R). The probability of a given system con guration being
on the hyperspaceR(r) is

Non.oo . exgl H @Y (RO R(N)
(s RY = =R N expl H (9]

(3.56)

Where the system is characterized by the sum of the kinetic ad potential energy at posi-
tion r and momentap, also known as HamiltonianH (r; p). The probability of the system
being at the speci ed reaction coordinate can be found by thentegration of equation 3.56

over phase space

z
dpVar™ (pV;rN;RY

P(RY

deNd,E,NeXp[ H (e":r") (R® R(M))
SdpVdrNexp[ H (pN;rN)]

_ QR
Q
(3.57)
Which in terms of free energyA(R9 reduces to
AR) = kTIhP(RY kTIhQ
= k TInP(RY+ constant
(3.58)

The determination of P(RQ is dependent on the application but in general there are thee
approaches; Boltzmann sampling, Umbrella sampling and thause of constraints. In this
work constraints were used to calculate the probability of the system being at a speci ed
reaction coordinate. The system in question is constraine@t a particular value of reaction

coordinate R¢

(r;Re) = R(r) Re (3.59)

The constraints allow the atoms Cartesian coordinates to beome dependent on each other,
consequently, it is necessary to transform to a set of geneliaed coordinates €;r), which

equate one of the coordinates to the reaction coordinatdR. In order to obtain the free
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energy, A(R), associated with a particular reaction coordinate,R¢, the force is integrated

to keep it at the reaction coordinate

Z
A(Re) = A(R(r))dR (3.60)
1

(@r=@R[ @U=@rk T@n(jJj)=@y (R° R(rN))
A(Re) = (3.61)
(RO R(rN))

Where jJj = j@r=@.q If R(r) is linearly dependent on the Cartesian coordinates the
Jacobian J is zero. This term may be neglected when the range dR is limited and this
term is essentially constant. This approach was used througout this to calculate the
change in free energy of system involving magnetite surfaseand the attachment of amino

acids and peptides at di erent ranges from the surface.

3.4 Mineral Surface Simulation

The main focus of this thesis is the magnetite mineral surfae and its interactions. For
the simulation of mineral surfaces there are two common appraches; a two-dimensional
approach and a three-dimensional approach. Both methods Wibe discussed in detail,

but rst di erent surface types need to be examined.

3.4.1 Surface Type

Crystal surfaces can be considered as a stack of planes patio in two-dimensions. The
cleaving of mineral crystals in a particular direction, as ecied by the Miller index,
produced the surfaces used in this work. Within a simulation not only the direction of
the surface cut is important, but also describing the locatbn of the surface is key. The
di erent surface types that can be generated by di erent cut locations have been described
by Tasker[242] (as shown in Figure 3.2). A type | surface is whre each plane is charge
neutral as they consist of both anions and cations in a stoicikometric ratio. There is
no dipole moment perpendicular to the surface. Type Il surfges consist of a stacking
sequence of charged planes but the repeat unit consists ofwezal planes in a symmetrical

con guration. This means there is no dipole moment perpendiular to the surface with
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this type of surface either. Type Ill surfaces are made up of a alternately charged stack

of planes, hence a dipole moment perpendicular to the surfacis produced.

The simulation cells containing surfaces must be charge neral and must not have a dipole
moment perpendicular to the surface for the electrostatic eergy to converge. Bertaut[243]
showed that if within a unit cell, a dipole moment is present perpendicular to the surface;
the surface energy diverges and is in nite, making Type Il surfaces naturally unstable.
Therefore, in order to simulate Type Il surfaces, the remowal of the dipole is required.
Oliver et al[244] suggested a method by which this could be achieved. Itngailed the
removal of half of the ions on the top layer and transferring hem to the bottom of the
unit cell, as depicted in Figure 3.3. This process is known imature as the faceting of polar
surfaces into neutral surfaces. This method reconstructshe surface so that an unstable
surface is built from very stable surfaces. Figure 3.4 depts an example of faceting in

MgO.

Figure 3.2: The three types of stacking surface[242].
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Figure 3.3: The reconstructed type Il stacking sequence[242].

Figure 3.4: Example of faceting in MgO.

3.4.2 Two-dimensional Approach

As mentioned before, surface simulations regard a crystalsabeing made up of a series of
charged planes parallel to the surface and periodic in two anensions. The METADISE[233]
(Minimum Energy Techniques Applied to Dislocation, Interf ace & Surface Energies) com-
puter code uses the two-region method developed by Taske#2], to model the bulk and
surfaces of minerals in this work, alongside the potential mdel. Tasker's method suggests
that a simulated crystal consists of two blocks, each of whik is separated into two regions,
periodic in two-dimensions. First region atoms are those nar the surface and are able to
relax mechanically. Those atoms in region I, however, are éld xed at their bulk equilib-
rium positions, representing the remainder of the surface.A surface is formed when two

blocks separate. Figure 3.5 shows a schematic of Tasker's pypach.

The energy of a block consists of two partsEj, the energy of region | andE,, the energy
of region Il. Region | energy can be further separated into tvo components; interaction
energy between region | ions and interaction energy betweeregion | and region Il ions.

This further separation can also apply to region Il, although due to the fact that region
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Figure 3.5: Schematic of the two region approach put forward by Tasker [2 42].

Il ions are kept xed throughout the simulation, the interac tion energy between region Il

ions does not change and so is taken to be zero. Hence total stal energy is

N LN IR
Eror = Ulrg)+ 5 Ulg)+ 5 U(ry)
i i i

(3.62)

Electrostatic forces are calculated using the Parry techmjue, while short-range interactions

are described by parameterised analytical functions.

3.4.3 Three-dimensional Approach

One of the main advantages that the three-dimensional Ewaldmethod has over the two-
dimensional Parry method is that it is exceptionally fast and e cient. Therefore, a special
application of periodic three-dimensional boundary condiions is used when carrying out
surface molecular dynamics calculations using DIPOLY. First the system is relaxed to
the bulk structure and oriented so that two out of three latti ce vectors are parallel to the
surface. The third vector, which is perpendicular to the sufface, is then increased in order

to introduce a void into the crystal, creating repeating slabs of crystal, having the chosen
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surface on opposite sides. This created void must be of a sitleat ensures no interactions
between atoms on opposite sides. At the same time, the crystalab must be of a thickness

that will eliminate surface interactions between the two sufaces on opposite sides.

The Coulombic energy summation approach was chosen, due tdé high e ciency, for a
three-dimensional simulation cell. Once the void has beenneduced, minimisation is run
on the system again to relax the newly formed surfaces. The siulations run throughout
this work were almost exclusively run at 300K, with the ensenbles available limited to
NVT, due to the problem that if the volume was not kept xed, th e slabs would reform bulk

structures, as this con guration will continually be more t hermodynamically favourable.

3.4.4 |Interfacial Energy

In this work we are interested in the interfacial or adsorption energy of a biomolecule
being adsorbed on to the magnetite surfaces. The interfacleenergy Ein; of these systems

is de ned as

Eint = (Eszaa=w Es=w)(Eaa=w Ew) (3.63)

Where Ej¢ is the magnetite crystal/amino acid residue/water interfacial energy, E—aa-w
is the average potential energy of the magnetite slab/aminoacid residue/water MD sim-
ulation, Eg-, is the average potential energy of the magnetite slab/wateMD simulation,
Eaa=w IS the average potential energy of a solvated amino acid resdile MD simulation,
and E,, is the average potential energy of a box of water MD simulatio. This method
has been successfully applied to calculating the interfaal energies of polysaccharides on
calcite in the study of the biological control polysacchardes have on the crystallization of

calcite[164].
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Chapter 4

The Interaction of Amino Acids with Magnetite

4.1 Introduction

The focus of this investigation is the C{terminal region of the Mms6 protein, native to the
magnetotactic bacteria Magnetospirillum magneticum stran AMB-1, and its involvement
in the control of nucleation and growth of magnetite nanocrystals. Moreover, particular
emphasis is given to the regions within the C{terminal which are responsible for magnetite
binding. This chapter explores the interfacial relationshp between the magnetite f 100y
and f 111g crystal surfaces and the amino acids present in the C{termial sequence (Figure)
4.1.

Figure 4.1: Amino acid sequence of the C{terminal region of the Mms6 prote in.

Amino acids consist of a central -carbon atom surrounded by an amino group, a car-
boxylic acid group, a hydrogen atom and a unique side chain grup, known as the R group
(see Figure 4.2). In nature, there are 20 amino acids known tbe involved in protein syn-
thesis, however, the C{terminal of Mms6 consists of just 11 bthese. Amino acids can be
divided into subgroups based on their side chain propertiesnon{polar (or hydrophobic)

and uncharged; polar (or hydrophilic) and uncharged; acid¢ (polar and charged) and ba-
sic (polar and charged). Figure 4.3 shows the structures oftte 11 di erent amino acids

present in the C{terminal of the Mms6 protein. The propertie s of the side chain groups are
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signi cant as they not only a ect the amino acids individual ly, but also greatly in uence

the overall three dimensional (tertiary) conformation of the resultant protein [214].

Figure 4.2: Basic structure of an amino acid. Note that it appears in zwit terion form, as it would under
most biological conditions. A zwitterion is created by the t ransfer of a hydrogen ion from the acid portion

to the base portion forming a carboxylate group (COO ) and an ammonium group (-NH 3 ).
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Figure 4.3: Structures of the C{terminal Mms6 protein amino acids.
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Under normal physiological conditions, in the pH range of 68 to 7.4, the amino group exists
in a protonated state (-NH3 as opposed to -NH) due to the amino group possessing al,

value (also known as its isoelectric point)close to 9. Conwsely, the carboxylic acid group
subsists in an ionized state (COO as opposed to COOH), as this group possesses & p
value below 3. Thus, under most biological conditions, amin acids exist as zwitterions.
the typical pK 5 values for the amino acids involved in the C{terminal of the Mms6 protein

are shown below (Table 4.1).

Amino Acid pKa COO pKaNH; pKaR

Alanine 2.4 9.9

Arginine 1.8 9.0 125
Aspartic Acid 2.0 9.9 3.9
Glutamine 2.2 9.1

Glutamic Acid 2.1 9.5 4.1
Isoleucine 2.3 9.6

Leucine 2.3 9.7

Lysine 2.2 9.1 10.5
Methionine 2.1 9.3

Serine 2.2 9.2

Valine 2.3 9.7

Table 4.1: pK, values for the Mms6 amino acids at 25 C[214].

Non{polar amino acids are hydrophobic, with the hydrophobicity increasing with increas-
ing number of carbons in the hydrocarbon chains. Saturated Bphatic side chains play
an important role in establishing and maintaining the terti ary structure of proteins be-
cause of their tendency to aggregate away from water. This peBnomenon results from
the inclination of non{polar compounds to associate with eah other rather than with

water molecules. Isoleucine, leucine and valine are all pacularly hydrophobic due to the

branching of the hydrocarbons on their side chains. Additimally, methionine contains a
non{polar methyl thioether group, making it one of the most hydrophobic amino acids
and resulting in its inclusion as the rst amino acid in a poly peptide chain. On the other
hand, alanine is an ambivalent amino acid, meaning that it can be inside or outside of the

protein molecule[214].

Polar amino acids are not ionisable and, as a consequence,eacharge neutral. Serine

has a -hydroxyl group in is side chain, giving a hydrophilic nature to the aliphatic side
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chain. This hydroxymethyl group possesses the weak ionizain properties of a primary
alcohol and, consequently, does not signi cantly ionize inaqueous solution. Glutamine
is the amide derivative of glutamic acid. Despite the neutrd nature of its side chain
group, glutamine is highly polar and can often be found on preéein surfaces, allowing for
interaction with water molecules. Glutamine can also form tydrogen bonds from its polar

amide group to atoms in the side chains of other polar amino ads[214].

Aspartic acid and glutamic acid, also known as aspartate andglutamate respectively,
are dicarboxylic amino acids and maintain negatively charg@d hydrophilic side chains at
physiological pH (approximately pH7). The secondary carbaylic acid groups ( - and -
carboxyl groups for aspartate and glutamate respectively)present in their side chain, is a
weaker acid than the primary group, hence, having a higher K 5. Both acidic amino acids
confer negative charges on proteins because their side chaiare ionized at physiological
pH. This extra carboxylate group plays an important role in many protein{metal ion

interactions and in ionic interactions[214].

Basic amino acids are polar and positively charged at pH valas below their K 5, and are
very hydrophilic. Both lysine and arginine have hydrophilic side chains that are nitroge-
nous, allowing for the acceptance of a hydrogen ion. Lysinesia diamino acid, having both

- and -amino groups. At neutral pH the - amino group exists as an alkylammonium
ion. The guanidinium ion on the side chain of arginine is probnated under all biological
conditions, making it the most basic of the 20 protein based mino acids. The side chains

of the basic amino acids impart a positive charge on proteif214].

Amino acids are joined together by peptide bonds. This is acleved, when the amino group
of one amino acid and the carboxylate group of another underg a condensation reaction,
during protein synthesis forming an amide linkage. Unlike tie carboxyl and amino groups
of free amino acids in solution, the groups involved in the pptide bond carry no ionic
charges. The end to end joining of many amino acids forms a lear polypeptide. These
linked amino acid moieties are known as amino acid residue&[4]. The e ect of peptide
bonds is incorporated into this body of work by capping the anino acids to remove the

e ects of their -amino and -carboxyl groups.

The peptide bond is a partial double bond; hence, rotation atout this bond is restricted.
This rotational restriction of the peptide bond has major signi cance in determining the
polypeptide chain conformation. The partial double bond character is a consequence of

the electronic con guration of the nitrogen atom and of the  bonding in the carbonyl
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group. The side{side merging of the p{orbitals of the nitrogen atom, and the carbon and
oxygen atoms of the carbonyl group, forms covalent bonds, causing the delocalisation
of electrons. There is a variable amount (about 40 %) of bonding between the N and
C, su cient to restrict bond rotation. Hence, each of the peptide bonds exhibits no free
rotation about the carbon{nitrogen bond because of resonaoe form contribution, leading

to a planar structure (see Figure 4.4). Many important properties of the peptide bond are
utilised during protein synthesis. For instance, during pdypeptide folding, the peptide

bond rigidity reduces the degrees of freedom of the polypepte. Also, due to the double
bond character, the six atoms involved in the peptide bond goup are always planar, as
can be seen in Figure 4.5. This leads to the, rotation about te C-N and C-C bonds, by
angles of and respectively, de ning the shape of the polypeptide (see Figre 4.5[214].

Figure 4.4: The resonance structure of the peptide bond. Adapted from Horton et al[214].

Figure 4.5: The planar conformation of a peptide bond. Note the phi and psi angles of rotation are

indicated. Adapted from Horton et al[214].

Previously, there has been several experimental studieswolving amino acids and magnetite[245,
246, 247, 248, 249, 250]. The work of these groups focused dretsynthesis of magnetite
nanoparticles in the presence of amino acids in solution or agnetite nanoparticles coated

in, and functionalised with, amino acids for use in biomedial applications (see Chapter 1).
These studies have mostly utilised the charged polar amino@ds, but do not consider the

use of biogenic magnetite and its formation through biominealisation. However, Arakaki

et al and Amemiya et al focused their work on the biosynthesis of magnetite using th
tightly bound magnetosome membrane protein, Mms6, as it washown to mediate the

formation of cubo{octahedral magnetite nanocrystals congsting of f 100y and f 111g crys-
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tal faces [105, 104]. Arakakiet al synthesised peptides that mimicked partial sequences of
the Mms6 protein, with results suggesting that the C{termin al acidic region of the protein

having signi cant control over the morphology of magnetite crystals[105].

This chapter explores the attachment of the individual C{terminal sequence amino acids,
both in vacu and solvated, to the f 100y and f 111g crystal surfaces. This study was split
into two sections; the rst focused on a classic molecular dgamics system and the second
experimented with a constrained molecular dynamic system sing the Potential of Mean
Force (PMF).

4.2 Unconstrained system

4.2.1 Computational Methods

As mentioned in Chapter 2, TLEAP was utilised to create the cgpped amino acid residues.
The structures were relaxed with AMBER and subsequently using DL_POLY. TIP3P/fs
water was added and the simulation was run for 1 ns. The relaxgin vacu amino acids were
then placed in the vacuum gap above the magnetite slab surfacand run for an additional
5 ns. Water was then re-added to the system and another 1 ns of akecular dynamics was
run. All systems were run at 300 K. The ensembles, potentialand parameters used are

described in Chapters 2 and 3.

The evolution of potential energy of all amino acid residuesas a function of time were
plotted, an example of which is shown for solvated alanine inFigure 4.6. A full set of
potential energy vs time plots can be found in the Appendix. The equilibration period
for all simulations was 20 ps, after which point the potentid energy of all the amino acid

residue systems converge.

4.2.2 Results and Discussion
Non{polar Amino Acid Attachment

The magnetite crystal consists of both tetrahedral and octdedral iron ions which have
positive charges leading to an attraction to the negatively charged oxygen ions in the
amino acid residues. It is di cult to gauge the distance between an oxygen atom within

the amino acid residues, and it's next nearest neighbour tethedral or octahedral iron.
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Figure 4.6: Evolution of potential energy as a function of time plots for the alanine residue. a) f 100g

solvated surface. b) f 111g solvated surface.

This is, however, possible to measure by studying the radiatlistribution function (RDF) of

a tetrahedral (FET) or octahedral (FEO) iron and the oxygen of the amino acid residues,
providing a graphical representation of how the density of esidue oxygen ions varies as a
function of distance from a reference particle (FET or FEO), averaged over all Fe ions. A
distance of 1.5A to 2.5 A from an amino acid oxygen to the next nearest neighbouring
tetrahedral or octahedral iron of magnetite is classi ed asa bond. Amino acid oxygen-iron

distances orr values for all non{polar amino acids can be found in Tables £ and 4.3.

Figure 4.7 exhibits the RDF pro les for alanine. The RDF pro les of the remaining non{
polar amino acids can be found in the Appendix. The non{polaramino acid RDF data
shows that for the f 100g surface, only tetrahedral iron bonding was present for alame and
valine, whereas, with thef 111g surface only octahedral iron bonding was exhibited. For
isoleucine, octahedral iron bonding was exhibited for bothsystems on thef 100y surface,
whilst tetrahedral iron bonding is only present for the in vacu system. In contrast, only
octahedral iron bonding is existent on thef 111g surface. When the bonding behaviours of
leucine and methionine were investigated, both octahedrahnd tetrahedral iron bonding
was exhibited for the f 100y surface. However, again only octahedral iron bonding was
available on the f111g surface. These results suggest that when the non{polar amm
acids are attached to the magnetite surfaces, di erent ironattachment sites are favoured,

with octahedral iron attachment being the preferred for the f 111g surface.

Additionally, it was shown that the RDF rst peak intensity w as greater in the in vacu sys-
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Figure 4.7 RDF plots for alanine. FET is tetrahedral iron, FEO is octahe dral iron. Blue is f100g in
vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.

tem than in the equivalent solvated system, with the exceptbn of methionine{tetrahedral
iron bonding on the f 100y surface, which shows similar values for both system types. His
data suggests upon system solvation it is more di cult for amino acid oxygen to have an
iron as a next nearest neighbour and for this to remain for thesimulation duration. For
the solvated systems, the most intense peak was shown for wvaé on the f 111g surface
having octahedral iron as its next nearest neighbour, sugggs that the oxygen present in
this amino acid is more freely accessible to the next nearesteighbouring irons within the

bond distance of 1.5A to 2.5 A throughout the simulation duration.

The RDF data can be examined alongside th&FE  Ogzmincaciq bond distance data ex-

tracted from the nal simulation coordinates (Table 4.4).

Only N{terminal peptide bond oxygen bonding was possible de the lack of oxygen in
the non{polar amino acid residue side chains. The non{polaramino acid bond distance
data shows that, there was no bonding present for alanine, mhionine and valine in the

in vacu f 100y surface system, however, in the equivalent isoleucine anctlicine systems,
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N{terminal peptide bond oxygen bonding was exhibited. For both surfaces, no bonding
between magnetite iron and amino acid oxygen occurred wherhe systems were solvated,
suggesting more favourable bonding between magnetite iromnd the oxygen in water
bonds, than the oxygen in isoleucine and leucine, leading tthe amino acids being pushed
away from the magnetite surface, allowing for the movement bwater closer to the surface
and binding (Figure 4.8). The RDF data re ects this nding, w ith the solvated systems
having less intenseg(r) peaks than the correspondingin vacu systems, with the slight
exception of methionine{tetrahedral iron bonding on the f 100y surface. A greater amount
of bonding was present for thef 111g surfaces suggesting preferable attachment, however,

the presence of water in the system is detrimental to iron boding.

Figure 4.8: Bond distance images for the in vacu and solvated systems of the alanine residue. aj 100g

in vacu, b)f 100g solvated, c)f 111g in vacu and d)f 111g solvated.

In order to get a more accurate representation of bonding betwiour, throughout the
simulation, residence times and coordination numbers wher considered. Residence time
is the average amount of time that a particle spends in a parttular system, in this case,

how long (ps) a bond between an FET or FEO ion and an oxygen ionrbm the amino acid
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residues remains between 0 and 2.B. The coordination number is the total number of
points of attachment to a central atom or ion. Table 4.5, represents the average residence
times and coordination numbers for all oxygen ions presentri the non{polar amino acids
residues, attached to either/both FET and FEO ions, on the f 100y and f 111g magnetite

surfaces.

The non{polar amino acid residence time data shows that, foralanine there was no bonding
lasting over 15% of the simulation length. With isoleucine dtached to the f 100y surface,
there was no bonding lasting over 36% of the simulation lendt. Conversely, for thef 111g
surface in vacu system, no tetrahedral iron bonding was present, although,octahedral
iron bonding to the N{terminal peptide bond oxygen was displayed lasting over 99% of
the simulation length. With the addition of water, the resid ence time of this bond drops

to 215.78 ps, suggesting that attachment at this site is no lager favourable.

A very similar trend was exhibited for leucine as for isoleumne, whereby, there was no
bonding lasting over 21% of the simulation length for thef 100y surface, and no tetrahedral
iron bonding present for the f 111g surface. There was again octahedral iron bonding to
the N{terminal peptide bond oxygen lasting over 99% of the smulation length for the

in vacu system. However, unlike with isoleucine, when this systemsi solvated this bond
continues to last over 99% of the simulation length, suggegtg that the presence of water
has little to no e ect. With methionine there was no bonding lasting over 2% of the

simulation length.

Valine exhibits the same type of bonding as isoleucine. Wherattached to the f100g
surface, there was no bonding lasting over 0.2% of the simuiimn length. Whilst, for the
f111g surfacein vacu system, there was no tetrahedral iron bonding exhibited, havever,
octahedral iron bonding to the N{terminal peptide bond oxygen was shown lasting over
96% of the simulation length. Upon solvation, the residenceime of this bond drops to

306.52 ps, suggesting that attachment at this site is no longr favourable.

These results show that there is very minimal bonding presenbetween magnetite and
the non{polar amino acid residues, with methionine exhibiing almost no bonding to
magnetite; this could be due to presence of sulphur. Leucinexhibits the most bonding,
a possible reason being the e ect of its branched aliphatic ide chain; it is also a major

component in ferritin sub-units, suggesting a link with iron.
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Amino Acid Fe type Surface System r @)

ALA FET 100 in vacu 1.98
solvated 1.98

111 in vacu -
solvated -
FEO 100 in vacu -
solvated -
111 in vacu 2.03

solvated 2.08

ILE FET 100 in vacu 2.08
solvated -
111 in vacu -
solvated -

FEO 100 in vacu 2.08

solvated 2.23

111 in vacu 2.03

solvated 2.03

LEU FET 100 in vacu 2.13
solvated 2.18

111 in vacu -

solvated -
FEO 100 in vacu 2.13
solvated 2.18
111 in vacu 2.08

solvated 2.03

Table 4.2: Non{polar amino acid r (A) values from RDF data.
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Amino Acid Fe type Surface System r @)
MET FET 100 in vacu 2.08
solvated 2.28
111 in vacu -
solvated -
FEO 100 in vacu 2.13
solvated 2.28
111 in vacu 1.98
solvated 2.33
VAL FET 100 invacu 1.98
solvated 1.98
111 in vacu -
solvated -
FEO 100 in vacu -
solvated -
111 in vacu 2.03

solvated 2.03

Table 4.3: Continued. Non{polar amino acid r (A) values from RDF data.
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f 100y surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

ALA NBO NB NB
ILE NBO 2.00 NB
LEU NBO 2.27 NB
MET NBO NB NB
VAL NBO NB NB

f 111g surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

ALA NBO 2.21 NB
ILE NBO 2.05 NB
LEU NBO 2.18 2.04
MET NBO NB NB
VAL NBO 1.98 2.13

Table 4.4: Non{polar amino acid FE  Oaminoacia bond distance data. BL is bond length, NBO is
N{terminal peptide bond oxygen, and NB is no bonding.

88



68

in vacu system

solvated system

FET

FEO

FET

FEO

RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av.CN

ALA f10Qg surface
ALA f111g surface
ILE f10Qy surface

ILE f111g surface

LEU f10Qy surface
LEU f111g surface
MET f 100y surface
MET f111g surface
VAL f100Qg surface
VAL f111g surface

NBO
NBO
NBO
NBO
NBO
NBO
NBO
NBO
NBO
NBO

0.00
0.00
1765.08
0.00
7.83
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.66
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
518.39
1104.97
4977.00
1033.73
4993.00
5.86
0.00
8.07
4832.84

0.00
1.09
0.33
1.00
0.95
1.00
0.00
0.00
0.00
1.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
145.83
14.07
215.78
11.27
999.00

4.89
16.37
0.00
306.52

0.00
0.29
0.07
0.55
0.17
1.00
0.01
0.03
0.00
1.00

Table 4.5: Residence times (RT) and average coordination numbers (av. CN) of the non{polar amino acid residues. (NBO = N{terminal pe ptide bond oxygen).



The magnetite-amino acid interfacial energy is another prperty that can be estimated
from these simulations, giving an indication of how easily he amino acid residue can be

adsorbed. The interfacial energies were calculated usingduation 4.1.

Eint = (Eszaa=w Es=w)(Eaa=w Ew) (4.1)

Where Ejy; is the magnetite crystal/amino acid residue/water interfacial energy, Es-—aa=w
is the average potential energy of the magnetite slab/amincacid residue/water MD sim-
ulation, E-, is the average potential energy of the magnetite slab/watetMD simulation,

E.a=w IS the average potential energy of a solvated amino acid resile MD simulation, and
E. is the average potential energy of a box of water MD simulatio. A schematic repre-
sentation is shown in Figure 4.9. This method has been succsfsilly applied to calculating
the interfacial energies of polysaccharides on calcite inhie study of the biological control

polysaccharides have on the crystallization of calcite[14).

Figure 4.9: Schematic representation of the interfacial energy of the magnetite crystal{amino acid
residue{water system. The checked box represents the magneite crystal, the dotted box represents the

water and the black line indicates the amino acid residue in solution.

All related energy data from the interfacial energy calculdions can be found in Table 4.6.

The solvated system interfacial energy data shows that the 100y surface produces lower
interfacial energy values (between 4.98 eV and 6.21 eV) thathe f 111g surface (between
11.03 eV and 14.45 eV). On thef 100y surface, methionine has the highest interfacial
energy value and valine has the lowest, whilst on thef 111g surface, again methionine
has the highest interfacial energy however alanine now exhited the lowest value. As
methionine consistently present with the highest energy, i suggests that the presence
of the side chain sulphur in the system was detrimental to iro binding. Additionally,
this data shows that the addition of water to the system has a atrimental e ect on
the interfacial energy, as thein vacu system energies are much lower (in most cases of
a negative value). The solvation of the system also a ects tle way that the amino acid

residues react at the interface, as the interfacial energyrends for the in vacu systems are
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f 100y surface attachment

Ei: of s-a (eV) Egss of s-a(eV) Ejy of s-a-w (eV) Egis of s-a-w (eV)

ALA -2.25 2.73 5.70 0.50
ILE -1.90 2.38 5.63 0.58
LEU -3.61 4.09 5.86 0.34
MET 0.48 0.00 6.21 0.00
VAL -3.66 4.13 4.98 1.22

f 111g surface attachment

Eint of s-a (eV) Egis of s-a (eV) Ein of s-a-w (eV) Egis Of s-a-w (eV)

ALA -3.65 6.31 11.03 3.42
ILE 2.66 0.00 13.54 0.91
LEU -4.54 7.20 13.05 1.40
MET -1.48 4.15 14.45 0.00
VAL -9.64 12.31 13.77 0.68

Table 4.6: Interfacial energies for all non{polar amino acid residues, using the Yang et al method[164].
Ein of s-a is the interfacial energy of the slab{amino acid residue system. Eqitr  of s-a is the di erence in
interfacial energy from the highest interfacial energy of t he slab{amino acid residue system. Ei,; of s-a-w
is the interfacial energy of the slab{amino acid residue{wa ter system. Egqs of s-a-w is the dierence in

interfacial energy from the highest interfacial energy of t he slab{amino acid residue{water system.

very di erent to the solvated systems. For the in vacu systems, the lowest energies were
exhibited for valine, however, the highest solvated interficial energies were presented for
methionine and isoleucine, on thef 100y and f 111g surfaces, respectively. This suggests
that valine is the preferred amino acid residue for attachmet in the in vacu systems. The
increase in interfacial energy with the addition of water cauld be the result of a preferential
attachment of the magnetite surface to the water, leading toenergy needing to be put into

the system to allow for the amino acid residue to get close totie magnetite surface.

Whilst the absolute values for the adsorption energy are clarly an order of magnitude
larger than expected, the relative energies within a sequese may be more reliable for
amino acid binding potential comparison. The trends shown vien water is present in the
system are counter-intuitive and contradictive of experimental studies; however, it is clear
that this is an artefact of the energy calculation method utilised, as the expected trend
is revealed in the relative residence times of various surée interactions. As it can be

demonstrated that:
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RT In('=2)=( His Hie) =(Edes Edes (4.2)

then this method is perhaps more reliable for determining tke change in adsorption
energy between the various amino acids. This interfacial eergy method also requires the
measurement of small di erences between large energies, weh leads to large uncertainties
in the results. Another possible error incorporated into the calculation of the interfacial
energies for the hydrated systems, is the assumption that &lthe water molecules within
the systems containing the slab and water are perfectly hydated throughout the slab, i.e.
the bulk density is that of the bulk water simulation. However, as the simulations are
run within an NVT ensemble, this is not necessarily the case. Therefore, if insu cient
water is present at the start of the simulation, some of the waer molecules will eventually

become under coordinated, thus increasing the energy of th@mulation cells. Furthermore,

rather than directly calculating the adsorption energy, via this interfacial energy method,

a further alternative is to use an indirect method, such as tlose based on the Potential of

Mean Force, and instead, which has been considered in Seati®.3.5.

Polar Amino Acid Attachment

R values for the polar amino acids can be found in Table 4.7.

Figure 4.10 exhibits the RDF pro les for glutamine. The RDF pro les of the remaining
polar amino acids can be found in the Appendix. The RDF data fo the polar amino
acids shows that glutamine exhibits both tetrahedral and odahedral iron bonding on the
f10Qg surface. While, for the f 111g surface only octahedral iron bonding is present. A
similar trend is shown for serine, however, there is also noatahedral iron bonding present
for the f 100y solvated system. This data suggests that di erent iron attachment sites are
favoured dependent on which surface is used. The lack of odtadral iron bonding for the
f 100g solvated system of serine, suggests that the addition of wat is detrimental to the

iron binding potential.

The polar amino acid RDF data also demonstrates that, the solated systems produce
a rst peak with weaker intensity than their corresponding in vacu systems, proposing
that with the introduction of water into the system, it is mor e di cult for iron to be the
next nearest neighbour of an amino acid oxygen and for this taemain for the simulation
duration. For the solvated systems, serine on the 111g surface having octahedral iron as

its next nearest neighbour, was shown to exhibit the most inenseg(r) , although this is
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Amino Acid Fe type Surface System r @)
GLN FET 100 in vacu 1.98
solvated 1.98
111 in vacu -
solvated -
FEO 100 in vacu -
solvated -
111 in vacu 2.03
solvated 2.08
SER FET 100 in vacu 2.08
solvated -
111 in vacu -
solvated -
FEO 100 in vacu 2.08
solvated 2.23
111 in vacu 2.03
solvated 2.03

Table 4.7: Polar amino acid r (A) values from RDF data.

very close in intensity to that of glutamine on the f111g surface having octahedral iron
as its next nearest neighbour. These results suggest that ithe f 111g surface systems

the oxygen present in the polar amino acids is more freely aessible to the next nearest

neighbouring irons.

On comparison of the polar amino acid RDF data with that of the non{polar it was shown
that the same type of bonding was seen for glutamine as was eitiited for leucine and
methionine suggesting that the presence of the two chargedrgups in glutamine has no
e ect on iron binding type, which may be due to the oppositely charged regions of the side
chain cancelling each other out through ionic bonding. A sinilar trend is shown between
serine and alanine and valine, with the additional octahedal iron bonding present for the
f 10Qg in vacu serine system, suggesting that the side chain oxygen presemin serine does

to some extent increase its iron binding potential.

The FE Oaminoacia bond distance data for the polar amino acids is representechi Table

4.8.
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Figure 4.10: RDF plots for glutamine. FET is tetrahedral iron, FEO is octa hedral iron. Blue is f 100g
in vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.

The polar amino acid bond distance data shows that for thef 1003 in vacu system, ser-
ine displayed no bonding present and glutamine exhibited oty N{terminal peptide bond

oxygen bonding. Upon solvation, neither amino acid exhibied any form of bonding, sug-
gesting more favourable bonding between magnetite iron andvater oxygen (Figure 4.11).
For the f111g in vacu system, much more bonding was present signifying that this g
the preferred attachment surface. When water was added to te system all of the bonds
present in the in vacu system were again present, suggesting that the addition of ater

has no e ect on iron binding.

On comparison of the polar amino acid bond distance data withthat of the non{polar
it was shown that oxygen being present in the side chains has mimal e ect on f100Qg
surface iron binding, as no bonding was exhibited for serineas with alanine, methionine
and valine. Glutamine exhibited a similar bonding to isolewcine and leucine, however
the bond was to the side chain oxygen not the N{terminal peptde bond oxygen, as with

isoleucine and leucine. With thef 111g surface, no increased iron binding e ect was seen
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f 100y surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

GLN NBO NB NB
QO 2.05 NB
SER NBO NB NB
SO NB NB

f 111g surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

GLN NBO 1.95 2.19
QO 1.88 2.11

SER NBO 2.20 1.97
SO NB NB

Table 4.8: Polar amino acid FE  Oamincacia  bond distance data. BL is bond length, NBO is N{terminal

peptide bond oxygen, Q O is glutamine side chain oxygen, S O is serne side chain oxygen is and NB is no

bonding.

by the presence of oxygen in serine as the same amount of bondi was demonstrated as
with leucine and valine. However the presence of the chargedxygen in glutamine has a
positive e ect on iron binding as it exhibits more bonding th an the non{polar amino acids

systems.

Table 4.9 represents the residence times and related averagcoordination numbers for
bonding between all oxygen present in the polar amino acid rsidues and tetrahedral

and/or octahedral iron on both the f100g and f 111g magnetite surfaces.

The polar amino acid residence time data shows that, for glutmine there was no side chain
oxygen bonding lasting over 42% and 26% of the simulation legth for the f 100y and the
f 111g surface, respectively. However, with the N{terminal peptide bond oxygen, there
was no bonding seen for thef 100y surface, but the f 111g surface exhibited octahedral
iron bonding lasting over 99% of the simulation length for bdh the in vacu and solvated

systems, suggesting favourable attachment.

With serine attached to the f 100y surface, there was no N{terminal peptide bond oxygen
bonding present and no side chain oxygen bonding lasting ovd % of the simulation length.
For the f111g surface, there was no tetrahedral iron bonding existent, neertheless, side

chain oxygen{octahedral iron bonding was seen lasting ove®9% of the simulation length
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Figure 4.11: Bond distance images for thein vacu and solvated systems of the glutamine residue. af 100g

in vacu, b)f 100g solvated, c)f 111g in vacu and d)f 111g solvated.

for the in vacu system. Upon solvation, the residence time of this bond drop to 407.28
ps, suggesting that this attachment is no longer bene cial. Octahedral iron bonding was
also present to the N{terminal peptide bond oxygen lasting aly 1100.01 ps in thein vacu
system, but increasing in residence time to lasting over 99%f the simulation length for
the solvated system. This data suggests that the addition ofwater e ects how the amino
acid oxygen bonds to magnetite, with side chain oxygen bondig being less favourable

than water binding but N{terminal peptide bond oxygen bondi ng being more favourable.

The polar residence time data suggests that the amino acidsaffour binding to the f111g
surface as small or no residence times are exhibited on tHe.00g surface, with the exception
glutamine side chain oxygen{octahedral iron bonding in thein vacu system. Glutamine
consistently shows a preference for N{terminal peptide bod oxygen bonding, whilst serine

shows no preference.

On comparison of the polar amino acid residence time data wh that of the non{polar it

was shown that, the addition of oxygen to the residue side chas has minimal e ect on the
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iron binding, as the bonding lasting over 99% of the simulaton length was through the N{
terminal peptide bond oxygen as opposed to side chain oxygemvith the exception of the
serinef 111gin vacu system. For both amino acid groups, thef 111g surface is the preferred
for attachment. Additionally, little or no tetrahedral iro n bonding was present, with the
exception of the isoleucinef 100g in vacu system, showing a preference for octahedral iron

bonding.

97



86

in vacu system solvated system
FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT(ps) Av. CN RT (ps) Av. CN

GLN f100g surface Q O 0.00 0.00 2087.49 0.99 0.00 0.00 21.99 0.10

NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
GLN f11lg surface Q O 0.00 0.00 1155.17 1.16 0.00 0.00 252.16 0.96

NBO 0.00 0.00 4995.00 1.00 0.00 0.00 999.00 1.00
SERf100g surface S O 0.00 0.00 7.10 0.10 0.00 0.00 8.62 0.07

NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
SERf111g surface SO  0.00 0.00 4994.00 1.00 0.00 0.00 407.28 0.98
NBO 0.00 0.00 1100.01 1.07 0.00 0.00 994.67 1.01

Table 4.9: Residence times (RT) and average coordination numbers (av. CN) of the polar amino acid residues. NBO is N{terminal peptid e bond oxygen, Q O is glutamine

side chain oxygen and S O is serine side chain oxygen.



The interfacial energies of the polar amino acid residues othe magnetite surfaces can be

found in Table 4.10.

f 100y surface attachment

Einx of s-a (eV) Egiss of s-a (eV) Eijn of s-a-w (eV) Egis 0f s-a-w (eV)
GLN -7.40 4.44 5.40 1.06
SER -2.97 0.00 6.46 0.00

f 111g surface attachment

Einx of s-a (eV) Egiss of s-a (eV) Eijn of s-a-w (eV) Egis of s-a-w (eV)
GLN -7.63 4.89 12.72 0.00
SER -2.75 0.00 11.01 1.71

Table 4.10: Interfacial energies for all polar amino acid residues, using the Yang et al method[164]. Ein

of s-a is the interfacial energy of the slab{amino acid residue system. Egst of s-a is the dierence in
interfacial energy from the highest interfacial energy of t he slab{amino acid residue system. Ei,: of s-a-w
is the interfacial energy of the slab{amino acid residue{wa ter system. Egs of s-a-w is the dierence in

interfacial energy from the highest interfacial energy of t he slab{amino acid residue{water system.

From the solvated polar interfacial energy data, it can be olserved that the f 100g surface
produces the lowest interfacial energies (5.40 eV and 6.46Veas opposed to 12.72 eV
and 11.01 eV). On thef100g surface glutamine has the lowest interfacial energy value,
whereas, on thef 111g surface serine has the lowest, suggesting that the preferderesidue
of attachment is surface dependent. The addition of water tathe system has a detrimental
e ect on the interfacial energy, as thein vacu system produces much lower energies. Before
solvation very similar interfacial energy values were exhiited for the di erent surfaces (-
7.40 eV and -2.97 eV for thef 1009, and -7.63 eV and -2.75 eV for thef 111g), however,
very di ering energy values were seen in the presence of wateThis data suggests that the
magnetite{water interactions are surface dependent and tle presence of water in thd 1119
surface system is much more detrimental than for thd 100g. Preferential water attachment
could explain the increase in interfacial energy witnessedFurthermore, system solvation
a ects the amino acid interfacial behaviours, as the solvaed interfacial energy trend di ers
from the in vacu trend. Glutamine exhibits lower interfacial energy valuesthan serine for
the in vacu system, yet when water is present, glutamine continues to éxbit the lowest

interfacial energy on the f 100y surface, but the opposite is seen for thd 111g surface.

On comparison of the polar amino acid interfacial energy daa with that of the non{polar
it was shown that, for the f100g surface solvated systems, serine produces the highest

interfacial energy value, whereas glutamine produces theegond lowest value (after valine),
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suggesting that the presence of a hydroxyl oxygen is more detnental to iron binding than
having no oxygen, although its reaction with water may play a part in this. Conversely,
the opposite is seen for serine in the solvated111g system, as it exhibited the lowest
interfacial energy value, suggesting that the hydroxyl oxygen presence is bene cial to iron

binding.

Again, there were issues with this method of directly calcuhting the adsorption energy,
with larger than expected energy values produced and expeet trends not exhibited. Po-
tential reasons for the problems displayed were discussedrgviously for the non{polar
amino acids. Indirect Potential of Mean Force based method®f adsorption energy calcu-

lation are an alternative, and are considered in Section 3.5.

Acidic Amino Acid Attachment

R values for the acidic amino acids can be found in Table 4.11.

Amino Acid Fe type Surface System r @)
ASP FET 100 in vacu 1.98

solvated 1.98

111 in vacu -
solvated -
FEO 100 in vacu -
solvated -
111 in vacu 2.03
solvated 2.08
GLU FET 100 in vacu 2.08
solvated -
111 in vacu -
solvated -
FEO 100 in vacu 2.08
solvated 2.23
111 in vacu 2.03

solvated 2.03

Table 4.11: Acidic amino acid r (A) values from RDF data.

Figure 4.12 exhibits the RDF pro les for aspartate. The RDF pro les of the remaining
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Figure 4.12: RDF plots for aspartate. FET is tetrahedral iron, FEO is octa hedral iron. Blue is f100g
in vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.

acidic amino acids can be found in the Appendix. The acidic armo acid RDF data
shows that for aspartate, all bonding is through octahedraliron, suggesting a de nitive
preference for octahedral iron binding. Whilst, for glutamate, the f 111g surface exhibits
only octahedral iron bonding, whereas, thef 100g surface exhibits both tetrahedral and

octahedral iron bonding suggesting no binding preference.

As with the non{polar and polar amino acids, the RDF data also shows that, the in
vacu system produced a more intensg(r) peak than the equivalent solvated system, sug-
gesting that the presence of water was unfavourable for irorbinding. Glutamate on the
f 111g solvated surface, having octahedral iron as its next nearésieighbour, demonstrates
the greatest rst peak intensity, indicating that the oxyge n in glutamate are more freely
accessible to the next nearest neighbouring octahedral irg than in aspartate. This phe-
nomenon is also true of thef 100y versus thef 111g surface, as the solvated 111g surfaces,
bonding through octahedral iron, produced more intensegy(r) peaks than the correspond-

ing f 10Qg surfaces.
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When the RDF data of the acidic amino acids was compared to thaof the non{polar and

polar amino acids it was shown that, the same bonding types we seen for glutamate as
was exhibited for glutamine, leucine and methionine, indiating that the presence of the
two oxygens in the side chain have no e ect on the type of iron leing bound. No other

amino acid compared exhibited the same bonding type trend asspartate.

The FE Oamincacid bond distance data for the acidic amino acids is representenh Table

4.12.

f 100y surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

ASP NBO NB NB
DO 1.93 NB
DO 1.99 NB

GLU NBO NB NB
EO 2.05 2.51
EO 2.07 2.01

f 111g surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

ASP NBO 1.97 NB
DO 2.22 2.12
2.03 2.13
DO 1.94 1.93

2.09 NB

GLU NBO 1.99 NB
EO 2.06 2.04

NB 2.03

EO 2.09 NB

2.10 NB

Table 4.12: Acidic amino acid FE  Oaminoacia  bond distance data. BL is bond length, NBO is N{
terminal peptide bond oxygen, D O is aspartate side chain oxygen, E O is glutamate side chain oxygen

and NB is no bonding.

The acidic amino acid bond distance data shows more bondingrpsent on thef111g in
vacu surface than the f 1009, as each amino acid exhibited two side chain oxygen bonds

in the f 100y systems, whereas, in thd 111g systems, aspartate exhibited four side chain
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oxygen bonds and glutamate exhibited three side chain oxygebonds. N{terminal peptide
bond oxygen bonding was only present for thd 111g systems. Reduced bonding was seen
for the solvated systems than thein vacu, as for aspartate, thef 111g surface showed three
bonds and thef 100y showed no bonding, whilst glutamate exhibited the same amout of

bonding on both surfaces (two bonds).

Figure 4.13: Bond distance images for thein vacu and solvated systems of the aspartate residue. aj 100g

in vacu, b)f 100g solvated, c)f 111g in vacu and d)f 111g solvated.

When the acidic amino acid bond distance data was compared t¢hat of the non{polar
and polar amino acids it was shown that, the presence of two de chain oxygen increases
the amount of iron bonding, as for the f 100y surface, the non{polar and polar amino
acids exhibited either no bonding present or only one bond, iad for the f111g surface,
the non{polar and polar amino acids show no more than two bond present. Additionally,
this data shows that acidic amino acid bonding is predominatly through the side chain
oxygen, whilst for the non{polar and polar it is primarily th rough the N{terminal peptide

bond oxygen, with the exception of glutamine which appears ¢ behave in a similar way
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to the acidic amino acid residues, although this could be exgpcted due it being the amide

form of glutamate.

Table 4.13 represents the residence times and related aveya coordination numbers for
bonding between all oxygen present in the acidic amino acid esidues and tetrahedral

and/or octahedral iron on both the f 100y and f 111g magnetite surfaces.

The acidic amino acid residence time data shows that, for asprtate, there was no tetrahe-
dral iron bonding present. There was also no bonding lastingver 0.05% of the simulation
length to the N{terminal peptide bond oxygen from the f100g surface. Aspartate in the
f 100y in vacu system, presented with octahedral iron bonding to both sidechain oxygen
lasting over 99% of the simulation length. On addition of water, the residence times of
these bonds drop (74.22 ps and 66.06 ps) suggesting that athment at this site is no
longer favourable and water bonding is preferential. In thef 111g surfacein vacu system,
octahedral iron bonding to one of the side chain oxygen of aggtate, and the N{terminal
peptide bond oxygen was exhibited lasting over 98% of the siolation length. The other
side chain oxygen of aspartate also showed octahedral ironolmding lasting 3455.92 ps.
Upon solvation, the residence times of these bonds drop (7684 ps, 29.34 ps and 870.81
ps, respectively) suggesting that water addition is detrimental to iron binding but to dif-

ferent extents dependent on which oxygen type is bonded.

For glutamate in the f100g in vacu system, bonding lasting over 99% of the simulation
length was exhibited for both side chain oxygen (one to tetr&edral iron and one to oc-
tahedral iron). Upon solvation, the residence times of thes bonds drop (181.56 ps and
143.98 ps). No N{terminal peptide bond oxygen bonding lasting over 2% of the simulation
length was displayed. For thef 111g surfacein vacu system, no bonding lasting over 47%
of the simulation length was revealed, however, with the addion of water into the system,

again no bonding lasting nearly the full length of the simulaion was exhibited, however,
bonding between octahedral iron and one of the side chain oxyen lasting over 69% of
the simulation length was seen, suggesting that water addibn somewhat improves iron

binding for glutamate on the f 111g surface.

On comparison of the acidic amino acids, aspartate appearsotbe the preferred residue
of attachment, particularly on the f111g surface. f111g surface attachment is also the
preferred for attachment in the solvated systems. Aspartagé exhibited only octahedral
iron bonding, whereas glutamate, thef 100y surface displayed both iron bonding types for

the f 100y surface, and only octahedral iron bonding for thef 111g surface.
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When the acidic amino acid residence time data was comparedtthat of the non{polar and

polar amino acids it was shown that, the presence of two sidehain oxygens improves iron
binding, in that the bonding lasting over 99% of the simulation length was predominantly
through the side chain oxygen. For the solvated systems, thé111g surface is the preferred
surface of attachment. Also, there is little or no bonding through tetrahedral iron, showing

a preference for octahedral iron bonding.
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90T

in vacu system

solvated system

FET

FEO

FET

FEO

RT (ps) Av. CN RT (ps) Av. CN

RT (ps) Av. CN RT (ps) Av. CN

ASP f100Qg surface

ASP f 111g surface

GLU f10Qg surface

GLU f111g surface

1stD O
2nd D O
NBO
1stD O
2nd D O
NBO
IstE O
2nd E O
NBO
IstE O
2nd E O
NBO

0.00
0.00
0.00

0.00
0.00
0.00

4995.00
0.00
0.00

0.00
0.00
0.00

0.00
0.00
0.00

0.00
0.00
0.00

1.00
0.00
0.00

0.00
0.00
0.00

4989.00
4984.15
2.20

3455.92
4905.18
4998.00

0.00
4996.00
60.88

891.48
881.56
2312.48

1.00
1.00
0.00
191
1.94
1.00
0.00
1.00
0.04
1.40
1.55
0.46

0.00
0.00
0.00
0.00
0.00
0.00
181.56
0.00
0.00
0.00
0.00
0.00

0.00
0.00

0.00

0.00
0.00
0.00

0.94
0.00
0.00

0.00
0.00
0.00

74.22
66.06
0.00
870.81
766.44
29.34
0.00
143.98
0.00
298.41
694.73
77.93

0.48
0.53
0.00
1.85
1.22
0.18
0.00
0.92
0.00
1.77
1.28
0.23

side chain oxygen and E O = glutamate side chain oxygen).

Table 4.13: Residence times (RT) and average coordination numbers (av. CN) of the acidic amino acid residues. (NBO = N{terminal pepti de bond oxygen, D O = aspartate



The interfacial energies of the acidic amino acid residuesrothe magnetite surfaces can be

found in Table 4.14.

f 100y surface attachment

Ei of s-a (eV) Egyss oOf s-a (eV) Ein of s-a-w (eV) Egis Of s-a-w (eV)
ASP -8.94 3.16 6.05 0.07
GLU -5.78 0.00 6.12 0.00

f 111g surface attachment

Einx of s-a (eV) Egs of s-a (eV) Eij of s-a-w (eV) Egis 0f s-a-w (eV)
ASP -6.00 0.06 21.19 0.00
GLU -5.94 0.00 11.22 9.97

Table 4.14: Interfacial energies for all acidic amino acid residues, usng the Yang et al method[164].
Einx of s-a is the interfacial energy of the slab{amino acid residue system. Eqitr  of s-a is the di erence in
interfacial energy from the highest interfacial energy of t he slab{amino acid residue system. Eij,; of s-a-w
is the interfacial energy of the slab{amino acid residue{wa ter system. Egqs of s-a-w is the dierence in

interfacial energy from the highest interfacial energy of t he slab{amino acid residue{water system.

From the solvated interfacial energy data it can be observedhat, the f100Qy surface pro-
duces the lowest interfacial energies (6.05 eV and 6.12 eV apposed to 21.19 eV and
11.22 eV). On thef 10Qg surface, the acidic residues have similar interfacial engy values,
although aspartate was marginally lower, whereas, on thef 111g surface glutamate has
the lowest. Again, the presence of water has a disadvantagae e ect on the interfacial
energy, as the energies are much lower for thin vacu system. Before solvation the in-
terfacial energy values of glutamate are similar on the di eent surfaces, however, when
the water is added, the di erent surfaces exhibit very di er ent energy values, with the
presence of water having a greater detrimental on thef 111g surface (-5.94 eVin vacu
to 11.22 eV solvated). This phenomenon is also apparent forspartate, although there
is an even greater di erence in energy values between the salted surfaces (15.14 eV),
and preferential water attachment may be to blame. The solvdion of the system also
a ects the way that the amino acid residues react at the interface, as the solvated systems
interfacial energy trends are di erent to the in vacu trends. For the f 1009 surfacein vacu
system, there was a di erence of over 3 eV between the acidicesidue values, however
when solvated the di erence became only 0.7 eV, with asparte displaying the lowest
values. Whereas, with thef 111g surfacein vacu system, there was a di erence of only
0.6 eV between the acidic residue values, with aspartate skng the lowest, then upon

solvation, the di erence between the values was signi canly greater with a variance of
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9.97 eV with glutamate now presenting the lowest energy vala. Thus, from this data,

aspartate appears to be the preferred acidic amino acid redue of attachment.

On comparison of the acidic amino acid interfacial energy d&a with that of the non{polar
and polar amino acids it can be seen that, for thef 100y solvated systems, the acidic
residues produce midrange interfacial energy values, thisuggesting that the presence of
the two oxygen on each of their side chains does not improve on binding, and in some
instances, is more detrimental to iron binding than having apurely hydrocarbon side chain,
although the reaction of water with the residues or the magnéte surfaces may play a part
in this. For the f111g solvated systems, the acidic amino acids show very di erentrends
in the interfacial energy value, as glutamate exhibits the hird lowest energy value whilst
aspartate exhibits the highest energy value with a gap of 6.4 eV to the next energy value.
Thus, for glutamate the presence of the two side chain oxygeis bene cial to iron binding,
however, for aspartate it is extremely detrimental, although this e ect could be due to a

combination of factors involving the interactions of the individual system components.

There are, as with the non{polar and polar amino acids, concms with this direct method
of calculating the adsorption energy, possible reasons fahese were discussed previously
for the non{polar amino acids. An alternative indirect Potential of Mean Force based

method of adsorption energy calculation is considered in S#ion 3.3.5.

Basic Amino Acid Attachment

R values for the basic amino acids can be found in Table 4.15.

Figure 4.14 exhibits the RDF pro les for lysine. The RDF pro les of the remaining basic
amino acids can be found in the Appendix. From the basic amincacid RDF data it

can be seen that, for arginine, only tetrahedral iron bondirg is displayed on thef 1009
surface and only octahedral iron bonding is displayed on thd 111g surface. With lysine,
the f111g surface, again, exhibits only octahedral iron bonding, cowersely, the f 1009
surface exhibits both tetrahedral and octahedral iron bondng. These data suggest that
for arginine and the lysine f 100g surface there is a de nite iron binding type preference,

whereas, the lysinef 111g surface shows no such preference.

Additionally, from the basic amino acid RDF data it can be derived that, as with the
other amino acid groups, thein vacu system produces a strongem(r) peak than the

complementary solvated system, and that the largesig(r) peak is displayed for lysine on
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Amino Acid Fe type Surface System r @)

ARG FET 100 invacu 1.98
solvated 1.98

111 in vacu -
solvated -
FEO 100 in vacu -
solvated -
111 in vacu 2.03

solvated 2.08

LYS FET 100 in vacu 2.08
solvated -
111 in vacu -
solvated -

FEO 100 in vacu 2.08

solvated 2.23
111 in vacu 2.03
solvated 2.03

Table 4.15: Basic amino acid r (A) values from RDF data.

the f 111g surface having octahedral iron as its next nearest neighbau This reason for
this may be that the water is being attracted to the positively charged group of the side
chain rather than the magnetite surface, freeing up the inteaction between the magnetite

surface and the amino acid oxygen.

When the basic amino acid RDF data was compared to that of the wn{polar, polar

and acidic amino acids it was shown that, the same type of bonidg was seen for lysine
as was exhibited for glutamate, glutamine, leucine and metlonine. This suggests that
the presence of the -amino group in the side chain has no e ect on the type of iron
being bound. No other amino acid compared exhibited the samd&onding type trend as

aspartate.

The FE Ogamincacia bond distance data for the basic amino acids is represented iTable
4.16.

When the basic amino acid bond distance data was examined it as shown that, more

bonding was present in thef 111g systems than thef 100y. No bonding was exhibited on
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Figure 4.14: RDF plots for lysine. FET is tetrahedral iron, FEO is octahedr al iron. Blue is f100g in
vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.

the f 1009 surface. Bonding was displayed to the N{terminal peptide bad oxygens in the
f 111g surfacein vacu systems, however upon solvation, no bonding was present fdysine,

thus the addition of water is detrimental for iron binding in lysine f 111g system.

When the basic amino acid bond distance data was compared tohiat of the non{polar,
polar and acidic amino acids it was shown that, the presencefahe positively charged
groups in the side chains has minimal e ect onf 100y surface iron binding, as there was
no bonding present, also displayed for alanine, methioninevaline and serine. With the
f 111g surface, no increased iron binding e ect was seen by the presce of the guanidinium
group in arginine as, like with leucine, valine and serine, here is one bond presentf 111g
surface lysine, however, exhibits one bond for thén vacu system and no bonding for the

solvated system, as see for alanine and isoleucine.

Table 4.17 represents the residence times and related aveya coordination numbers for
bonding between all oxygen present in the basic amino acid séddues and tetrahedral and/or

octahedral iron on both the f 100y and f 111g magnetite surfaces.
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f 100y surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)

ARG NBO NB NB
LYS NBO NB NB

f 111g surface attachment

Amino Acid Oxygen type BL In Vacu (A) BL Solvated (A)
ARG NBO 2.02 2.06
LYS NBO 2.01 NB

Table 4.16: Basic amino acid FE  Oaminoacia  bond distance data. BL is bond length, NBO is N{terminal
peptide bond oxygen, and NB is no bonding.

The basic amino acid residence time data shows that, for the 100y surface, arginine
exhibits no bonding lasting over 0.03% of the simulation legth and lysine exhibits no
bonding lasting over 4% of the simulation length. With the f 111g surface, there was no
tetrahedral bonding present, however, arginine showed oeahedral iron bonding lasting
over 86% of thein vacu simulation length, and over 99% of the solvated simulation éngth.

Whilst, with lysine in the f111gin vacu system, octahedral iron bonding lasting over 99%
of the solvated simulation length was demonstrated, howewe upon solvation, the residence
times of this bond drops 333.43 ps, suggesting that water adtion is detrimental to iron

binding.

On comparison of the basic amino acid residues, the same amatuof bonding lasting over
86% of the simulation length was present for then vacu systems, however, when solvated,
arginine shows the same amount of this length of bonding as #in vacu system, whilst
lysine shows none, suggesting that arginindg 111g surface attachment is not e ected by

the addition of water, whilst it has an unfavourable e ect on lysine binding.

When the basic amino acid residence time data was compared tthat of the non{polar,
polar and acidic amino acids it was shown that, thef 111g surface is the preferred surface of
attachment for all amino acid groups, particularly for the solvated systems. Also, there is
little or no tetrahedral iron bonding for any of the amino acid groups, showing a preference
for octahedral iron bonding. Arginine exhibits the same amaint and type of long term
bonding as leucine and glutamine, whilst lysine exhibits the same amount and type of long

term bonding as isoleucine and valine.
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Figure 4.15: Bond distance images for the in vacu and solvated systems of the arginine residue. af 100g

in vacu, b)f 100g solvated, c)f 111g in vacu and d)f 111g solvated.
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€Tl

in vacu system

solvated system

FET

FEO

FET

FEO

RT (ps) Av. CN RT (ps) Av. CN RT (ps)

Av. CN RT (ps) Av. CN

ARG f 100y surface NBO 0.00 0.00 1.16 0.01 0.00 0.00 0.00 0.00
ARG f111g surface  NBO 0.00 0.00 4330.20 0.98 0.00 0.00 999.00 1.00
LYS f100g surface  NBO 22.54 0.43 0.00 0.00 35.27 0.32 9.88 0.05
LYS f111g surface NBO 0.00 0.00 4995.00 1.00 0.00 0.00 333.43 0.64

Table 4.17: Residence times (RT) and average coordination numbers (av. CN) of the basic amino acid residues. (NBO = N{terminal peptid e bond oxygen).



The interfacial energies of the acidic amino acid residuesrothe magnetite surfaces can be

found in Table 4.18.

f 100y surface attachment

Ein: of s-a (eV) Egiss of s-a (eV) Eijn of s-a-w (eV) Egis 0f s-a-w (eV)
ARG -16.20 14.81 6.23 0.00
LYS -1.39 0.00 418 2.05

f 111g surface attachment

Eint of s-a (eV) Egiss of s-a (eV) Ein of s-a-w (eV) Egis of s-a-w (eV)
ARG -14.11 11.62 9.81 0.00
LYS -2.49 0.00 8.59 1.22

Table 4.18: Interfacial energies for all basic amino acid residues, usig the Yang et al method[164]. Ein

of s-a is the interfacial energy of the slab{amino acid residue system. Egs of s-a is the dierence in
interfacial energy from the highest interfacial energy of t he slab{amino acid residue system. Ei,: of s-a-w
is the interfacial energy of the slab{amino acid residue{wa ter system. Egs of s-a-w is the dierence in

interfacial energy from the highest interfacial energy of t he slab{amino acid residue{water system.

From the solvated basic amino acid interfacial energy data,t can be seen that, as with
the amino acid groups, thef 100y surface produces the lowest interfacial energy values,
with the f100g surface showing values of 6.23 eV and 4.18 eV for arginine angisine
respectively, whilst the f 111g surface showed values of 9.81 eV and 8.59 eV for arginine
and lysine respectively. Lysine exhibits the lowest interficial energy values, suggesting
this is the preferred amino acid of attachment. This data al® shows that, the addition
of water to the system has a detrimental e ect on the interfadal energy, as the energies
calculated are much lower for thein vacu system. The solvation of the system also a ects
the interfacial behaviour of the amino acids, as the interfaial energy trends for thein vacu
systems are very di erent to the solvated systems. For thein vacu systems, the lowest

energy was exhibited for arginine; however, with the additon of water the opposite is true.

On comparison of the basic amino acid interfacial energy dat with the non{polar, polar

and acidic amino acid residue data it can be seen that, for thef 100y surface solvated
systems, the basic residues produce the two extremes of imfacial energy values, with
arginine producing one of the highest interfacial energy vies and lysine producing the
lowest interfacial energy value; this suggests that the preence of a primary amine group in
the side chain of lysine is bene cial to iron binding whilst the presence of the guanidinium
group in arginine is greatly detrimental to iron binding for this surface. For the f111g

surface solvated system, a very di erent basic amino acid tend was shown, as arginine
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and lysine exhibit the second lowest and lowest interfaciaknergy values, respectively; this
suggests that the presence positively charged groups in th&ide chains is bene cial to iron

binding.

As with the other amino acid groups, there are concerns with his direct method of calcu-
lating the adsorption energy, possible reasons for these we discussed previously for the
non{polar amino acids. An alternative indirect method of adsorption energy calculation is
explored in the following section. This method utilises a castrained molecular dynamics

version of the systems, focusing on the Potential of Mean Fare and free energy evaluation.

4.3 Constrained system

4.3.1 Computational Methods

As with the unconstrained system, the initial amino acid structures, including terminal end
capping, were produced with AMBERTOOLS TLEAP. The DL _POLY code was used for
all calculations, and the TIP3P/fs potential model for water was utilised. The ensembles,

potentials and parameters used are described in Chapters 2nd 3.

The iron binding a nity of the peptide chains was determined by running a series of Po-
tential of Mean Force (PMF)[251] simulations, with the distance between the amino acids
centre of mass (CoM) and the magnetite surface constrainedhithe direction perpendicular
to the surface to distances between @& and 10 A, but free to move parallel to the surface.
The amino acid chiral carbon is, for the purposes of this stug, the centre of mass. The
additional force exerted on the simulation due to this constaint was monitored. Each
PMF calculation was run for 1 ns NVT at 300 K and the average foce was integrated

with respect to the constraint distance to produce the free aergy of binding[139].

4.3.2 Results and Discussion

Free energy pro les were created for the aforementioned sysms as shown in Figures 4.16,
4.20, 4.22 and 4.24. Within the free energy pro les, 0A on the x{axis is an approximate
representation of where the magnetite surface lies based ame rst strongest peak for
an FEO iron ion in the related density pro le. The free energy of the simulation systems
as a function of the centre of mass distance from the magne#t surface are shown in the

free energy pro les. Peaks in the water density pro les indcate areas within the system
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containing high water molecule concentrations.

Non{polar Amino Acid Attachment

Figure 4.16: A comparison of the free energy pro les of the non{polar amin o acid residues. Distance
refers to distance between the peptide CoM and the magnetite surface. The dashed line represents the

water density pro le for the system.

From the non{polar amino acid f 100g surface free energy pro le results (Figure 4.16) it is
evident that, alanine has the lowest free energy value of 28.eV when the centre of mass
was at the surface, suggesting preferential iron binding aer the other longer hydrocarbon
chain and branched hydrocarbon chain amino acid side groupsMethionine exhibited the

highest free energy value of 4.92 eV when the centre of mass svat the surface, with a
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di erence of 0.7 eV to the next amino acid (leucine) in energy suggesting that the presence
of sulphur in the side chain is detrimental to iron binding. When the amino acid residues
centre of mass is between 1 and 5.5 A the amino acid energies are comparable,
however, as the amino acid centre of masses get closer to tharface the free energies
increase, with the increases in free energy correspondingtiv the distance at which strong

water adsorption layers occur. The free energy trend is sinfar for the non{polar amino

acids, with the exception of alanine, which produced slighy lower free energy values,
thus indicating a greater iron binding a nity. Optimum iron  binding was seen between
10 A and 6 A. We propose that the successive increase in free energy ifrébutable to a

requirement for more energy within the system, for the aminoacids to pass through the
strong water barriers, and to enable amino acid attachment a8 they move closer towards

the surface.

From the non{polar amino acid f111g surface data, it was found that the centre of mass
could not be put any closer than 2A and 1.5A for isoleucine and methionine respectively,
when they were moved closer amino acid and magnetite surfadeond breaking occurred
(Figures 4.18 and 4.19). As can be seen from the isoleucine ages, the amino acid entered
the magnetite surface causing large scale surface disloga, amino acid disintegration and
water vacuum creation. This behaviour could be due to a combiation of factors including:
the con guration of the side chain; the reaction of the hydrophobic hydrocarbon side chain
with the water; or the reaction of the water with the magnetit e (competitive binding). The
same was true of methionine, as seen in the images, althougm additional factor that

may cause this behaviour could be the reaction of sulphur whin the system.

A comparison of the non{polar amino acid f 111g surface free energy pro les show that,
alanine, leucine and valine have very similar energies whetheir CoM reached the surface
(1.17 eV, 1.31 eV and 1.19 eV respectively). Between 18 and 5.5 A, the same trend is
exhibited as for the f 100y surface, and as the distance gets closer to the surface a graal
increase in free energies, with the exception of alanine. Falanine, when the centre of
mass reaches 5.8 away from the surface its free energy begins to decrease, thiits lowest
energy reaching -0.06 eV, after which the free energy increas again. The increase in free
energy corresponds with the distance at which the weaker watr absorption layer occurs,
with the stronger layer appearing to exert minimal in uence on the free energy pro les.
Again, the highest free energies were found to be at the distece closest to thef 100y
surface, and equally, the lowest energies were exhibited veim the constrained coordinate

is moved away from the magnetite surface, further suggestip that amino acid sequence
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attachment is more favourable at greater distances, partialarly for alanine which had the

lowest non{polar amino acid free energy (CoM at 4.6A).

Upon examination of the energy minima for the non-polar amiro acids (Figure 4.17) it
can be observed that, on thef 100g surface, all of the non-polar amino acid residues except
for alanine exhibited a negative value for their energy minima, with valine producing the
lowest value at -0.0312 eV. The energy minima for these resigks fall between 8.7A and
9.6 A, suggesting that attachment of the residue centre of masstathis distance would be
preferable. On thef111g surface, fewer of the non polar amino acid residues exhibitea
negative value for their energy minima, with alanine showirg the lowest value at -0.0614
eV. The trend of favourable attachment distance is also di erent from the f 100y surface,
with alanine, isoleucine and valine exhibiting centre of mas distances of 4.8\, 7.5 A and

10 A respectively.
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Figure 4.17: A close-up comparison of the free energy pro les of the non{polar amino acid residues

between -0.25 eV and 0.25 eV, exhibiting the free energy minima.
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Figure 4.18: A comparison of the nal simulation coordinates for ILE CoMa t(a)2 A from the magnetite

surface and then (b) 1.75 A and (c) 1.5 A exhibiting bond breaking.
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Figure 4.19: A comparison of the nal simulation coordinates for MET CoM a t (a) 1.5 A from the
magnetite surface and then (b) 1.25 A and (c) 1 A exhibiting bond breaking.
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Polar Amino Acid Attachment

Figure 4.20: A comparison of the free energy pro les of the polar amino acid residues. Distance refers
to distance between the peptide CoM and the magnetite surface. The dashed line represents the water

density pro le for the system.

The polar amino acid f 100y surface free energy pro le results (Figure 4.20) show that,
glutamine and serine exhibit comparable iron binding a nit y, between 10A and 3 A, with
optimal binding seen between 1A and 6.5 A. An initial increase in free energy is observed
at 6 A, which corresponds with the distance at which the weaker weer absorption layer
occurs. A further increase in energy is observed at 8, which corresponds with the stronger
water absorption layer occurs. However, at distances lessian 3 A, serine exhibits slightly

lower free energy values, thus indicating a higher iron binthg activity. The increase in
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free energies identi ed could be due to either the need for m® energy to allow the amino
acid sequences to pass through the water barrier or for thema overcome the unfavourable

attachment as they approach the magnetite surface, or a combation of the two.

Conversely, on thef 111g surface, a large di erence in free energy at the surface is clerved.
Serine has the lowest free energy value of 0.70 eV, whilst gamine has an energy value of
3.69 eV. Comparable iron binding a nity is exhibited between 10 A and 6 A, however,
as the distance to the surface decreases, the amino acid betaurs dier. Serine has a
slight decrease in free energy until 3.5A reaching a minimum of -0.22 eV, subsequently,
the free energy increases steadily until it reaches the sute. This initial decrease in free
energy indicates a distance for preferable attachment. Ashe glutamine centre of mass

moves in towards the surface from @A, its free energy increases.

Upon examination of the energy minima for the polar amino acils (Figure 4.21) it can
be observed that, on thef 100y surface, only glutamine exhibited a negative value for its
energy minima, producing a value of -0.0078 eV at 9.4\, suggesting that attachment of
the residue centre of mass at this distance would be preferdd. On the f 111g surface, only
serine exhibited a negative value for its energy minima, prducing a value of -0.2227 eV
at 3.5 A, suggesting that attachment of the residue centre of masstathis distance would

be preferable.
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Figure 4.21: A close-up comparison of the free energy pro les of the polar amino acid residues between

-0.5 eV and 0.5 eV, exhibiting the free energy minima.
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Acidic Amino Acid Attachment

Figure 4.22: A comparison of the free energy pro les of the acidic amino acid residues. Distance refers
to distance between the peptide CoM and the magnetite surface. The dashed line represents the water

density pro le for the system.

On comparison of the acidic amino acid free energy pro le da for the f 100y surface
(Figure 4.22) it was evident that, the pro les were similar throughout, with aspartate
having a slightly lower free energy values. The free energyrp le of aspartate remained
at approximately 0 eV from 10 A to 4.5 A, whereupon, it showed an initial increase in
free energy, peaking at the distance corresponding with thestronger of the water barriers.
Subsequently, a slight decrease in energy was seen until 14 after which, the energy

increases again. This data suggests that energy was needat the system for aspartate
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to pass through the stronger water barrier, after which poirt it became slightly easier
for attachment until the magnetite slab began to have an in uence on the prole. For
glutamate, the free energy remains consistently at approxnately 0 eV from 10A to 7.5
A, at which point, an initial increase in free energy is shown A further, greater increase
in energy is observed at 1.85A, which corresponds with the stronger water absorption
layer, suggesting that the presence of water layering has argat in uence on amino acid

iron binding.

When the acidic amino acidsf 111g surface free energy pro les were examined, a large
di erence in the free energy pro les was witnessed. As with he f 1009 surface, aspartate

exhibited the lowest free energy pro le. When the amino acidresidues centre of mass was
between 10A and 6 A the energies stayed at around 0 eV, however, as the CoM got
closer to the surface, glutamate presented with a gradual iorease in free energy as its
centre of mass moved towards the surface. Whilst, aspartatexhibited a decrease in free
energy until 2.7 A, reaching its energy minimum of -0.44 eV, whereupon, the e energy

again increased steadily.

Upon examination of the energy minima for the acidic amino aas (Figure 4.23) it can be
observed that, on thef 100g surface, both acidic amino acid residues exhibited a negaté

value for their energy minima, with aspartate producing the lowest value at -0.0312 eV.
The energy minima for these residues fall 2.3\ apart, suggesting that preferable attach-
ment of the residue centre of mass is amino acid dependent. Gthe f 111g surface, again,
both acidic amino acid residues exhibited a negative valuedr their energy minima, with

aspartate producing the lowest value at -0.4361 eV. The engly minima for these residues
fall 7 A apart, suggesting that preferable attachment of the residie centre of mass is
again amino acid dependent. This data suggests that indepeatent of surface type, aspar-
tate consistently exhibited the lowest energy minima value however, the f 111g surface

produced a considerable lower value.
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Figure 4.23: A close-up comparison of the free energy pro les of the acidic amino acid residues between

-0.5 eV and 0.5 eV, exhibiting the free energy minima.
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Basic Amino Acid Attachment

Figure 4.24: A comparison of the free energy pro les of the basic amino acid residues. Distance refers
to distance between the peptide CoM and the magnetite surface. The dashed line represents the water

density pro le for the system.

When the f 100y surface basic amino acid free energy pro les (Figures 4.24yere studied it
was shown that, the pro les were similar, with arginine having a slightly lower free energy.
Between 10A and 6.5 A is optimal for attachment, after which point, a gradual inc rease

in free energy was detected, corresponding with the preseawf the intense water layers.

Whereas, with the f 111g surface energy pro le, a di erent free energy trend is seenwith

lysine exhibiting the lowest free energy values. When the aimo acid CoM is between 10
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A and 6 A the energies stay at approximately 0 eV, however, as the CoMyets closer to the
surface the amino acid residue behaviours di er. Arginine pesents a gradual rate of free
energy increase, whilst, lysine also presents an increagewever this is only small, with its
maxima at 0.23 eV at a distance of 2.23A. From this distance the free energy decreases
to -0.12 eV at its minima, suggesting an area of preferentiabttachment, subsequently

increasing again up to the surface.

Upon examination of the energy minima for the basic amino aas (Figure 4.25) it can be
observed that, on the f 100y surface, only lysine exhibited a negative value for its enayy
minima, producing a value of -0.0746 eV at 8.8A, suggesting that attachment of the
residue centre of mass at this distance would be preferableOn the f 111g surface, again,
only lysine exhibited negative values for its energy minima producing a value of -0.1224
eV at 0.2 Aand -0.1226 eV at 6.5A, suggesting that attachment of the residue centre of

mass at either of these distances would be preferable.
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Figure 4.25: A close-up comparison of the free energy pro les of the basic amino acid residues between

-0.5 eV and 0.5 eV, exhibiting the free energy minima.
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Surface Free Energy

Figure 4.26: A comparison of the free energy values for all Mms6 C{terminal amino acid residue CoM

at the magnetite surface for both the f100g and f 111g surfaces.

The free energy values for all of the amino acid residue cergrof masses at the magnetite

surface were examined for both the 100y and f 111g surfaces (Figure 4.26).

The non{polar amino acids demonstrated a higher free energyalue on the f 1009 surface,
with isoleucine and methionine exhibiting the largest di erences. However, it is worth
noting that these data are not representative of the true cetre of mass at surface values.
Nonetheless, there were still large di erences between th@on{polar amino acid surface
values, particularly for leucine and valine. When comparirg the polar amino acid residues
di ering behaviours were seen. For glutamine thef 111g surface has the largest free energy
value but for serine the f 100y surface has the larger free energy value, with serine having
the greatest energy di erence between the surfaces. With th acidic amino acid residues,
aspartate and glutamate both show that the f 100y surface produces the larger free energy
values, although glutamate showed minimal between the two wrface. When comparing
the basic amino acid residues, again both show that thé 100y surface produces the larger

free energy values.

These data show that the f 111g surface has signi cantly lower free energy values than
the f100g surface for the Mms6 C{terminal amino acid residues, represnting greater
iron binding, with the exception of glutamine, suggesting tat for the majority the f111g

surface is the preferential surface of attachment. It alsolsowed that the amino acid residue
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with the lowest free energy value was lysine with a free eneggof 0.10 eV, suggesting that
the presence of a ammonium group in the side chain as opposed &any form of oxygen in

the residue side chain may be more bene cial to iron binding.

4.4 Summary

4.4.1 Unconstrained

From the RDF data, octahedral iron attachment is preferred for the f 111g surface, whilst
the f 100y surface exhibits no particular preference, with the excepbn of alanine, valine
and aspartate which exhibits only octahedral iron binding. For the solvated systems,
glutamate on the f 100g surface produces the most intensg(r) peak for the tetrahedral iron
attachment, whereas, valine on thef 111g surface produces the highest intensityg(r) value
for the octahedral iron attachment, leading to the idea that attachment of the amino acid
residues to the magnetite surface is dependent on many thirggsuch as surface type and iron
type. For the bond distance data, more bonding was present irthe f 111g surface system,
suggesting that this is the preferred surface of attachment The acidic amino acid residues
exhibit the most bonding, suggesting that the presence of adoxyl oxygen in the residue is
bene cial to iron binding. The residence time data indicates that for the in vacu systems,
on the f 100g surface, the acidic amino acid residues exhibit the most bading lasting over
99% of the simulation length. On thef 111g surface, aspartate exhibits the most bonding
lasting over 99% of the simulation length, with all bonding being through octahedral iron.
For the solvated systems, ndf 100g surface bonding was exhibited lasting over 20% of the
simulation length. On the f111g surface, only leucine, glutamine, serine and arginine,
exhibit bonding lasting over 99% of the simulation length. The interfacial energy data
suggests that the lowest solvated energies were found on thiel0OQ0y surface, however,
this data looks at average energy values of the full magneté/amino acid residue/water
interface over a simulation, whereas, other forms of data aalysis focus on bonding present
within the systems throughout the simulations. The f100g surface may exhibit lower
interfacial energy due to the surfaces behaviour with water The in vacu interfacial energies
are considerably lower, further enforcing the detrimentale ect of system solvation. Lysine
has the lowest interfacial energy value on both surfaces, wvilst, serine and aspartate have

the highest on the f 100y and f 111g surfaces respectively.
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4.4.2 Constrained

The Potential of Mean Force data indicates that the f 111g surface is the preferred sur-
face of attachment, as this surface produces the lowest freenergy values throughout the
simulations. Also, the presence of charged groups within th residue side chains does not
always lead to improved iron binding ability, as surface type and water in uence also have

an e ect.

4.4.3 General

This chapter demonstrates, for the rst time, the interacti on of the individual C{terminal

Mms6 amino acid residues within vacu and solvated magnetite crystalf 100y and f 111g
surfaces, in both unconstrained and constrained systems. He results from the uncon-
strained system suggest that acidic amino acids exhibit a fgher a nity for iron binding,

particularly through octahedral iron, on the f111g surface. The PMF data obtained from
the constrained system further supported this, with the majority of amino acid inves-
tigated demonstrating signi cantly lower free energy values in simulations of thef11lg
surface. Furthermore, the iron binding abilities of all the amino acids, in both systems,

were shown to be diminished by the addition of water moleculs.
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Chapter 5

The Interaction of Di- and Tetrapeptides with
Magnetite

5.1 Introduction

Within magnetotactic bacteria, magnetite nanoparticles of uniform size and morphology
are formed. In Magnetospirillum magneticum strain AMB-1, cubo{octahedral crystals,
based on combinations of thef 100y and f 111g crystallographic faces, are produced, thus
suggesting an element of high biological control [56, 57]. nl order to replicate this phe-
nomenon for commercial production of magnetic nanoparticks, the biological processes
need to be understood. Several proteins have been identi e@ds being involved in mag-
netite biocrystal nucleation. Such proteins commonly posess acidic amino acid repeat
motifs which have a strong a nity for metal ions. The residue sequence of the magneto-
some membrane protein, Mms6, is amphiphilic, possessing gtirophobic N{terminus, and
a highly acidic hydrophilic C{terminal region which contai ns dense carboxyl and hydroxyl

groups that are able to bind iron ions[100, 103, 105].

Figure 5.1: Sequence of the Cfterminal region of the Mms6 protein, exhibit ing residue number. The
dipeptide and tetrapeptide regions have been highlighted.

Preliminary experimental investigation[252] identi ed a glutamate repeat motif within the
C{terminal Mms6 sequence, as shown in Figure 5.1, that coulgotentially contribute to
iron binding. It was hypothesised that if the negatively charged carboxylate side chain of

glutamate (E) was substituted for a charge neutral side chan, such as alanine (A), the

134



iron binding potential of the C{terminal sequence would reduce. Based on this repeat
motif, the original sequence (EE) and the substitution of ore or both of the glutamate
with alanine (AE, AA) and its e ect on iron binding to the 2100y and f 111g magnetite
surfaces were investigated. Subsequently, the model wastexded to include the adjacent
aspartic acid (D) and valine (V) moieties in order to more closely replicate the wild{type
C{terminal sequence. The e ects of the additional amino actls on the iron binding of the
original repeat motif (DEEV) were explored, along with the alanine substitutions DEAV,
DAEV and DAAV. The hypothesis that carboxylate substitutio n causes a reduction in

iron binding would be supported by an increase in free energy

In this chapter, molecular dynamics (based on classical atmistic potentials) are used
to study the attachment of dipeptides and tetrapeptides created from the C{terminal
sequence residues 186-189 (as shown in Figures 5.2 and 58)th in vacu and solvated, to
the f 100g and f 111g crystal surfaces, and how this e ects iron binding. This investigation
also examines the interfacial relationships and how theseam vary dependent on the size
of the peptide chain, the surface utilised and which amino aid residues are involved in
the peptide chain. It is also worth noting that this study was divided into two systems; a
classic molecular dynamics system and a constrained molelew dynamics system utilising

the Potential of Mean Force (see Chapter 3.3.5).

Figure 5.2: structures of the dipeptides investigated. a)EE, b)AE and ¢ )AA.
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Figure 5.3: Structures of the tetrapeptides investigated. a)DEEV, b)D AEV, c)DEAV and d)DAAV.

5.2 Unconstrained system

5.2.1 Computational Methods

As with the systems in Chapter 4, the starting structures of the peptide chains were
generated and capped using TLEAP, then relaxed using SANDERand PMEMD. The

systems were then relaxedn vacu using DL_POLY, with TIP3P/fs water subsequently

added and the system was simulated for a further 1 ns. The watewas then removed and
the peptides were then placed in the vacuum gap above the magtite slab surface and
run further in vacu and solvated for 5 ns and 1ns, respectively. All systems wergimulated
at 300 K. The ensembles, potentials and parameters used areedcribed in Chapters 2 and

3.

The evolution of potential energy of the di- and tetrapeptides as a function of time were
plotted, an example of which is shown for the original dipeptde, EE, in Figure 5.4. A
full set of potential energy plots can be found in the Appendk. The equilibration period
for all simulations was 20 ps, after which point all of the di- and tetrapeptide energies

converge.
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Figure 5.4: Evolution of potential energy as a function of time plots for the original dipeptide, EE. a)

f 100g solvated surface. b) f 111g solvated surface.

5.2.2 Results and Discussion

Dipeptide Attachment

Radial distribution function (RDF) data was examined for th e dipeptide attachment to
the f 100y and f 111g magnetite surfaces. As with the approach used for the amino @ds
attachments of Chapter 4, a distance of 1.5Ato 2.5 Afrom dipeptide oxygen to the next
nearest neighbouring tetrahedral or octahedral iron of themagnetite is classi ed as a bond.

Dipeptide oxygen-iron distances orr values for all dipeptides can be found in Table 5.1.

Figure 5.5 exhibits the RDF pro les for EE. The RDF pro les of the remaining dipeptides
can be found in the Appendix. When the RDF data for the dipeptides was examined,
it can be inferred that oxygen atoms of EE bond to both octahedal and tetrahedral
iron of the f10Qy, in both the in vacu and solvated systems. Conversely, on thé 111g
surface, only octahedral iron bonding is present. A similattrend is also presented for both
mutated sequences (AE and AA); however, in these instancedgetrahedral iron bonding
is not present for the solvated system on thef 100y surface. This suggests that when the
dipeptides are attached to either surface, di erent iron attachment sites are favoured, with
octahedral iron attachment being the preferred for both sufaces, with the exception of the
original sequence, where tetrahedral iron attachment is tie preferred on thef 1009 surface.
These data suggest that a single or double alanine substitin, along with the addition

of water, is detrimental to the iron binding potential as it a ppears to have inhibited
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Figure 5.5: RDF plots for EE. FET is tetrahedral iron, FEO is octahedral i ron. Blue is f 100g in vacu.
Red is f 100g solvated. Green isf111g in vacu. Purple is f111g solvated.

tetrahedral iron bonding on the f 100y surface.

These data also show that, the intensity of the rst peak of the RDF is greater in thein vacu
systems, suggesting that once water is introduced into theystem, it is more di cult for
dipeptide oxygen to have an iron atom as a next nearest neightur and for this to remain
for the simulation duration, as water will bond preferably to the magnetite surface. For
the solvated systems, the most intense peak is shown for EE athe f 111g surface having
octahedral iron as its next nearest neighbour, proposing tht in these systems the oxygen

present is more freely accessible to the next nearest neigbbring irons.

The RDF data can be examined alongside theFE  Ogmincacia bond distance data ex-

tracted from the nal simulation coordinates (Table 5.2).
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Dipeptide Fe type Surface System rA)
EE FET 100 invacu 1.98
solvated 1.88
111 in vacu -
solvated -
FEO 100 in vacu 2.03
solvated 2.28
111 invacu 1.93
solvated 2.03
AE FET 100 in vacu 2.08
solvated -
111 in vacu -
solvated -
FEO 100 in vacu 1.98
solvated 2.08
111 in vacu 1.93
solvated 2.03
AA FET 100 in vacu 2.18
solvated -
111 in vacu -
solvated -
FEO 100 in vacu  2.13
solvated 2.23
111 in vacu 2.03
solvated 2.08

Table 5.1: Dipeptide r (A) values from RDF data.
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ort

f 100y surface attachment f 111g surface attachment

Dipeptide Oxygen type BL In Vacu (A) BL Solvated (A) Oxygen type BL In Vacu (A) BL Solvated (A)

EE IstE O 1.96 NB IstE O 191 2.20
1.97 1.90 1.92 2.03

2nd E O 2.02 2.11 E-E PBO 2.15 NB
2.03 NB 2nd EO 2.09 2.12
NBO 2.17 NB 2.27 2.15

1.95 NB

AE NBO 2.08 NB NBO 2.01 NB
EO 2.01 NB EO 1.88 2.18

1.91 NB - 2.23

1.94 NB

AA NBO 2.24 NB A-A PBO 1.96 1.97
NBO 1.92 2.07

Table 5.2: Dipeptide FE  Oudippeptice  bONd distance data. BL is bond length, E O is glutamate side chain oxygen, x-x PBO s inter{residue peptide bond oxygen and NBO is

N{terminal peptide bond oxygen.



The dipeptide bond distance data shows that, for EEin vacu, bonding through both side
chain oxygens of glutamate occurred, and even, two bonds fro one oxygen of the side
chain oxygen of the C{terminal glutamate in the f111g surface system. This suggests
strong bonding of the dipeptide to the magnetite, which was &ident with the original
dipeptide showing a more intensgy(r) peak in the RDF data. Less bonding occurred when
the systems were solvated, suggesting that the oxygen in wat bonds more favourably to
the magnetite iron compared to oxygen in the dipeptides, leding to the dipeptide being
pushed away from the magnetite surface, or remaining outsie of the water adsorption
layer, to allow the water to move closer to the surface and bid (Figure 5.6). This was
re ected by the solvated systems having less intensg(r) peaks than the correspondingin
vacu systems. The average bond lengths for the original sequenae; 2.03A and 2.01
A on the f100Qy surface forin vacu and solvated systems respectively, and 2.0A and

2.13 A on the f111g surface forin vacu and solvated systems respectively.

With a single substitution of glutamate to alanine, both oxygens on the side chain of
glutamate bonded to magnetite iron. Again, the addition of water to the system was
detrimental to this bonding; however, with mutation this e ect was worsened, as there
was a loss of potential binding sites due to the substitutionof glutamate side chain oxygen
for a methyl group. This is re ected in that there is no bonding present for AE on the
f 100y solvated surface. This e ect is less severe on thEl1l1g solvated surface as there are
still two bonds from one of the side chain oxygen of glutamateo the magnetite present.
When this data is compared to that of the RDF it can be seen thatthe removal of the
potential binding sites of the second glutamate reduces théntensity of the g(r) compared
to the original dipeptide values. The average bond lengthsri AE are; 2.00 A for the in
vacu system on thef 100g surface, and 1.94A and 2.21 A on the f111g surface for the

in vacu and solvated systems respectively.

For the double substitution mutant, AA, only bonding to pept ide bond oxygen was pos-
sible. On the f 10Qg surface, only an N{terminal peptide bond oxygen bond was preant,
however, upon system solvation it is no longer present. Withthe f 111g surface, there was
an additional bond present (A-A PBO), and this bond is also present when the system is
solvated. The average bond lengths in AA is; 2.24A for the in vacu system on thef 100y
surface, and 1.94A and 2.02A on the f111g surface for thein vacu and solvated systems

respectively.

As with the amino acid residues, residence times and averagmordination numbers were

considered in order to gain a more accurate representationfdonding behaviour through-
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Figure 5.6: Bond distance images for the in vacu and solvated systems of EE. a¥ 100g in vacu, b)f 100g
solvated, ¢)f 111g in vacu and d)f 111g solvated.

out the simulations.

Tables 5.3 and 5.4 represent the residence times and averageordination numbers for
bonding between all oxygen present in the dipeptides and teahedral and/or octahedral
iron on both the f100g and f 111g magnetite surfaces. Figure 5.7 describes the di erent

possible oxygen binding sites using the original dipeptideEE, as an example.
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN
EE f100g surface E O 98.63 0.95 3.33 0.09 999.00 1.00 0.00 0.00
EO 119.26 0.96 241 0.08 8.03 0.04 0.00 0.00
E-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 4998.00 1.00 0.00 0.00 2.74 0.09
EO 4998.00 1.00 0.00 0.00 999.00 1.00 0.00 0.00
NBO 0.00 0.00 172.13 0.96 0.00 0.00 31.31 0.25
EE f111g surface E O 0.00 0.00 4952.86 1.01 0.00 0.00 896.89 1.82
EO 0.00 0.00 4951.75 1.00 0.00 0.00 374.47 0.98
E-E PBO 0.00 0.00 4958.03 1.00 0.00 0.00 81.23 0.19
EO 0.00 0.00 4991.19 1.00 0.00 0.00 329.54 1.12
EO 0.00 0.00 4951.17 1.20 0.00 0.00 359.07 1.33
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 5.3: Residence times (RT) and average coordination numbers (av. CN) of the dipeptide sequences. (E O = side chain oxygen of glutamate, x-x PBO = inter{residue

peptide bond oxygen and NBO = N{terminal peptide bond oxygen).
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av.CN
AE f10Qy surface E O 0.00 0.00 4984.13 1.01 0.00 0.00 169.36  0.88
EO 0.00 0.00 4990.86 1.00 0.00 0.00 235.98 0.79
A-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 485.20 0.55 204.30 0.42 0.00 0.00 12.64 0.04
AE f1llg surface E O 0.00 0.00 4975.04 1.01 0.00 0.00 178.65 1.84
EO 0.00 0.00 4977.32 1.01 0.00 0.00 399.66 0.73
A-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 0.00 0.00 4939.19 1.00 0.00 0.00 125.98 0.25
AA f100g surface A-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 185.33 0.17 875.15 0.79 0.00 0.00 52.99 0.10
AA f111g surface A-A PBO 0.00 0.00 4993.47 1.00 0.00 0.00 70.21 1.26
NBO 0.00 0.00 4989.00 1.00 0.00 0.00 723.60 0.98

Table 5.4: Continued. Residence times (RT) and average coordination numbers (av. CN) of the dipeptide sequences. (E O = side chain oxygen of glutamate, x-x PBO =

inter{residue peptide bond oxygen and NBO = N{terminal peptid e bond oxygen).



Figure 5.7: Di erent possible oxygen binding sites of EE. NBO is N{termina | peptide bond oxygen. E-E
PBO is glutamate glutamate peptide bond oxygen. 1st E relates t o the side chain oxygen of the rst

glutamate.

The dipeptide residence time data shows that, for EEin vacu, when attached to the f 100y
surface, both oxygens of the N{terminal glutamate bound to ron for over 99% of the sim-
ulation length (4998.00 ps), however, each oxygen attachetb a di erent iron type. When
this system is solvated theFET  Ogipeptidce bONd continues to be present for over 99%
of the simulation length (999.00 ps), however, the resideretime of the FEO  Ogipeptide
bond drops to 2.74 ps, suggesting that attachment at this sie is no longer favourable.
Another bond is, however, formed lasting for over 99% of the isnulation length (999.00
ps) for one of the oxygen of the C{terminal glutamate to tetrahedral iron, proposing that
the low value for the equivalent in vacu residence time is due to the formation of this
bond toward the latter stages of this system simulation. Theresidence time data for the
f 111g surface shows a very di erent trend, as there is no tetrahedal iron bonding present
at all. For the in vacu system all oxygen showed octahedral iron bonding lasting foover
99% of the simulation length, with the exception of the N{terminal peptide bond oxygen
showing no bonding (0.00 ps). Upon solvation bonding reducegreatly, with one of the
C{terminal glutamate oxygen having the longest residence ime at 896.89 ps, whilst the
remaining possible bonds do not last longer than 38% of the siulation length. This data
suggests that the addition of water provides competitive bnding to the magnetite, and the

magnetite in many cases has a stronger a nity for the water than the original dipeptide.

With a single alanine substitution, no tetrahedral iron bonding was exhibited, except for
to the N{terminal peptide bond oxygen (485.20 ps) on thef 10Qg in vacu surface. However,

for f 100y surface octahedral iron bonding, bonds formed to each of thglutamate oxygen
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lasting for over 99% of the simulation length (4984.13 ps and990.86 ps). Upon solvation,
no tetrahedral iron bonding was present and no octahedral ion bonding lasted longer
than 24% of the simulation length, again suggesting competive water binding, with the
substitution of glutamate for alanine increasing the magngite{water a nity. For the
AE{ f 111g surface, octahedral iron bonding was existent for all oxygerpresent, with the
exception of the A-E peptide bond oxygen, lasting over 98% othe simulation length. On
addition of water, bonding greatly diminishes, with the bond between octahedral iron and
one of the glutamate oxygen exhibiting the longest residene time at 399.66 ps, whilst the
remaining possible bonds do not last longer than 18% of the siulation length, suggesting
that single substitution of a glutamate for an alanine clealy has a detrimental e ect on

the potential iron binding.

With the mutant consisting of a double alanine substitution, the N{terminal peptide bond
oxygen and the A-A peptide bond oxygen are the only possible inding areas. Thef 1009
in vacu surface showed no bonding for the A-A peptide bond oxygen, ahno bonding
lasting over 18% of the simulation length to the N{terminal p eptide bond oxygen. When
the system was solvated, only one bond was exhibited (NBO-FB), which lasted just 52.99
ps. For the f 111g surface, as with EE and AE, no tetrahedral iron bonding was pesent.
With octahedral iron, bonding to both of the peptide bond oxygen was seen lasting over
99% of the simulation length for the in vacu system. With the addition of water to this
system the residence times of these bonds drop (70.21 ps an@3(60 ps), suggesting that

attachment at this site is no longer favourable.

On comparison of all dipeptides, it is shown that the amount d bonding lasting over
99% of the simulation length reduces more with the removal ofach glutamate from the
sequence (e.g.in vacu f111g systems from 5 to 3 to 2 bonds), particularly when water
is present and providing competitive binding, suggesting hat the oxygen present in the

glutamate are areas of favourable iron binding.

As with the amino acid residues of Chapter 4, the interfacial energies of the peptide
sequences on thd 100y and f 111g magnetite surfaces were calculated using the Yangt
al method[164], giving an indication of how easily the peptidesequences can be adsorbed
onto the di erent magnetite surfaces. All related energy daa from the interfacial energy

calculations of the dipeptides can be found in Table 5.5.

The solvated dipeptide interfacial energy data shows that,the f100y surface produces

lower interfacial energy values (between 5.98 eV and 7.23 g\than the f111g surface
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f 100y surface attachment

Eint of s-p (eV) Egisr of s-p (V) Einx of s-p-w (eV) Egits 0f s-p-w (eV)

EE -6.33 7.86 7.23 0.00
AE -4.42 5.95 6.22 1.01
AA 153 0.00 5.98 1.24

f 111g surface attachment

Eint of s-p (€V) Eugitr of s-p (eV) Eint of s-p-w (eV) Egir of s-p-w (eV)

EE -8.73 6.99 7.39 4.38
AE -7.80 6.06 11.78 0.00
AA -1.74 0.00 7.60 4.18

Table 5.5: Interfacial energies for all dipeptides on the f100g and f 111g surface, using the Yang et al
method[164]. Ei.x of s-p is the interfacial energy of the slab{peptide system. Eg of s-p is the di erence
in interfacial energy from the highest interfacial energy o f the slab{peptide system. Ei, of s-p-w is the
interfacial energy of the slabpeptide{water system. Egs; 0f s-p-w is the di erence in interfacial energy

from the highest interfacial energy of the slab{peptide{wa ter system.

(between 7.39 eV and 11.78 eV). On thd 100y surface, EE had the highest interfacial
energy value and AA was shown to have the lowest, whilst on thd 111g surface, AE had
the highest interfacial energy and EE now exhibited the lowst value. This data suggests
that the interfacial energy trends are surface dependent ad that, for the f100y surface,
iron binding appears to improve with each glutamate substitution. Furthermore, this data
shows that the presence of water in the system has an unfavoable e ect on the interfacial
energy, as much lower energies (predominantly of a negativealue) are presented for the
in vacu system. Water also a ects the interfacial behaviour of the dpeptides, as the
in vacu system interfacial energy trends di er greatly from the solvated systems, as for
both surfaces, the lowest energy was exhibited for the origial dipeptide sequence and
the interfacial energy increases with each subsequent alare substitution. For the f100g
surface, this is the complete opposite of what is seen for theolvated surface, whereas, with
the f111g surface, EE still exhibits the lowest energy, however, AE ekibits the highest
energy value, which is considerably higher than both EE and A (4.39 eV than EE as
opposed to 0.21 eV higher as seen for AA. The increase in intiacial energy with the
addition of water could be explained by the need for more engy in the system to allow

for the dipeptide to get close to the magnetite surface throgh the structured water layers.

As discussed in more detail with the amino acid interfacial @ergies (Section 4.2.2 Non{

polar Amino Acid Attachment), there are many problems with t his method of calculating
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adsorption energy. The absolute values themselves are notably an order of magnitude
larger than anticipated and the solvated trends are not as egected from experimental
studies. The relative residence times of various surface teractions, however, reveal the
expected trend, and as it can be shown that R In( = 2) = ( HZ,  Hl) =

(E(}es Eges), then this method for determining the change in adsorptionenergy is perhaps
more reliable. Furthermore, rather than directly calculating the adsorption energy, via this
interfacial energy method, an alternative would be to use anndirect method, such as those

based on the Potential of Mean Force, which has been consided in Section 3.3.5.

Tetrapeptide Attachment

Figure 5.8: RDF plots for DEEV. FET is tetrahedral iron, FEO is octahedra | iron. Blue is f100g in
vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.

Figure 5.8 exhibits the RDF proles for DEEV. The RDF proles of the remaining
tetrapeptides can be found in the Appendix. The tetrapeptide RDF data shows that,
as with the dipeptides, only octahedral iron bonding is pregent for the f 111g surface at-

tachments. With the mutated tetrapeptides, tetrahedral ir on bonding is present in the
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f 100y solvated systems, unlike in the dipeptide mutated systemssuggesting that the addi-
tional amino acid residues to the sequences encourages tatredral iron attachment, which
could be due to the presence of further potential oxygen binohg sites. The tetrapeptides
show the same type of bonding suggesting that mutation of theoriginal sequence does not

a ect iron bonding type, unlike with the dipeptides.

From the tetrapeptide RDF data it can also be seen that, thein vacu systems had higher
intensity rst peaks than the corresponding solvated systens. For each tetrapeptide,
the most intense g(r) peak belonged to the oxygen bonding through an octahedralron
on the f111g surface, suggesting that this is the preferred means of atehment for the
tetrapeptides. It was unexpected to see that the two single gbstituted mutants presented
with more intense g(r) peaks than the original sequence, in particular DAEV, leadng to
the belief that single substitution improves octahedral iron binding on the f 111g surface.
When the solvated system data was examined, again octahedraon bonding on the f 111g

surface produce the most intensg(r) peaks, with DAEV having the largest.

When the tetrapeptide solvated values are compared to the gieptide solvated values, for
tetrahedral iron bonding on the f 100g surface, EE, has the largesg(r) value, however, no
other dipeptide presents with this type of bonding, whilst all of the tetrapeptides exhibit
this bonding type. This suggests that the addition of the extra amino acids a ects the
binding potentials of the peptides in this system, improving the bonding through tetrahe-
dral iron but not to the extent of the original dipeptide sequence. When the octahedral iron
bonding on the f 100g surface was compared for the peptides, it was shown that theirsgle
mutated dipeptide and the original tetrapeptide had the highest intensity rst peaks, and
that, the tetrapeptides produced more intenseg(r) peaks than the dipeptides, with the
exception of AE, again proposing that the addition of the extra amino acids improves the
potential octahedral iron bonding but not to the extent of th e single mutated dipeptide
sequence. No tetrahedral iron bonding was present on th&élllg surface for any of the
peptides, suggesting that the addition of the extra amino adas has no e ect on this type
of bonding. On comparison of thef 111g surface octahedral iron bonding, it can be seen
that the single mutated tetrapeptide DAEV produces the most intense g(r) peak, whilst
the equivalent dipeptide, AE, produces the smallest. This sggests that the addition of
the extra amino acids has a signi cant e ect on potential octahedral iron bonding for this
particular sequence. Tetrapeptide oxygen-iron distance®r r values for all tetrapeptides

can be found in Tables 5.6 and 5.7.
The FE  Oterapeptide bONd distance data for all tetrapeptides are represented infables
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Tetrapeptide Fe type Surface System

rf)

DEEV FET 100
111

FEO 100

111

DAEV FET 100
111

FEO 100

111

in vacu
solvated
in vacu
solvated
in vacu
solvated
in vacu
solvated
in vacu
solvated
in vacu
solvated
in vacu
solvated
in vacu

solvated

1.98
2.08

1.98
2.03
1.98
2.03
1.98
1.88

1.98
2.08
2.03
2.03

Table 5.6: Tetrapeptide r (A) values from RDF data.

5.8, 5.9 and 5.10.
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Tetrapeptide Fe type Surface System r Q)
DEAV FET 100 invacu 1.88
solvated 1.93
111 in vacu -
solvated -
FEO 100 in vacu 1.98
solvated 2.13
111 in vacu  1.93
solvated 2.03
DAAV FET 100 in vacu 2.03
solvated 2.23
111 in vacu -
solvated -
FEO 100 in vacu 1.98
solvated 2.03
111 in vacu 1.98
solvated 2.03

Table 5.7: Continued. Tetrapeptide r (A) values from RDF data.
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[A°])

f 100y surface attachment f 111g surface attachment

Tetrapeptide Oxygen type BL In Vacu (A) BL Solvated (A) Oxygen type BL In Vacu (A) BL Solvated (A)

DEEV DO 1.94 NB D-E PBO 2.16 NB
2.02 2.11 IstE O 2.28 2.08

IstE O 2.11 2.05 2.23 NB
2.11 2.55 1.97 2.04

2nd E O 2.00 NB 2.14 NB
1.97 NB E-E PBO 1.91 2.03
2nd E O 2.05 2.04

2.18 2.19
2.01 2.06

2.08 NB

E-V PBO 2.14 NB

Table 5.8: Tetrapeptide FE  Oerrapeptice  bONd distance data. BL is bond length, D O is aspartate side chain oxygen, E O is glutamate side chain oxygen, x-x PBO is

inter{residue peptide bond oxygen and NBO is N{terminal pepti de bond oxygen.
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f 100y surface attachment f 111g surface attachment

Tetrapeptide Oxygen type BL In Vacu (A) BL Solvated (A) Oxygen type BL In Vacu (A) BL Solvated (A)

DAEV NBO 1.95 NB NBO 2.07 2.01
DO 1.95 NB DO 2.03 2.08
1.99 2.00 D-A PBO 2.15 2.20
D-A PBO 2.18 NB A-E PBO 2.08 1.86
EO 1.96 NB EO 2.09 2.12
1.95 NB 1.97 2.13
2.05 2.03
2.03 NB
E-V PBO 2.02 2.24

Table 5.9: Continued. Tetrapeptide FE  Oerapepiice ~ boNnd distance data. BL is bond length, D O is aspartate side chain oxygen, E O is glutamate side chain oxygen, x-x
PBO is inter{residue peptide bond oxygen and NBO is N{terminal peptide bond oxygen.
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f 100y surface attachment f 111g surface attachment

Tetrapeptide Oxygen type BL In Vacu (A) BL Solvated (A) Oxygen type BL In Vacu (A) BL Solvated (A)

DEAV DO 1.98 NB NBO 2.07 NB
1.94 2.13 DO 1.94 2.18
D-E PBO 2.13 2.18 - 2.11
EO 1.87 2.07 191 2.20
1.97 1.99 EO 1.98 2.00
E-A PBO 2.21 2.26 1.93 2.02
E-A PBO 2.21 NB
DAAV NBO 2.22 NB NBO 2.05 NB
DO 1.99 2.00 DO 1.95 2.16
2.00 NB - 2.08
D-A PBO 1.98 NB 2.11 2.13
- 2.00
A-V PBO 1.94 2.28

Table 5.10: Continued. Tetrapeptide FE  Orerapepiice ~ boNd distance data. BL is bond length, D O is aspartate side chain oxygen, E O is glutamate side chain oxygen, x-x

PBO is inter{residue peptide bond oxygen and NBO is N{terminal peptide bond oxygen.



The tetrapeptide bond distance data (Figure 5.9) shows thatthe DEEV tetrapeptide
exhibits increased bonding on thef 111g surface than thef 100y surface. However, on the
f 100y surface, only iron bonding through aspartate and glutamateside chain oxygen was
seen, whereas, on thd 111g surface, bonding from both the side chain oxygen and the
peptide bond oxygen of glutamate (D-E, E-E and E-V) was evidat. This suggests that

di erent surfaces have di erent preferences for oxygen type.

This data also suggests that, iron binding ability was redued with the addition of water
to the systems, due to more favourable bonding between the ngmetite slab and water
molecules. The trends shown are represented in the RDF dataybthe more intenseg(r)
peaks for the f111g surface rather than the f 100y surface, and for thein vacu systems
rather than the solvated systems. The average bond lengthsof an iron to a tetrapeptide
oxygen in DEEV was; 2.03A and 2.24A on the f 100g surface for thein vacu and solvated
systems respectively, and 2.1A and 2.07 A on the f111g surface for thein vacu and

solvated systems respectively.

As would be expected, when the bond distance data of DEEV wasampared to that of EE,
the addition of extra amino acids resulted in increased bonthg due to the greater number
of available oxygen binding sites. This suggests that as segnce length increases as does
iron binding potential. There was also similar types of bondng on each surface seen, i.e.
the f 100y surface is predominantly side chain oxygen attachment whezas with the f 111g

surface there is a mix of side chain oxygen and peptide bond ggen attachments.

With a single substitution of glutamate to alanine, there is the same amount of bonding
with similar bonding types found for the DAEV and DEAV sequences in thef 100g in vacu
system, as both show bonding to each of the aspartate and glatnate side chain oxygens
and to two types of peptide bond oxygen (N{terminal and D-A for DAEV, and D-E and
E-A for DEAV). Whereas, with the f111gin vacu system, more bonding was present with
DAEV than DEAV, suggesting that sequence order e ects potertial iron binding and that
two charged amino acids together in a sequence reduces irorinding potential, however,
more bonding was present for DEEV than DAEV suggests proposig that three charged
residues together actually improves the potential binding Iron binding decreases with the

substitution of glutamate for alanine.

For DAEV, solvation has a greater detrimental e ect on the f100Qg iron binding than
f111g surface as fewer bonds that were present in thén vacu systems remain for the

solvated. For the solvated DEAV systems, the same amount of bnding was exhibited
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Figure 5.9: Bond distance images for the in vacu and solvated systems of DEEV. a)f 100g in vacu,
b)f 100g solvated, ¢)f 111g in vacu and d)f 111g solvated.

for both surface types, however, on thef 100y surface there was a mixture of side chain
oxygen and peptide bond oxygen binding exhibited, whilst onthe f 111g surface, only side
chain oxygen bonding was present. The average bond lengtherfan iron to a tetrapeptide
oxygen in DAEV were; 2.00A and 2.00 A on the f10Qy surface for the in vacu and
solvated systems respectively, and 2.08. and 2.08 A on the f 111g surface for thein vacu
and solvated systems respectively. The average bond lengihfor an iron to a tetrapeptide
oxygen in DEAV were; 2.02A and 2.13 A on the f100Qy surface for thein vacu and
solvated systems respectively, and 2.0A and 2.10A on the f 111g surface for thein vacu

and solvated systems respectively.

On comparison of the single substitution sequences, as exgted, with the addition of

extra amino acid residues more bonding was present. In the deptide, an N{terminal
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peptide bond oxygen bond and 2/3 glutamate side chain oxygerbonds were present for
the in vacu systems, whereas, for the tetrapeptides, DAEV also exhibitd this bonding but

also presented with bonding from the aspartate side chain oxgens and the inter{residue
peptide bond oxygens. DEAV also exhibits these bonding typs, with the exception of the

N{terminal peptide bond oxygen, as only the f 111g surface exhibited with this.

When considering the double substitution mutant, more bondng is present in thef111g
surface systems than the 100y. Both surfaces exhibit aspartate side chain oxygen bonding
but to di ering extents, particularly for the solvated syst ems, with more bonding in the
solvated f 111g system than in the f111g in vacu system. Peptide bond oxygen bonding
was also present for both (NBO and D-A PBO for the f 100y surface, and NBO and A-V
PBO for the f111g). As expected, bonding decreased greatly with the double dastitution.
The average bond lengths for an iron to a tetrapeptide oxygerin DAAV is; 2.03 A and
2.24 A on the in vacu surface for thein vacu and solvated systems respectively, and 2.10

A and 2.07 A on the f111g surface for thein vacu and solvated systems respectively.

On comparison of the fully mutated tetrapeptide bond distance data with its dipeptide
counterpart, more bonding is apparent with the addition of extra amino acid residues,
due to the presence of further potential oxygen binding site, with substantial aspartate
side chain oxygen bonding being seen, particularly on thd 111g surface, suggesting that

as sequence length increases as does iron binding potential

Tables 5.11, 5.12, 5.13, 5.14 and 5.15 represent the resigdentimes and related average
coordination numbers for bonding between all oxygen presdnin the tetrapeptides and

tetrahedral and/or octahedral iron on both the 100y and f 111g magnetite surfaces.
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8S1

FET in vacu

FEO in vacu

FET solvated

FEO solvated

RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av.CN

DEEV f100g surface E-V PBO 0.00

EO 4998.00
EO 1.00
E-E PBO 0.00
EO 0.00
EO 0.00
D-E PBO 0.00
DO 4993.00
DO 0.00
NBO 3.50

0.00
1.00
0.00
0.00
0.00
0.00
0.00
1.00
0.00
0.01

0.00 0.00
0.00 0.00
4997.00 1.00
0.00 0.00
1835.57 1.01
1852.14 1.00
0.00 0.00
0.00 0.00
4993.00 1.00
57.18 0.43

0.00
144.57
0.00
0.00
0.00
0.00
0.00
20.03
0.00
0.00

0.00
0.57
0.00
0.00
0.00
0.00
0.00
0.60
0.00
0.00

0.00
0.00
14.17
0.00
999.00
316.35
0.00
0.00
999.00
34.02

0.00
0.00
0.05
0.00
0.99
0.90
0.00
0.00
1.00
0.42

Table 5.11: Residence times (RT) and average coordination numbers (av. CN) of the DEEV sequence. (D O = side chain oxygen of aspartate E O = s ide chain oxygen of

glutamate, x-x PBO = inter{residue peptide bond oxygen and NBO =

N{terminal peptide bond oxygen).
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FET in vacu

FEO in vacu

FET solvated

FEO solvated

RT (ps) Av. CN RT (ps) Av. CN

RT (ps) Av. CN RT (ps) Av. CN

DEEV f111g surface E-V PBO 0.00

EO 0.00
EO 0.00
E-E PBO 0.00
EO 0.00
EO 0.00
D-E PBO 0.00
DO 0.00
DO 0.00
NBO 0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

4929.61
3021.27
3022.16
4906.94
1931.81
1843.62
4983.00
0.00

0.00

1979.52

1.00
1.86
1.86
1.06
1.14
1.13
1.00
0.00
0.00
1.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

19.09
664.65
221.90
707.02
975.07
981.22
236.62
0.00
0.00
33.96

0.12
1.98
1.74
1.53
1.03
1.01
0.47
0.00
0.00
0.11

Table 5.12: Continued. Residence times (RT) and average coordination numbers (av. CN) of the DEEV sequence. (D O = side chain oxygen of aspartate E O = side chain

oxygen of glutamate, x-x PBO = inter{residue peptide bond oxygen a nd NBO = N{terminal peptide bond oxygen).
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FET in vacu FEO in vacu FET solvated FEO solvated
RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN

DAEV f100g surface E-V PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 2027.11 1.00 0.00 0.00 93.93 0.19
EO 0.00 0.00 4992.47 1.00 0.00 0.00 72.70 0.14
A-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
D-APBO 173.20 0.83 0.00 0.00 112.64 0.51 0.00 0.00
DO 4625.86 0.97 31.70 0.02 0.00 0.00 0.00 0.00
DO 4216.05 0.99 16.75 0.01 999.00 1.00 0.00 0.00
NBO 0.00 0.00 4781.00 0.96 0.00 0.00 22.00 0.49

DAEV f11lg surface E-V PBO 0.00 0.00 4924.33 1.01 0.00 0.00 139.58  0.95
EO 0.00 0.00 2781.10 1.99 0.00 0.00 992.02 1.00
EO 0.00 0.00 3181.39 2.00 0.00 0.00 999.00 2.00

A-E PBO 0.00 0.00 4987.00 1.00 0.00 0.00 999.00 1.00
D-A PBO 0.00 0.00 4334.18 1.00 0.00 0.00 999.00 1.00

DO 0.00 0.00 4639.00 0.93 0.00 0.00 999.00 1.00
DO 0.00 0.00 0.00 0.00 0.00 0.00 4.82 0.04
NBO 0.00 0.00 4324.62 1.00 0.00 0.00 999.00 1.00

Table 5.13: Residence times (RT) and average coordination numbers (av. CN) of the DAEV sequence. (D O = side chain oxygen of aspartate E O = s ide chain oxygen of

glutamate, x-x PBO = inter{residue peptide bond oxygen and NBO = N{terminal peptide bond oxygen).
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FET in vacu FEO in vacu FET solvated FEO solvated

RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN

DEAV f100g surface A-V PBO 6.48 0.04 1.20 0.08 0.00 0.00 2.07 0.05
E-APBO 74.66 0.87 1.00 0.00 255.36 0.94 0.00 0.00
EO 4998.00 1.00 0.00 0.00 999.00 1.00 0.00 0.00
EO 1.19 0.07 4998.00 1.00 2.86 0.02 95.83 0.94
D-E PBO 0.00 0.00 4994.00 1.00 0.00 0.00 999.00 0.98
DO 0.00 0.00 4969.25 1.00 48.99 0.61 11.50 0.02
DO 4528.00 0.91 233.61 0.09 11.50 0.02 6.70 0.04
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

DEAV f111g surface A-V PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-A PBO 0.00 0.00 4427.27 0.95 0.00 0.00 35.10 0.62

EO 0.00 0.00 4644.14 0.99 0.00 0.00 66546 1.54
EO 0.00 0.00 3824.66 1.00 0.00 0.00 310.16  1.00
D-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DO 0.00 0.00 4512.05 1.07 0.00 0.00 604.82 1.89
DO 0.00 0.00 4166.74 1.19 0.00 0.00 247.75  0.90
NBO 0.00 0.00 2009.25 0.99 0.00 0.00 118.17  0.23

Table 5.14: Residence times (RT) and average coordination numbers (av. CN) of the DEAV sequence. (D O = side chain oxygen of aspartate E O = s ide chain oxygen of

glutamate, x-x PBO = inter{residue peptide bond oxygen and NBO = N{terminal peptide bond oxygen).
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FET in vacu FEO in vacu FET solvated FEO solvated
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN

DAAV {100y surface A-V PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
D-A PBO 465495 0.93 0.00 0.00 16.26 0.48 6.20 0.06
DO 0.00 0.00 4998.00 1.00 0.00 0.00 329.38  0.99
DO 4998.00 1.00 0.00 0.00 9.90 0.04 0.00 0.00
NBO 1215.60 0.92 154.46  0.06 20.51 0.22 0.00 0.00

DAAV f111g surface A-V PBO 0.00 0.00 825.42 0.91 0.00 0.00 145.77  1.32
A-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
D-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DO 0.00 0.00 4979.66 1.00 0.00 0.00 904.91 1.95
DO 0.00 0.00 4999.00 1.00 0.00 0.00 51761 1.65
NBO 0.00 0.00 2652.98 1.04 0.00 0.00 49.14 0.32

Table 5.15: Residence times (RT) and average coordination numbers (av. CN) of the DAAV sequence. (D O = side chain oxygen of aspartate, x-x P BO = inter{residue
peptide bond oxygen and NBO = N{terminal peptide bond oxygen).



The DEEV residence time data shows that, when thef 100y surface wasin vacu, bonding
between tetrahedral iron and the side chain oxygen of aspadte and the C{terminal glu-
tamate was exhibited, lasting over 99% of the simulation legth. Bonding for this length
of time was also seen between octahedral iron and the remaimgy side chain oxygens of
aspartate and the C{terminal glutamate. No bonding existed for any inter{residue peptide
bond oxygen and only octahedral bonding lasting under 1.2% fathe simulation length was
shown for the N{terminal glutamate side chain oxygens. Whenthis system was solvated,
only the octahedral iron{aspartate side chain oxygen bond emained lasting over 99% of
the simulation length. The residence times of all otherin vacu bonds lasting over 99%
of the simulation length drop signi cantly, showing no bonding lasting over 32% of the
simulation length, with the exception of an octahedral iron bond to one of the oxygen
of the N{terminal glutamate, which, upon solvation, lasted over 99% of the simulation
length, suggesting that the bond formed in the latter stagesof the in vacu simulation and

remained when the system was solvated.

When this data was compared to the equivalent dipeptide data for the tetrapeptides,

more bonding was seen, in particular more bonding lasting osr 99% of the simulation
length was exhibited, this is to be expected with the addition of the extra amino acids, in
particular the addition of aspartate. The trend of no peptid e bond oxygen bonding, except
for NBO, was also apparent for the dipeptide on thef 100y surface. Dierent trends in

bonding lasting over 99% of the simulation length for the solated systems are exhibited,
for EE, the bonds were to tetrahedral iron, whereas, for DEEV, they were to octahedral

iron.

When examining the f 111g surface systems for DEEV, it can be seen that no tetrahedral
iron bonding exists. Octahedral iron bonding lasting over 8% of the simulation length
was exhibited to the D-E, E-E and E-V peptide bond oxygens whe the system wasin
vacu, however, upon solvation, the residence times of these bosdrop signi cantly, with
the longest retention time being less than 71% of the simulabn length. Solvation of the
system also leads to bonds between octahedral iron and the Ngrminal glutamate side
chain oxygens lasting over 97% of the simulation length. Theequivalent in vacu bonds
last approximately 38% of the simulation length, suggestie of them forming in the latter

stages of the simulation and remaining once solvated.

When this data was compared to the equivalent dipeptide data no tetrahedral iron bond-
ing was present for either peptide type. The octahedral ironbonding trends di er greatly.

For the in vacu systems, EE exhibits bonding lasting over 99% of the simuldbn length
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to all potential binding oxygen, with the exception to the N{ terminal peptide bond oxy-
gen, whereas, DEEV shows only inter{residue peptide bond oxgen bonds lasting for this
length of time. On addition of water, EE shows no bonding lastng over 90% of the simu-
lation length, whilst DEEV exhibits two bonds lasting over 97% of the simulation length.
This data suggests that the addition of more potential binding sites to the sequence has a
greater bene cial e ect on the iron binding a nity of the sol vated system as opposed to

the in vacu.

The residence time data for the single substituted tetrapepide mutants on the f100g
surface shows that, for the DAEV in vacu system, tetrahedral iron bonding lasting over
84% of the simulation length was exhibited for both side chan oxygen of aspartate, and
octahedral iron bonding lasting over 95% of the simulation é€ngth were seen to a side
chain oxygen of glutamate and the N{terminal peptide bond oxygen. When solvated, the
residence times of these bonds drop (the biggest drop being®% drop in length), with the
exception of the tetrahedral iron bond to the aspartate sidechain oxygen, which is present
for over 99% of the simulation length. For DEAV on the f 100y surface, more bonding was
present lasting over 90% of the simulation length than with DAEV, suggesting that the
iron ions bind preferentially to DEAV. For the in vacu system, tetrahedral iron bonding
lasting over 90% of the simulation length was exhibited to o of the side chain oxygen
of aspartate and one of the side chain oxygen of glutamate, ahoctahedral iron bonding
lasting over 99% of the simulation length were shown to the renaining side chain oxygens
of aspartate and glutamate and to the D-E peptide bond oxygen When this system is
solvated, the majority of the residence times of thein vacu bonds drop (the biggest drop
being a 98% drop in length), with the exception of the tetrahedral iron bond to a glutamate
side chain oxygen and the octahedral iron bond to the D-E pegtle bond, which lasted for

over 99% of the simulation length.

On comparison of AE against DAEV and DEAV on the f100y surface, more bonding
was present, with an increase in bonding lasting over 99% ofhe simulation length also
being seen for the tetrapeptides, in particular DEAV, which was to be expected with the
addition of extra potential iron binding sites. The lack of tetrahedral iron bonding to
glutamate oxygen and A-E peptide bond oxygen exhibited in AEis also seen in DAEV,
as the majority of the tetrahedral iron bonding present involves the aspartate residue,
however, this is not so for DEAV, as a tetrahedral iron bond to a glutamate side chain
oxygen is exhibited lasting over 99% of the simulation lengt of both the in vacu and

solvated simulations, suggesting that this type of bondingis sequence dependent. With
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the octahedral iron bonding for AE, each of the oxygen of gluamate has a bond that
lasts over 99% of the simulation length for thein vacu system, however, with the addition
of the extra amino acids, this strength of bonding of glutamae diminishes, as for both
tetrapeptides only one of the two glutamate oxygen have bond lasting over 99% of the
simulation length. Also, for the solvated systems, no octakdral iron bonding lasting over
24% and 9% of the simulation length was present for either AE bDAEV, respectively; yet,

DEAV exhibits a bond which last over 99% of the simulation length to the D-E peptide

bond oxygen.

When the single substituted tetrapeptide f 111g surface systems were examined it was
found that, no tetrahedral iron bonding was present for either DAEV or DEAV. For the
octahedral iron in vacu system, with DAEV, bonds lasting over 86% of the simulation
length were found to all peptide bond oxygen and to one side &in oxygen of aspartate.
Upon solvation, the residence time of the bond to E-V peptidebond oxygen dropped by
85%, however, the other bonds that lasted over 86% of the sintation length in the in
vacu system lasted over 99% of the simulation length when solvatk Additionally, bonds
between octahedral iron and both oxygen of glutamate lastig over 99% of the simulation
length were present for the solvated system. For thef 111g surface, more bonding was
present lasting over 83% of the simulation length for DAEV than DEAV, suggesting that
the iron ions bind preferentially to DAEV. For the DEAV in vacu system, bonds were
present between octahedral iron and both side chain oxygenf@aspartate, the one side chain
oxygen of glutamate, and E-A peptide bond oxygen, lasting oer 83% of the simulation
length. However, upon solvation of the system, the residere times of these bonds drop

signi cantly (the biggest drop being an 85% drop in length).

When the tetrapeptide f111lg surface data was compared to its dipeptide counterpart
data it was shown that, all single alanine substituted sequaces exhibit no tetrahedral
iron bonding. With octahedral iron bonding, the addition of extra amino acids leads to
increased bonding for the tetrapeptides, as would be expeetl. The DAEV residence time
data did not follow the trend of AE for the in vacu system, with neither of the glutamate

side chain oxygen of DAEV showing bonding lasting over 64% othe simulation length,

whilst, for AE these bonds lasted over 99% of the simulationéngth, and the A-E peptide
bond oxygen bond in DAEV lasted over 99% of the simulation legth, whereas, for AE this
bond was not present. For the corresponding solvated systesy the trend of AE was again
not followed, as all but two possible bonds on DAEV lasted ove 99% of the simulation

length, however, there was no bonding lasting over 40% of theimulation length in the AE
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solvated system. The DEAV residence time data also did not fhow the trend of AE for

the in vacu system, as only one bond was present in both systems lastingrer 92% of the
simulation length (between octahedral iron and one of the gle chain oxygen of glutamate).
When the DEAV system was solvated it showed a similar trend toAE, showing no long
lasting bonding (the longest residence times were 665.46 @d 399.66 ps for DEAV and
AE, respectively). This data suggests that the addition of extra amino acids, changes the

way in which the sequence binds to iron ions.

The residence time data for the alanine double substitutionon the f 100y surface it was
shown that, there was no A-A or A-V peptide bond oxygen bondirg present. There was
also no long term iron bonding for the solvated systems, withthe longest residence time
being 329.38 ps. For thdn vacu systems, bonding lasting over 93% of the simulation length
was exhibited between tetrahedral iron and one of the side ciin oxygen of aspartate and
D-A peptide bond oxygen, and between octahedral iron and theother side chain oxygen

of aspartate.

On comparison with the f 100y surface data of the double substituted dipeptide it was
seen that, there was an increase in bonding for DAAV with the aldition of extra amino
acid residues. Neither DAAV nor AA exhibited any A-A peptide bond oxygen bonding,

and the N{terminal peptide bond oxygen bonding is minimal for all systems.

With the f 111g surface there was no D-A or A-A peptide bond oxygen bonding pesent. As
with the other tetrapeptides, there was also no tetrahedraliron bonding is present. With
the octahedral iron bonding, for the in vacu system, both side chain oxygen of aspartate
have bonds lasting over 99% of the simulation length, howeve upon solvation, only the

bond to the second oxygen of aspartate continues to last ove30% of the simulation length.

On comparison of thef111g surface data of DAAV with that of AA, it was shown that,
very di erent trends were exhibited, as for the in vacu octahedral bonding of AA, bonds
lasting over 99% of the simulation length were present for tle N{terminal peptide bond
oxygen and the A-A peptide bond oxygen, however, with the addion of extra amino
acid residues, there was no A-A peptide bond oxygen bondingrpsent and the N{terminal
peptide bond oxygen bond last only 2652.98 ps. This data sugsts that the addition of
the extra amino acid residues, e ects how the residues fromhe dipeptide sequence react

with the magnetite iron.

The interfacial energies of the tetrapeptides on the magnete surfaces can be found in

Table 5.16.
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f 100y surface attachment

Eint of s-p (eV) Egisr of s-p (V) Einx of s-p-w (eV) Egits 0f s-p-w (eV)

DEEV -6.16 2.65 8.21 0.00
DAEV -8.25 4.74 7.76 0.45
DEAV -5.24 1.73 8.09 0.12
DAAV -3.51 0.00 6.19 2.02

f 111g surface attachment

Eint of s-p (€V) Egit of s-p (eV) Eint of s-p-w (eV) Egir 0f s-p-w (eV)

DEEV -10.13 2.94 15.21 0.32
DAEV -13.23 6.04 15.52 0.00
DEAV -9.70 251 10.57 4.96
DAAV -7.19 0.00 15.14 0.38

Table 5.16: Interfacial energies for all tetrapeptides on the f 100y and f 111g surface, using the Yanget al
method[164].Eix of s-p is the interfacial energy of the slab{peptide system. Egs of s-p is the di erence
in interfacial energy from the highest interfacial energy o f the slab{peptide system. Ei, of s-p-w is the
interfacial energy of the slab{peptide{water system. Egt o0f s-p-w is the di erence in interfacial energy

from the highest interfacial energy of the slab{peptide{wa ter system.

The solvated tetrapeptide interfacial energy data shows that, the f 100y surface produces
lower interfacial energy values (between 6.19 eV and 8.21 g\than the f11lg surface
(between 10.57 eV and 15.52 eV). For the 100y solvated surface, the DEEV sequence
produces the highest interfacial energy value, whereas théully mutated sequence pro-
duces the lowest interfacial energy value, suggestive of thpresence of glutamate in the
sequence leading to a reduced iron binding potential, partularly if the glutamate is next
to aspartate in the sequence. For the solvated 111g system, the values for the DEEV,
DAEV and DAAV are similar, with a much smaller value exhibite d for DEAV, suggesting
that this particular mutation improves the iron binding pot ential compare to the original

sequence.

This data also shows that, solvating the system has an unfauarable e ect on the interfacial

energy, as the observed energies are again considerably Ewor the in vacu system. The
solvation of the system also a ects the interfacial behaviar of the tetrapeptides, as the
trends seen for thein vacu systems are very dissimilar to the solvated systems. DAEV
consistently produces the lowest energy for then vacu systems, followed by DEEV, and
then interfacial energy increases with each subsequent alne substitution. The increase

in interfacial energy suggests potential competitive bindng of the magnetite iron surface
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to the water oxygen.

On comparison of the dipeptide interfacial energy data withthe tetrapeptide data, it can
be seen that for the solvated systems the tetrapeptides praate higher interfacial energy
values than their dipeptide counterparts. These results sggest that the addition of the ex-
tra amino acid residues to the sequence reduce the iron bindg potential of the sequences.
However, for the in vacu systems, the opposite is seen as the tetrapeptides producewer
interfacial energies than their dipeptide counterparts, ayain proposing that the presence
of water in the systems is detrimental to the iron binding, providing competitive oxygen
for the magnetite iron to bind with. This data also suggests that in the in vacu system,
the addition of the extra amino acids actually enhances therion binding potential of the

sequence.

As with the dipeptides, there are concerns with this direct method of calculating the
adsorption energy, possible reasons for these were discadspreviously for the dipeptides.
An alternative indirect method of adsorption energy calculation is explored in the following
section. This method utilises a constrained molecular dynmics version of the systems,

focusing on the Potential of Mean Force and free energy evahtion.

5.3 Constrained system

5.3.1 Computational Methods

The methods used for this section of work are as detailed in Clpter 4.3.1. A series of
Potential of Mean Force simulations were run to determine tte iron binding a nity of the
capped peptide chains, previously relaxed with SANDER, PMBVD and DL _POLY, then
attached to the magnetite f 100y or f111g surface and solvated. Each PMF calculation
was run for 1 ns NVT at 300 K and the average force was integratg with respect to the

constraint distance to produce the free energy of binding[29].

5.3.2 Results and Discussion

Free energy pro les were created for the aforementioned sysms. Within the free energy
pro les, 0 A on the x-axis is an approximate representation of where thanagnetite surface
lies based on the rst strongest peak for an FEO iron ion in therelated density pro le. The

free energy of the simulation system as a function of peptidehain centre of mass (CoM)
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distance from the magnetite surface for the dipeptides (EE,AE, AA) and tetrapeptides
(DEEV, DAEV, DEAV and DAAV) attached to the 100y and f 111g surfaces are shown
in the free energy pro les. Peaks in the water density pro les indicate areas within the

system which contain a high concentration of water moleculs.

Dipeptide Attachment

Figure 5.10: A comparison of the free energy proles of the dipeptides. Distance refers to distance
between the peptide CoM and the magnetite surface. The dasheal line represents the water density pro le

for the system.

From the free energy pro le results for the di erent dipepti des (Figure 5.10) it was evident

that, on the f 100y surface, the double glutamic acid to alanine substitution bes appear to
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reduce the iron binding activity of the sequence. Neverthatss, the AE sequence produces a
signi cantly higher free energy pro le, suggesting that a sngle E to A substitution confers
even greater reductive e ect on iron binding. Between 10A and 5.5 A is optimal for
attachment, after which point, an increase in free energy wa detected, corresponding with

the presence of the intense water layers.

Whereas, with the f 111g surface energy pro le, a di erent free energy trend is seenwith
AA exhibiting the highest free energy values, proposing th&iron binding a nity is surface
dependent. For AA, between 10A and 5.5 A is optimal for attachment, after which point,
an increase in free energy was detected, corresponding witihe presence of the intense
water layers. For EE and AE, the maximal free energies corrgsond to the distance at
which the larger water peak occurs, suggesting that the watelayers a ect the free energy
pro les, however, as the maximal free energies are low (0.48V and 0.76 eV for EE and
AE, respectively) this water in uence is minimal. Between 8 A and 2.5A and 8 A and 5
A are optimal for attachment for EE and AE, respectively, as the pro les exhibit negative

values within this region.

Upon examination of the energy minima for the dipeptide seqences (Figure 5.11) it
can be observed that, on thef 100y surface, only the original sequence, EE, exhibited a
negative value for its energy minima, producing a value of -M310 eV at 7.9A, suggesting
a preferable attachment distance. On thef 111g surface, all of the dipeptide sequences
except for the double substituted sequence, AA, exhibited anegative value for their energy
minima, with EE producing the lowest value at -0.3831 eV. Theenergy minima for these
residues fall between 6.6A and 7 A, suggesting that attachment of the residue centre of

mass at this distance would be preferable.

170



Figure 5.11: A close-up comparison of the free energy pro les of the dipeptides between -0.5 eV and 0.5

eV, exhibiting the free energy minima.
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Tetrapeptide Attachment

Figure 5.12: A comparison of the free energy pro les of the tetrapeptides. Distance refers to distance
between the peptide CoM and the magnetite surface. The dasheal line represents the water density pro le

for the system.

From the free energy pro le results for the di erent tetrape ptides (Figure 5.12) it was
shown that, on the f 100g surface, a single E to A substitution (both DEEV to DAEV and
DEEV to DEAV) produces a considerable increase in the maximéafree energy compared to
that of DEEV, suggesting that irrespective of its position within the sequence, a single E
to A mutation has a signi cant reductive e ect on iron bindin g. In addition, this reductive
e ect was also observed when a double substitution occurs (BEV to DAAV), however,

to a lesser extent. Between 10A and 6 A is optimal for attachment, after which point,
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an increase in free energy was detected, corresponding witihe presence of the intense
water layers. The initial increase in free energy correspais with the distance at which
the smaller of the two water peaks occurs. The increase in feeenergy at this distance
was greater for DAAV than for the other tetrapeptides, which exhibit a gradual increase
in energy, however, the increase for this sequence remains this rate as the CoM gets
closer to the surface. A further increase in free energy, cogsponding with the distance at

which the larger water peak occurs, was displayed for the sijle substituted sequences.

This data relates to that of the dipeptides on the f 100y surface, suggesting that for this
particular surface a single substitution has a greater redative e ect on iron binding ability
than a double substitution. The EE and DEEV, and the AA and DAA V sequences show
similar free energy pro les on thef 100y surface, therefore, the addition of D and V to EE
and AA appears to have had little, if any, e ect. The addition of D and V to AE, to form
either DAEV or DEAV, shows a reduction in free energy from the AE sequence for both
variations, suggesting that the extra amino acids increasdhe iron binding ability of the

AE amino acid sequence, irrespective of the sequence con gation.

Whereas, with the f111lg surface energy prole, a dierent free energy trend is seen,
with DEEV and DAEV producing similar free energy pro les, wh ilst, DEAV and DAAV
exhibit greatly decreased free energy values, with DEAV aatally producing a negative free
energy value when the CoM was closest to the surface. This datsuggests that the DEAV
and DAAV mutations have much higher iron binding a nities th an the original DEEV
sequence. For DEEV and DAEV, between 1A and 5.5 A is optimal for attachment, after
which point, an increase in free energy was detected, corrpending with the presence of
the intense water layers. This is similar for DAAV, however, the optimal attachment region
is extended to 3.5A. For DEAV, between 1.5 A and 0 A is optimal for attachment, as the
pro les exhibit negative values within this region, proposing that this is the preferential
sequence for surface attachment. For DEAV and DAAV sequencg the water density
of the system appears to have little or no e ect on the free enmyy proles. It can be
deduced from the results that a single alanine substitutionhas di ering e ects on the
iron binding a nity dependent on where the substitution is w ithin the sequence, with
DAEYV exhibiting a minimal e ect on free energy when comparedto DEEV, whilst DEAV
appears to signi cantly enhance iron binding ability. From this data it can be deduced
that the E adjacent to the V has the greatest in uence on the iron binding as when this was

substituted, in both DAAV and DEAV, a very large decrease in free energy was displayed.
On comparison of the dipeptide and tetrapeptidef 111g surface data it was shown that,
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the EE and DEEV sequences show di ering free energy pro lesn that the addition of
extra amino acids increases the e ect that the water layers lave on sequence attachment,
with EE exhibiting minimal in uence on the free energy prol es from the water layers,
whilst DEEV displayed an increase in free energy corresporidg with the presence of the
intense water layers. This suggests that the addition of D ad V to EE on the f11lg
surface has had a detrimental e ect on iron binding ability. This occurrence is also true
of the AE and DAEV sequences. For the AE and DEAV sequences, ta addition of D
and V to AE reduces the free energy on thef 111g surface, with the pro le exhibiting
no obvious in uence from the water layers, suggesting agairthat the e ects seen are
greatly sequence dependent. The AA and DAAV sequences prode signi cantly di erent
free energy pro les; with the AA pro le demonstrating that s equence attachment is more
favourable as the CoM distance from the surface increases, hereas the DAAV pro le
shows sequence a nity is independent of distance from the stface. This implies that the
addition of D and V to AA on the f111g surface has increased the iron binding ability of

the sequence.

Upon examination of the energy minima for the tetrapeptide quences (Figure 5.13) it can
be observed that, on thef 100y surface, only the original sequence, DEEV, and the single
substituted sequence, DAEV, exhibited a negative value fortheir energy minima, with
DEEV producing the lowest value at -0.0164 eV. The energy miima for these residues
fall at approximately 9.5 A , suggesting that attachment of the residue centre of massta
this distance would be preferable. On thef 111g surface, all of the tetrapeptide sequences
exhibited a negative value for their energy minima, with DEAV producing the lowest value
at -0.2690 eV. The trend of favourable attachment distances very di erent from the f 100y
surface, with DEEV, DAEV, DEAV and DAAV exhibiting centre of mass distances of 6
A,93A,0A and 9.1 A respectively.
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Figure 5.13: A close-up comparison of the free energy pro les of the tetrapeptides between -0.5 eV and

0.5 eV, exhibiting the free energy minima.
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Surface Free Energy

Figure 5.14: A comparison of the free energy values for the dipeptide CoM at the magnetite surface for
both the f100g and f 111g surfaces.

When the free energy values for the dipeptides centre of masd the magnetite surface were
examined (Figure 5.14) it was shown that, on thef 100y surface, the EE sequence exhibits
a free energy value of 2.33 eV, whereas, on thelllg surface, its value was signi cantly
lower (0.23 eV). Similarly, the AE and AA sequences demonstited free energy values
of 5.85 eV and 3.38 eV, respectively, on thé 100y surface, but much lower values on the
f111g surface (0.69 eV and 2.56 eV, respectively). These data shaat the f111g surface
has lower free energy values, representing greater iron hiling, suggesting that this is the

preferential surface of attachment.

Figure 5.15: A comparison of the free energy values for the four amino acid chains at the magnetite

surface for both the f 100g and f 111g surfaces.

The free energy values for the tetrapeptides centre of masst #he magnetite surfaces are
shown in Figure 5.15. On thef 100y surface, the DEEV sequence exhibits a free energy
value of 2.04 eV, whereas, on thd 111g surface, its value is higher, 2.68 eV. Conversely,

the single substitution mutants, DAEV and DEAV, show free energy values of 4.33 eV
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and 4.47 eV, respectively, on thef 100y surface, but exhibit largely decreased values on
the f111g surface (2.48 eV and -0.27 eV, respectively). Similarly, orthe f 100y surface,
the double mutation (DAAV) gives a free energy value of 3.34 ¥, but a reduced value of
0.35 eV on thef 111g surface. These data show that, with the exception of DEEV, the

tetrapeptides have a higher iron binding a nity for the f111g surface.

On the f100g surface, the addition of D and V to AE (giving both DAEV and DEA V)
shows an increase in iron binding ability, suggesting that he extra amino acids increase the
a nity of the sequences for the f 100g surface. Equally, on thef 111g surface, a signi cant
decrease in free energy was seen for the DEAV sequence fromet®AE sequence value,
suggesting again that the extra amino acids improve iron bimling ability. However, for the
DAEV sequence, an increase in free energy from the value forRis exhibited, proposing
that for this sequence the addition of D and V is not bene cial to iron binding. The
addition of D and V to AA shows no e ect on binding a nity to the  f 100y surface, whereas
on the f 111g surface binding a nity increases thus con rming that the ad dition of these
particular extra amino acids improves the a nity for iron bi nding. In the formation of
DEEV, on the f100g surface, an increase in the attraction between surface andnaino acid
sequence was displayed. Yet, the opposite was true for thElllg surface, consequently,
the f 100g surface shows more favourable sequence attachment when tke&tra amino acids

were present.

5.4 Summary

This chapter demonstrates, for the rst time, the interacti on of in vacu and solvated
magnetite crystal f 100y and f 111g surfaces with a glutamic acid repeat motif, found in
the wild{type Mms6 protein C{terminus, and its subsequent sequential mutation with

alanine moieties, in both unconstrained and constrained sstems.

5.4.1 Unconstrained

Our results for the unconstrained systems indicate that, otahedral iron attachment is
preferred for the f 111g surface, whilst the f 100g surface exhibits no particular preference,
with the exception of the mutated dipeptides which exhibits only octahedral iron binding
for the solvated systems. More bonding was present in thd 111g surface systems than

the f 100y surface systems, with the exception of DEAV which exhibits he same amount
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of bonding on both surfaces, suggesting that this is the pra&frred surface of attachment.
Less bonding present in the solvated systems than tha vacu systems, proposing that the
addition of water to the systems is detrimental to the iron binding potential of the peptides,
providing competitive binding to the magnetite. The interf acial energy data suggests that
the lowest solvated energies were found on th€100g surface, however, this data looks
at average energy values of the full magnetite/amino acid reidue/water interface over a
simulation, whereas, other forms of data analysis focus ondnding present within the
systems throughout the simulations. The f100y surface may exhibit lower interfacial
energy due to the surfaces behaviour with water. Thein vacu interfacial energies are

considerably lower, further enforcing the detrimental e ect of system solvation.

The hypothesis of this study was that iron binding would decrease with sequential muta-
tions of the original glutamate repeat motif with alanine moieties. The data show that,
the substitution of glutamate for alanine clearly has a detimental e ect on the potential
iron binding of the dipeptides, as the bonding present redues more with the removal of
each glutamate from the sequence. The exception to this is # interfacial energy data
of solvated systems, in particular for the f 100y surface, where the opposite of this hy-
pothesis is seen, with EE exhibiting the highest interfacid energy and the AA displaying
the lowest interfacial energy. This suggests that the behawur of the interface between
the magnetite surface and the water has a strong e ect on the werall interfacial energy.
When the dipeptides sequences were extended to tetrapepis, with the addition of the
aspartate and valine residues, more bonding was present. This believed to be due to the
greater availability of potential oxygen binding sites. This was also demonstrated with
the in vacu interfacial energies, where the lowest interfacial energis were exhibited for
the tetrapeptides. Proposing that, the addition of these paticular amino acid residues
to the sequences leads to preferential tetrapeptide sequea attachment. However, when
the systems were solvated, the interfacial behaviours exhited di ered greatly, with the
lowest interfacial energy sequences being AA on th&€100y surface and EE on thef11lg
surface again proposing that the presence of water in the sy@m greatly e ects the system

interfacial behaviours.

5.4.2 Constrained

The Potential of Mean Force data indicates that the f 111g surface is the preferred surface
of attachment, with the lone exception of DEEV, as this surface produces the lowest free

energy values throughout the simulations. This is in concodance with the f111g surface

178



also conforming to the magnetic easy axis[94], having the {@est energy, and thus repre-
senting the more favourable attachment site. The constraied system data also shows that
the substitution of glutamic acid for alanine has surface{dependent di erential modula-
tory e ects on the iron binding ability of peptide sequencesto magnetite. An increase in
free energy with both single and double E to A mutations from the original EE sequence
was demonstrated, thus indicating a reduction in iron binding a nity, on the f100g and

f 111g surfaces. When the EE sequence was extended DEEV, and was sd@guently mu-
tated, sequence attachment to thef 100y surface again showed increases in free energy,
thus further indicating a reduction in iron binding a nity.  However, on thef 111g surface
the substitution of E for A appears to enhance iron binding ahlity, as shown by a decrease
in free energy. The E adjacent to the V on thef 111g surface appears to have the greatest
in uence on the iron binding, as its substitution produces the most signi cant decrease in

free energy.
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Chapter 6

The Interaction of Pentapeptides with Magnetite

6.1 Introduction

As mentioned previously, the C{terminal of the Mms6 is a hydrophilic and acid rich
region[100], which is believed to play an important role in bnding ferric ions with a high
a nity [253]. To test this hypothesis, a range of mutants wer e designed by experimentalists
[254], based on the C{terminal of the Mms6 protein, as shownn Figures 6.1, 6.2, 6.3, 6.4,
6.5 and Table 6.1.

Figure 6.1: Sequence of the C{terminal region of the Mms6 protein, exhibit ing the designed mutants.
The pentapeptide and tetrapeptide regions have been highlighted.

Acidic amino acids were targeted by the experimentalists fo mutagenesis as they are
likely to have ability for iron binding due to their negative charge at neutral to basic
pH. This is a required property for magnetite formation and gability, allowing for the
coordination of the positively charged iron ions. Thus, all aspartic acids residues and
glutamic acids residues present in the C{terminal sequencere substituted for alanine
producing mutants with designations such as D179A. A doubleglutamic acid mutant,
EE187AA, was also created. The GinsV mutant was created in after to investigate the
spacing between clusters of acidic amino acids. The arginensubstitution mutant (R192A)
was created to investigate its role in iron binding, as the aginine residue is conspicuous

due to it being a lone residue of the opposing charge state wiin a highly acidic region.
In this chapter, molecular dynamics (based on classical atmistic potentials) are used to
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Pentapeptide Mutation Name Mutation Explanation

SRDIE D179A Substitution of D at position 179 for A.
DIESA E181A Substitution of E at position 181 for A.
SDEEV D186A Substitution of D at position 186 for A.
E187A Substitution of E at position 187 for A.
E188A Substitution of E at position 188 for A.
EE187AA Double substitution of E from position 187 for A.
EVELR E190A Substitution of E at position 190 for A.
GinsV Insertion of G after V at position 189.
ELRDA R192A Substitution of R at position 192 for A.
LRDAL D193A Substitution of D at position 193 for A.

Table 6.1: Explanation of the pentapeptides and related mutations inve stigated in this study. (D is

aspartate, A is alanine, E is glutamate, G is glycine, V is vali ne and R is arginine.)

study the attachment of pentapeptides created from the C{terminal sequence and their
related mutations, both in vacu and solvated, to the f100g and f 111g crystal surfaces,
and the e ects these mutations have on iron binding. The investigation examines the
interfacial relationships and how these can vary dependenbn the surface utilised, which
amino acid residues are involved in the peptide chain and whber the sequence is mutated.
This study was divided into two; a classic molecular dynamis system and a constrained

molecular dynamics system using the Potential of Mean Force
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Figure 6.2: Structures of the SRDIESA sequences investigated. a) DIESA, b) DIASA ¢) SRDIE and d)
SRAIE.
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Figure 6.3: Structures of the ELRDAL sequences investigated. a) ELRDA, b ) ELADA c¢) LRDAL and
d) LRAAL.

Figure 6.4: Structures of the EVELR sequences investigated. a) EVELR, b) EVALR and c) EVGELR.
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Figure 6.5: Structures of the SDEEV sequences investigated. a) SDEEV, b) SAEEV c) SDAEV d)
SDEAV and e) SDAAV.
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6.2 Computational Methods

6.2.1 Unconstrained System

As with Chapters 4 and 5, the starting structures of the peptide chains were generated
and capped using TLEAP. SANDER, PMEMD and DL POLY were used for structural
and system relaxation. The TIP3P/fs potential was used for any water present in the
simulations. Upon placement of the relaxed peptide chainsn the vacuum gap vacuum
gap above the magnetite slab surface and run furthem vacu and solvated for 5 ns and 1ns,
respectively. All systems were run at 300 K. The ensembles, gientials and parameters

used are described in Chapters 2 and 3.

The evolution of potential energy of all of the pentapeptides as a function of time were
plotted, an example of which is shown for one of the original squences, DIESA (Figure
6.6). A full set of potential energy plots can be found in the Appendix. The equilibration

period for all simulations was 20 ps, after which point all ofthe pentapeptide energies

converge.

Figure 6.6: Evolution of potential energy as a function of time plots for DIESA. a) f100g solvated

surface. b) f 111g solvated surface.

6.2.2 Constrained System

As with the unconstrained system, AMBERTOOLS TLEAP was used to produce the

initial amino acid structures, including terminal end capping. AMBER's in built software
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was used to relax the peptide structures in preparation for onversion into DL_POLY

format, whereby, they were relaxed further, both in vacu and solvated, using molecular
dynamics. Subsequently, the water was removed and the peptes were included into
the slab surface system, where they were run furthein vacu then solvated. As before,
the systems were at 300 K throughout. A series of Potential oiMean Force simulations
were run to determine the iron binding a nity of the capped pe ptide chains. Each PMF
calculation was run for 1 ns NVT at 300 K and the average force s integrated with

respect to the constraint distance to produce the free enengof binding[139].

6.3 Results and Discussion

6.3.1 Residues 177-183 (DIESA & SRDIE)

Unconstrained System

As with Chapters 4 and 5, radial distribution function (RDF) data was examined for
the 177-183 pentapeptides attachment to thef 100y and f 111g magnetite surface, using a
distance of 1.5A to 2.5 A . R values for pentapeptides in the region of 177-183 can be
found in Tables 6.2 and 6.3.

Figure 6.7 exhibits the RDF pro les for DIESA. The RDF pro le s of the remaining 177-183
pentapeptides can be found in the Appendix. The RDF data for he 177-183 pentapeptides
shows that, both octahedral and tetrahedral iron bonding wes exhibited for the f 100y
surface, with the exception of SRAIE, which exhibited no oceahedral iron bonding for the
solvatedf 100y system. Whereas, with thef 111g surface, only octahedral iron bonding was
present. When the 177-183 pentapeptides were attached to thf 111g surface, octahedral
iron attachment was favoured. The iron bonding trend was the same for all 177-183
pentapeptides, suggesting that sequence alteration had ne ect on the resultant iron

bonding type.

From the 177-183 pentapeptide RDF data it can also be seen thathe in vacu system
produced a more intense rst peak than the corresponding sehted system, with the
exception of tetrahedral iron bonding in the D179A f 100y system, proposing that, upon
solvation, it was more di cult for a pentapeptide oxygen to h ave an iron as a next nearest
neighbour and for this to remain for the simulation duration. For the solvated systems,

the largest g(r) peak was shown for octahedral iron bonding in the D179Af 111g system,
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Pentapeptide Fe type Surface System rA)
DIESA FET 100 invacu 1.98

solvated 1.88

111 in vacu -
solvated -
FEO 100 in vacu 2.08

solvated 2.23

111 in vacu 1.98

solvated 2.03

DIASA FET 100 in vacu 1.98
solvated 1.88

111 in vacu -
solvated -
FEO 100 in vacu 2.13

solvated 2.23
111 in vacu 1.93
solvated 1.98

Table 6.2: R (A) values from RDF data for pentapeptides in the region of 177 -183.

suggesting that, the oxygen present in this pentapeptide wa more freely accessible to the

next nearest neighbouring irons.

By examining the FE  Opentapeptide bONd distance data, the results of the RDF data can
be some way explained. This data for the 177-183 pentapeptas is represented in Tables

6.4 and 6.5.
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Pentapeptide Fe type Surface System rA)
SRDIE FET 100 in vacu 1.93
solvated 1.93

111 in vacu -
solvated -
FEO 100 in vacu 2.03

solvated 2.08

111 in vacu 1.98
solvated 2.03
SRAIE FET 100 in vacu 2.13

solvated 2.03

111 in vacu -
solvated -

FEO 100 in vacu 2.03
solvated -

111 in vacu 1.93

solvated 2.03

Table 6.3: R (A) values from RDF data for pentapeptides in the region of 177 -183.
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Figure 6.7: RDF plots for DIESA. FET is tetrahedral iron, FEO is octahedr al iron. Blue is f100g in
vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.
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f 100y surface attachment f 111g surface attachment

Pentapeptide Oxygen type BLIn Vacu ( A) BL Solvated ( A) Oxygen type BL In Vacu ( A) BL Solvated ( A)

DIESA NBO 2.05 NB NBO 2.09 NB
DO 1.95 1.92 DO 1.92 2.00
1.97 NB 2.10 2.33
D-l 2.02 2.18 D-I 2.10 NB
I-E 2.10 2.48 I-E 2.20 NB
S-A 2.16 NB EO 1.96 1.98
2.11 1.95
1.98 NB
E-S 2.09 2.13
DIASA DO 1.94 NB NBO 2.21 NB
2.06 1.84 DO 2.02 191
D-I 2.02 2.11 2.06 1.93
A-S 2.21 2.10 I-A 2.10 NB
S-A 2.17 NB S-A 2.04 NB

Table 6.4: 177-183 pentapeptide FE  Opentapeptice  0ONd distance data. BL is bond length, E O is glutamate side chain oxygen, D O is aspartate side chain oxygen, x-x PBO

is inter{residue peptide bond oxygen and NBO is N{terminal pep tide bond oxygen.
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f 100y surface attachment f 111g surface attachment

Pentapeptide Oxygen type BLIn Vacu ( A) BL Solvated ( A) Oxygen type BL In Vacu ( A) BL Solvated ( A)

SRDIE NBO 2.18
DO 1.95

EO 1.93

1.97

SRAIE NBO 2.17
S-R 2.18

EO 1.94

NB NBO 1.95 2.11
NB S-R 2.02 2.15
1.89 DO 2.27 2.01
NB 1.94 2.09

I-E 2.01 NB

EO 1.95 NB

1.87 NB

NB NBO 1.99 NB
NB S-R 2.25 NB
NB EO 1.90 2.03
2.03 1.89 2.05

Table 6.5: Continued. 177-183 pentapeptide FE  Opentapeptide

bond distance data. BL is bond length, E O is glutamate side chain oxygen, D O is aspartate side chain

oxygen, x-x PBO is inter{residue peptide bond oxygen and NBO is N{t erminal peptide bond oxygen. NB is no bonding.



The 177-183 pentapeptides bond distance data (Figure 6.8)h®ws that, for DIESA in
vacy, bonding di ered dependant on the surface of attachment. The f 111g surface showed
bonding through both side chain oxygen of glutamate, howeve no glutamate bonding
was apparent for the f 100y surface. Thef 100y surface showed S-A peptide bond oxygen
bonding, whereas, thef 111g surface exhibited E-S peptide bond oxygen bonding. There
were some commonalities in bonding type between the two suates, with both surfaces ex-
hibiting N{terminal, D-I and I-E peptide bond oxygen bondin g and bonding through both
side chain oxygen of aspartate. This data suggests that, thé®IESA sequence had more
of an anity to the f111g surface, particularly in the case of glutamate. Less bondig
occurred when the systems were solvated, suggesting that ¢hiron ions may be prefer-
entially binding to the oxygen of water as opposed to the oxygns of the pentapeptides.
The average bond lengths for a magnetite iron to a pentapepte oxygen in the DIESA
sequence was; 2.0A and 2.19 A on the f100g surface forin vacu and solvated systems
respectively, and 2.06A and 2.08 A on the f 111g surface forin vacu and solvated systems

respectively.

With the mutation of the DIESA sequence to DIASA, less bonding was present than for
the original sequence, proposed to be due to the removal of pential oxygen binding

sites from the sequence. Both surfaces exhibited S-A pept&bond oxygen bonding and
bonding through both side chain oxygen of aspartate, howewe other bonding types present
di ered dependent on surface type, with D-1 and A-S peptide bond oxygen bonding being
exhibited for the f100y surface, whilst, the f 111g surface displayed N{terminal and S-A

peptide bond oxygen bonding. Again, the addition of water tothe system was detrimental
to this bonding, as a reduced amount of bonding was seen, witlll of the peptide bond

oxygen bonding removed from thef 111g surface. The average bond lengths for an iron to
a pentapeptide oxygen in DIASA was; 2.08A and 2.02 A on the f100g surface for the
in vacu and solvated systems respectively, and 2.08 and 1.92 A on the f111g surface

for the in vacu and solvated systems respectively.

For the SRDIE sequence, less bonding was present than for thBIESA sequence, sug-
gesting that the iron binding potential is sequence depend&. For SRDIE in vacu, both
surfaces displayed N{terminal peptide bond oxygen bondingbonding through both side
chain oxygen of glutamate and bonding through side chain oxgen of aspartate (one bond
for the f10Qg surface and two for thef111g surface). Thef 100y surface presented with
no other bonding, whilst, the f 111g surface exhibited S-R and I-E peptide bond oxygen
bonding. This data suggests that, the SRDIE sequence has merof an a nity to the f111g
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Figure 6.8: Bond distance images for the in vacu and solvated systems of DIESA. a)f 100g in vacu,
b)f 100g solvated, ¢)f 111g in vacu and d)f 111g solvated.

surface, particularly with peptide bond oxygen bonding. Aspreviously seen, less bonding
arose when the systems were solvated, suggesting more favable bonding between the
iron ions and the oxygen of water, which is detrimental to pegide{magnetite binding.

The average bond lengths for a magnetite iron to a pentapeptie oxygen in the SRDIE
sequence was; 2.0A and 1.89 A on the f100Qg surface forin vacu and solvated systems
respectively, and 2.00A and 2.09A on the f 111g surface forin vacu and solvated systems

respectively.

The SRAIE sequence (D179A), presented with less bonding thathe original sequence,
particularly for the f111g surface, again, assumed to be due to glutamate substitutiomand
thus removal of potential oxygen binding sites. Both surfa@s exhibited the same types

of bonding; N{terminal and S-R peptide bond oxygen bonding aad bonding through side
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chain oxygen of glutamate (one bond for thef 100y surface and two for thef 111g surface),
suggesting that attachment to di erent surface types had minimal e ect on iron binding

potential. Again, solvation was detrimental to bonding, with fewer bonds present in
the solvated systems. For thef111g surface, no bonding present in thein vacu system
was exhibited, however, bonding was displayed through the ther side chain oxygen of
glutamate. The average bond lengths for an iron to a pentapefide oxygen in SRAIE
was; 2.10A and 2.03 A on the f100y surface for the in vacu and solvated systems
respectively, and 2.01A and 2.04 A on the f111g surface for thein vacu and solvated

systems respectively.

As with Chapters 4 and 5, residence times were considered inrder to gain a more accurate
representation of bonding behaviour throughout the simuldions. Tables 6.6, 6.7, 6.8, 6.9,
6.10 and 6.11 represent the residence times and average cdimation numbers for bonding
between all oxygen present in the 177-183 pentapeptides andtrahedral and/or octahedral

iron on both the f 100y and f 111g magnetite surfaces.
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G6T

in vacu system

solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN
DIESA f100g surface S-A PBO 59.21 0.49 52.59 0.02 16.00 0.03 0.00 0.00
SO 9.85 0.01 1.49 0.04 0.00 0.00 0.00 0.00
E-S PBO 141.66 0.13 310.68 0.44 0.00 0.00 39.10 0.34
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
I-E PBO 1446.84 0.70 216.74 0.14 72.16 0.82 9.90 0.05
D-l PBO 0.00 0.00 494.21 0.91 0.00 0.00 77.20 0.89
DO 3203.39 1.00 2.27 0.00 999.00 1.00 0.00 0.00
DO 913.00 0.37 3158.36 0.63 1.50 0.00 13.80 0.04
NBO 3166.00 0.63 515.18 0.24 5.67 0.01 1.33 0.00

Table 6.6: Residence times (RT) and average coordination numbers (av. CN) of the DIESA sequence. (E O = side chain oxygen of glutamate, D O = side chain oxygen of

aspartate, S O = side chain oxygen of serine, x-x PBO = inter{resi due peptide bond oxygen and NBO = N{terminal peptide bond oxygen) .
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in vacu system solvated system
FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN
DIESA f111g surface S-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

SO 0.00 0.00 2705.51 1.09 0.00 0.00 150.66  0.99
E-S PBO 0.00 0.00 4998.00 1.00 0.00 0.00 998.26  1.00
EO 0.00 0.00 4990.40 1.00 0.00 0.00 968.51 1.25
EO 0.00 0.00 3046.57 1.85 0.00 0.00 20596 0.52
I-E PBO 0.00 0.00 4999.00 1.00 0.00 0.00 11391 0.27
D-l PBO 0.00 0.00 2323.78 1.68 0.00 0.00 33.66 0.87
DO 0.00 0.00 4799.67 1.06 0.00 0.00 128.89 1.74
DO 1.50 0.00 4963.95 1.00 0.00 0.00 353.68 0.99
NBO 0.00 0.00 4650.00 0.93 0.00 0.00 74.97 0.15

Table 6.7: Continued. Residence times (RT) and average coordination numbers (av. CN) of the DIESA sequence. (E O = side chain oxygen of glutamate, D O = side chain

oxygen of aspartate, S O = side chain oxygen of serine, x-x PBO = inte r{residue peptide bond oxygen and NBO = N{terminal peptide bon d oxygen).
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in vacu system solvated system

FET FEO FET FEO

RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av.CN

DIASA f100y surface S-A PBO 140.04 0.16 751.32 0.80 0.00 0.00 17.62 0.09
SO 0.00 0.00 61.84 0.12 0.00 0.00 1.00 0.00
A-S PBO 240.03 0.73 0.00 0.00 42.38 0.64 0.00 0.00
I-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
D-I PBO 0.00 0.00 2155.81 0.99 0.00 0.00 29.96 0.67

DO 4810.22 0.97 79.20 0.03 999.00 1.00 0.00 0.00
DO 4998.00 1.00 1.00 0.00 33.74 0.07 0.00 0.00
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DIASA f111g surface S-A PBO 0.00 0.00 4964.29 1.00 0.00 0.00 38.51 1.16
SO 0.00 0.00 1.33 0.00 0.00 0.0 0.00 0.00
A-S PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

I-A PBO 0.00 0.00 4960.95 1.00 0.00 0.00 25.68 0.06
D-I PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

DO 0.00 0.00 4981.81 1.00 0.00 0.00 730.68 1.14
DO 0.00 0.00 4978.42 1.00 0.00 0.00 996.43  1.02
NBO 0.00 0.00 43.33 1.36 0.00 0.00 20.97 0.08

Table 6.8: Residence times (RT) and average coordination numbers (av. CN) of the DIASA sequence. (E O = side chain oxygen of glutamate, D O = side chain oxygen of

aspartate, S O = side chain oxygen of serine, x-x PBO = inter{resi due peptide bond oxygen and NBO = N{terminal peptide bond oxygen) .
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT(ps) Av. CN RT (ps) Av. CN
SRDIE f100g surface E O 4997.00 1.00 0.00 0.00 333.96 0.98 0.00 0.00
EO 3.00 0.00 4992.00 1.00 0.00 0.00 327.92 0.87
I-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
D-l PBO 0.00 0.00 186.38  0.88 0.00 0.00 4.76 0.10
DO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DO 2660.36 0.85 503.57 0.15 30.30 0.11 0.00 0.00
R-D PBO 2.50 0.00 28.97 0.74 0.00 0.00 1.00 0.00
S-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
SO 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
NBO 1330.00 0.27 830.64 0.71 3.50 0.01 0.00 0.00

Table 6.9: Residence times (RT) and average coordination numbers (av. CN) of the SRDIE sequence. (E O = side chain oxygen of glutamate, D O = side chain oxygen of

aspartate, S O = side chain oxygen of serine, x-x PBO = inter{resi due peptide bond oxygen and NBO = N{terminal peptide bond oxygen) .
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT(ps) Av. CN RT (ps) Av. CN

SRDIE f111g surface E O 0.00 0.00 4996.00 1.00 0.00 0.00 231.90 0.46

EO 0.00 0.00 4856.87 1.05 0.00 0.00 3.17 0.01

I-E PBO 0.00 0.00 4997.00 1.00 0.00 0.00 52.33 0.18

D-l PBO 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00

DO 0.00 0.00 1975.98 1.95 0.00 0.00 735.14 1.97

DO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

R-D PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S-R PBO 0.00 0.00 4979.81 1.00 0.00 0.00 84796 1.00
SO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 0.00 0.00 4987.53 1.00 0.00 0.00 908.38 1.00

Table 6.10: Continued. Residence times (RT) and average coordination numbers (av. CN) of the SRDIE sequence. (E O = side chain oxygen of glutamate, D O = side chain

oxygen of aspartate, S O = side chain oxygen of serine, x-x PBO = inte r{residue peptide bond oxygen and NBO = N{terminal peptide bon d oxygen).
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in vacu system

solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN
SRAIE f100g surface E O 0.00 0.00 4330.00 0.87 0.00 0.00 1.50 0.00
EO 0.00 0.00 0.00 0.00 996.00 0.99 0.00 0.00
I-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A-l PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R-A PBO 7.00 0.00 7.25 0.00 0.00 0.00 0.00 0.00
S-R PBO 320.06 0.83 323.99 0.13 4.44 0.02 0.00 0.00
SO 1.75 0.02 2.12 0.02 1.00 0.00 27.84 0.15
NBO 320.68 0.13 103.19 0.80 21.98 0.04 12.91 0.05
SRAIE f111g surface E O 0.00 0.00 4940.54 1.04 0.00 0.00 466.77 1.07
EO 0.00 0.00 4911.88 1.01 0.00 0.00 43543 1.82
I-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A-l PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R-A PBO 0.00 0.00 24119 0.86 0.00 0.00 695.43 0.98
S-R PBO 0.00 0.00 2864.34 0.99 0.00 0.00 48.58 0.20
SO 0.00 0.00 23.12 0.42 0.00 0.00 10.23 0.08
NBO 0.00 0.00 71.87 0.52 0.00 0.00 83.47 0.19

Table 6.11: Residence times (RT) and average coordination numbers (av. CN) of the SRAIE sequence. (E O = side chain oxygen of glutamate, D O = side chain oxygen of

aspartate, S O = side chain oxygen of serine, x-x PBO = inter{resi due peptide bond oxygen and NBO = N{terminal peptide bond oxygen) .



The 177-183 pentapeptides residence time data shows thatoif DIESA f100g in vacu sys-
tem, there was no bonding present that lasted over 65% of theisulation length. Bonding
lasting between 63% and 64% of the simulation length was exhited between tetrahedral
iron and the N{terminal peptide bond oxygen and one of the sigk chain oxygen of aspar-
tate, and also, between octahedral iron and the other side cin oxygen of aspartate. When
this system was solvated, the bond between tetrahedral irorand one of the side chain oxy-
gen of aspartate was present for over 99% of the simulation fgth. This suggests that the
lower value for the equivalentin vacu residence time was due to the formation of this bond
toward the latter stages of this system simulation. No otherbonding lasting over 8% of
the simulation length was present for this system, suggestig preferential magnetite{water
bonding. There was no glutamate bonding for either DIESAf 100y system, proposing that

this acidic residue is not of interest for iron binding within this sequence.

The DIESA f11llg surface residence time data showed a very dierent trend, wh no

tetrahedral iron bonding present for either system. For thein vacu system, bonding lasting
over 93% of the simulation length was seen between octahedraion and N{terminal, I-E,

and E-S peptide bond oxygen, both side chain oxygen of aspaate, and one of the side
chain oxygen of glutamate. All other available oxygen showe bonding lasting between
46.5% and 61% of the simulation length, with the exception ofS-A peptide bond oxygen,
which showed no bonding. However, upon solvation, only the bnds between octahedral
iron and one of the side chain oxygen of glutamate and E-S pefe bond oxygen lasted
over 97% of the simulation length. No other bonding was pres# lasting over 36% of the
simulation length, suggesting that the addition of water had a detrimental e ect on iron

binding, as water provides competitive binding to the magnéite.

With the single alanine substitution of DIESA to DIASA, in th e f10Qg in vacu system,
bonding lasting over 96% of the simulation length was exhiltied between tetrahedral
iron and both side chain oxygen of aspartate. No other bondig lasting over 44% of the
simulation length was seen. When this system was solvated,nly one of the bonds between
tetrahedral iron and the side chain oxygen of aspartate corihued to last over 99% of the
simulation length. There was no other bonding lasting over 45% of the simulation length
present for the solvated system, suggesting that, again, war was providing competitive
binding and the glutamate substitution reduced the number d potential binding sites,

leading to a stronger a nity of the magnetite for water than f or the pentapeptide.

On examination of the corresponding DIASA f111lg surface data, no tetrahedral iron

bonding was present. Bonding was exhibited to both side chai oxygen of aspartate, and
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to I-A and S-A peptide bond oxygen through octahedral iron that lasted over 99% of the
simulation length, within the in vacu system. No other bonding lasted over 1% of the
simulation length. Again, with the addition of water, only t he bond between octahedral
iron and one of the side chain oxygen of aspartate lasted ove®9% of the simulation
length. The other side chain oxygen of aspartate showed boridg that lasted for 73% of
the simulation length. No other bonding lasted over 4% of thesimulation length. The
substitution of a glutamate for an alanine had an adverse e &t on the potential iron
binding of the pentapeptide, as hypothesised, as there was aonsiderable drop in the

residence times exhibited when compared to that of the DIESAsequence.

When the residence times of the SRDIE sequence were considdrit was shown that, in
the 100y in vacu system, only two bonds present lasted over 99% of the simul&n length,
these were between tetrahedral iron and one of the side chaioxygen of glutamate, and
octahedral iron and the other side chain oxygen of glutamate Bonding lasting for 53%
of the simulation length was also exhibited between tetrahdral iron and one of the side
chain oxygen of aspartate. No other bonding lasting over 27%of the simulation length
was present. Upon solvation, no bonding lasting over 34% ofhie simulation length was
displayed, suggesting that the addition of water had an extemely detrimental e ect on

the sequences iron binding potential.

When the residence time data was examined for SRDIE on thé111g surface it was shown
that, as with DIESA and DIASA, no tetrahedral iron bonding wa s present. For thein vacu
system, bonding lasting over 97% of the simulation length wa seen between octahedral
iron and N{terminal, S-R and I-E peptide bond oxygen, and both side chain oxygen of
glutamate. A bond lasting for 40% of the simulation length was also displayed to one of
the side chain oxygen of aspartate. On addition of water, onf the N{terminal peptide
bond oxygen bond continued to last over 99% of the simulatiorlength, however, bonding
lasting between 74% and 85% of the simulation length was prest to S-R peptide bond
oxygen and to one of the side chain oxygen of aspartate. Thiseduction in residence times

suggests that solvation leads to water providing competitve magnetite binding.

On comparison of the residence time data for the two originalsequences (DIESA and
SRDIE) it can be seen that, for the f 100g in vacu system, only SRDIE exhibited bonding
lasting over 99% of the simulation length, whilst the longes$ residence time displayed
for DIESA was 3203.39 ps (64% of the simulation length). Howeer, DIESA shows more
bonding in general, but most of these bonds did not last over 2% of the simulation length.

When these systems were solvated, DIESA exhibited one bondat lasted over 99% of the
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simulation length, whereas, SRDIE exhibited no such bondig. When the f111g surface
in vacu system was examined it was shown that, DIESA presented withig bonds lasting
over 93% of the simulation length, however, SRDIE showed oml ve bonds lasting over
this length of time. Upon solvation, DIESA presented with two bonds lasting over 97%
of the simulation length, whereas, SRDIE exhibited just onebond that lasted over this
length of time. From the solvated systems data it can be seenhat, DIESA is the preferred

sequence of attachment, with thef 111g surface being the favoured for this sequence.

The residence time data for the single alanine substitutionto SRAIE, in the f100yin vacu
system, showed one bond lasting over 86% of the simulation hgth, between octahedral
iron and one of the side chain oxygen of glutamate, with no otler bonding lasting over
6.5% of the simulation length present. When this system wasavated, a bond was formed
between tetrahedral iron and one of the side chain oxygen oflgtamate lasting over 99% of

the simulation length, whilst, no other bonding lasted over 2.8% of the simulation length.

When the f 1119 surface simulations were examined, as with the other 177-B3pentapep-
tides, no tetrahedral iron bonding was present. For thein vacu system, bonding lasting
over 98% of the simulation length was seen between octahedraon and both side chain
oxygen of glutamate. A bond lasting over 57% of the simulatio length was also exhibited
to S-R peptide bond oxygen. Upon solvation, no bonding was msent that lasted lasting
over 70% of the simulation length, suggesting that the presece of water was unfavourable

for the iron binding potential of the sequence.

On comparison of the residence time data of the two mutated sguences (DIASA and
SRAIE) it can be seen that, for the 100y in vacu system, DIASA presented with more
bonding lasting over 86% of the simulation length than SRAIE (two bonds and one bond,
respectively). This suggests that DIASA was the preferred gntapeptide of attachment.
On addition of water, both DIASA and SRAIE exhibited one bond lasting over 99% of
the simulation length, suggesting no favoured sequence ofttachment when the systems
were solvated. From thef 111g in vacu system data it was shown that, DIASA exhibited
more bonding lasting over 98% of the simulation length than RAIE (four bonds and
two bonds, respectively), suggesting that DIASA is the preérred sequence of attachment.
Upon solvation, this trend was exhibited again, as DIASA presented with one bond lasting
over 99% of the simulation length, whilst, SRAIE exhibited no bonding lasting over this
length of time. It is worth noting that, for the mutated seque nces, the most prominent
bonding was seen to the remaining acidic residues. In the aginal counterparts, these

acidic residues were also the areas of prominent iron bind@ with the substituted acidic
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residues having exhibited far less bonding. The retentionitme data of the natural solvated
systems shows that, there was no preference for either sequee with the f 100y surface,

however, for the f 111g surface, DIASA is the preferred sequence of attachment.

As with Chapters 4 and 5, the interfacial energies of the 17783 pentapeptide sequences
on the f10Qg and f 111g magnetite surfaces were calculated. All related energy dat from

the interfacial energy calculations of the pentapeptides an be found in Table 6.12.

f 100y surface attachment

Ein¢ of s-p (eV) Egisr of s-p (V) Ein of s-p-w (eV) Egiss 0f s-p-w (eV)

DIESA -4.34 0.00 7.72 0.00
DIASA -5.09 0.75 7.23 0.49
SRDIE -28.87 24.53 7.63 0.09
SRAIE -22.52 18.18 7.39 0.33

f 111g surface attachment

Ein¢ of s-p (eV) Egisr of s-p (eV) Einx of s-p-w (eV) Egits 0f s-p-w (eV)

DIESA -13.61 6.10 10.73 7.50
DIASA -7.51 0.00 18.23 0.00
SRDIE -27.42 19.91 13.61 4.62
SRAIE -22.01 14.50 11.66 6.56

Table 6.12: Interfacial energies for all 177-183 pentapeptides on thef 100y and f 111g surface, using the
Yang, Stipp and Harding method[164]. Eix of s-p is the interfacial energy of the slab{peptide system.
Eqirr of s-p is the dierence in interfacial energy from the highest interfacial energy of the slab{peptide

system. Eix of s-p-w is the interfacial energy of the slabpeptide{water system. Egis of s-p-w is the

di erence in interfacial energy from the highest interfaci al energy of the slab{peptide{water system.

From the solvated 177-183 pentapeptides interfacial eneggdata it can be seen that, the
f 100y surface produced lower interfacial energy values (between.23 eV and 7.72 eV) than
the f111g surface (between 10.73 eV and 18.23 eV). For th€10Qy surface, the mutated
sequences produced lower interfacial energies than theiriginal counterparts, suggesting
that mutation improves sequence iron binding potential. For the f111g surface, DIASA
produced a higher interfacial energy than DIESA, suggestig that the substitution was

detrimental to the iron binding a nity of the sequence (as hy pothesised), whereas, with
SRDIE, the mutated sequence (SRAIE) produced a lower inter&cial energy, proposing

that the substitution improved the sequence iron binding pdential.

This data also shows that, the presence of water in the systenhad a detrimental e ect
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on the interfacial energies, as the energies exhibited wermuch lower for the in vacu
systems, in particular for SRDIE and its mutation, for example, on the f 111g surface,
solvation signi cantly increased the interfacial energy d SRDIE from -27.42 eV to 13.61
eV. Solvation of the systems also a ected how SRDIE and its mtation reacted at the
interface, as the interfacial energy trends di ered depenént on whether the systems were
solvated or not. The lowest interfacial energy was exhibité for the original sequence,
whenin vacu, however when solvated the opposite was observed. The in@se in interfacial
energy with the addition of water could be resultant from preferential attachment of water

to the magnetite surface.

Whilst the absolute values for the adsorption energy are clarly an order of magnitude
larger than expected, the relative energies within a sequare may be more reliable for
amino acid binding potential comparison. The trends shown pon solvation are counter-
intuitive and contradictive of experimental studies; however, it is clear that this is an

artefact of the energy calculation method utilised, as the g&pected trend is revealed in the
relative residence times of various surface interactionsAs it can be demonstrated that,
RT In(*=?)=( HZ, HL)=(Els EZs) then this method is perhaps more
reliable for determining the change in adsorption energy biveen the various pentapeptide
sequences. This interfacial energy method also requires ¢hmeasurement of small di er-
ences between large energies, which leads to large uncerttig¢s in the results. Another
possible error incorporated into the calculation of the interfacial energies for the hydrated
systems, is the assumption that all the water molecules witin the systems containing the
slab and water are perfectly hydrated throughout the slab, ie. the bulk density is that of

the bulk water simulation. However, as the simulations are un within an NVT ensemble,

this is not necessarily the case. Therefore, if insu cient water is present at the start of the
simulation, some of the water molecules will eventually beeme under coordinated, thus
increasing the energy of the simulation cells. Furthermorerather than directly calculating

the adsorption energy, via this interfacial energy method,an alternative indirect method

of adsorption energy calculation is explored in the followmng section. This method utilises
a constrained molecular dynamics version of the systems, éoising on the Potential of

Mean Force and free energy evaluation.
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6.4 Constrained system

Free energy pro les were created for 177-183 pentapeptideeguences. As previously, 0
A on the x-axis is an approximate representation of where thamagnetite surface lies. The
pro les again exhibit the free energy of the simulation sysem as a function of peptide

chain centre of mass (CoM) distance from the magnetite surfee.

Figure 6.9: A comparison of the free energy pro les of the 177-183 pentapeptides. Distance refers to
distance between the peptide CoM and the magnetite surface. The dashed line represents the water density

pro le for the system.

From the free energy pro le results for the di erent 177-183 pentapeptides (Figure 6.9)
it was evident that, on the f100g surface, the mutation of DIESA to DIASA reduced the

206



iron binding activity of the sequence as hypothesised, wheras, the mutation of SRDIE
to SRAIE increases the iron binding activity by reducing the free energy. The mutant
DIASA produced the highest free energy of all 177-183 pentagptide sequences. Between
10A and 4 A is optimal for attachment, after which point, an increase in free energy was
detected, corresponding with the presence of the more intese water peak. It is proposed
that the successive increase in free energy was attributablto a requirement for more
energy within the system for the sequences to pass through thwater barrier in order to

enable sequence attachment to thd 100y surface.

Whereas, with the f 111g surface energy pro le, there was very little di erence between
the free energy pro les of the four sequences. It can also besen that, the mutation of
DIESA to DIASA appears to slightly increase the iron binding activity of the sequence,
whereas the mutation of SRDIE to SRAIE appears to slightly reduce the iron binding
activity of the sequence. The original sequence DIESA prodces the highest free energy
of all 177-183 pentapeptide sequences. For DIASA and SRAIBhe optimal distance for
attachment was between 10A and 6 A , and between 10A and 4 A, respectively, after
which point, an increase in free energy was detected, corrgending with the presence of
the intense water layers. Between 7.5A and 4 A and 6 A and 3 A are optimal for
attachment for DIESA and SRDIE, respectively, as the pro les exhibit negative values
within this region. The small changes in free energy seen fdhe sequence pro les suggests

that the water absorption layers have minimal in uence on the free energy pro les.

Upon examination of the energy minima for the 177-183 pentapptides (Figure 6.10) it
can be observed that, on thef 100y surface, all of the 177-183 pentapeptides exhibited
a negative value for their energy minima, with DIESA producing the lowest value at -
0.0468 eV. The trend of favourable attachment distance vags with sequence, with DIESA,
DIASA, SRDIE and SRAIE exhibiting centre of mass distances & 6.6 A, 9.6 A, 10
A and 6.7 A respectively. On the f 111g surface, again, all of the 177-183 pentapeptides
exhibited a negative value for their energy minima, with SRDE producing the lowest
value at -0.2429 eV. The trend of favourable attachment disance showed DIESA, DIASA,
SRDIE and SRAIE exhibiting centre of mass distances of 5.6A , 7.8A , 5.3 A and 8.7

A respectively.
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Figure 6.10: A close-up comparison of the free energy pro les of the 177-183 pentapeptides between -0.5

eV and 0.5 eV, exhibiting the free energy minima.
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Figure 6.11: A comparison of the free energy values for the 177-183 pentagptides CoM at the magnetite
surface for both the f 100g and f 111g surfaces.

The free energy values for the 177-183 pentapeptides centr@&f mass at the magnetite
surfaces are shown in Figure 6.11. On thd¢ 100y surface, the DIESA sequence exhibits
a free energy value of 2.93 eV, whereas, on thilllg surface, its value is lower, 1.20
eV. Similarly, the DIASA, SRDIE and SRAIE sequences demongtated much higher free
energy values (4.42 eV, 3.05 eV and 2.23 eV, respectively) aime f100g surface, than
exhibited on the f 111g surface (0.69 eV, 0.75 eV and 1.01 eV, respectively). Thesath
show that, the f 111g surface has signi cantly lower free energy values, represéing greater
iron binding, suggesting that this was the preferential suface of attachment for the 177-
183 pentapeptide sequences. It also shows that, the sequenwith the lowest free energy
when the CoM is at the surface was SRAIE for thef 100y surface and DIESA for thef 111g

surface.
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6.4.1 Residues 190-195 (ELRDA & LRDAL)

Unconstrained System

R values for pentapeptides in the region of 190-195 can be fodrin Tables 6.13 and 6.14.

Pentapeptide Fe type Surface System r (A)
ELRDA FET 100 in vacu 2.03
solvated 2.08

111 in vacu -
solvated -
FEO 100 in vacu 2.08

solvated 2.13

111 in vacu 1.93
solvated 2.03
ELADA FET 100 in vacu 1.98

solvated 2.03

111 in vacu -

solvated -
FEO 100 in vacu 2.03
solvated 2.13
111 in vacu 1.98

solvated 2.03

Table 6.13: R (A) values from RDF data for pentapeptides in the region of 190 -195.

Figure 6.12 exhibits the RDF pro les for ELRDA. The RDF prol es of the remaining
190-195 pentapeptides can be found in the Appendix. The 19095 pentapeptides RDF
data shows that, for ELRDA and its mutant ELADA, both octahed ral and tetrahedral

iron bonding was exhibited for the f 100y surface. Whereas, with thef 111g surface only
octahedral iron bonding was present. However, this trend dered for LRDAL and its mu-

tant LRAAL. With LRDAL, both octahedral and tetrahedral iro n bonding was exhibited
for the f 111g surface. Whereas, with thef 100g surface, only octahedral iron bonding was
present. LRAAL exhibited a similar trend to both ELRDA and EL ADA, however, there
was also no tetrahedral iron bonding for the solvated LRAAL f 100y system. When the
190-195 pentapeptides were attached to th€111g surface, octahedral iron attachment was

the preferred attachment type.
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Pentapeptide Fe type Surface System r (A)

LRDAL FET 100 in vacu -
solvated -
111 in vacu 2.03

solvated 1.98

FEO 100 in vacu 2.08
solvated 2.13

111 in vacu 2.03

solvated 2.03

LRAAL FET 100 in vacu 2.18
solvated -
111 in vacu -
solvated -

FEO 100 in vacu 2.13

solvated 2.18
111 in vacu 2.03
solvated 2.13

Table 6.14: Continued. R (A) values from RDF data for pentapeptides in the region of 190 -195.

The iron bonding trend was the same for all 190-195 pentapejdes, with the exception of
LRDAL, suggesting that the sequence mutation had no e ect onthe resultant iron bonding
type. The change in trend for LRDAL suggests that, the preserce of two oppositely charged
residues adjacent to each other e ects the iron bonding type possible. The presence of
the positively charged residue in LRAAL may also explain theremoval of tetrahedral iron

bonding in the f 100y solvated system.

The 190-195 pentapeptide RDF data also shows that, than vacu systems produced a
higher intensity rst peak than the corresponding solvated systems, suggesting that, upon
system solvation, it was more dicult pentapeptide oxygens to have an iron ion as a
next nearest neighbour. For the solvated systems, the strogest g(r) peak was shown for
octahedral iron bonding in the ELADA f111g system, proposing that in this system the
pentapeptide oxygen present was more freely accessible tbd next nearest neighbouring

irons.
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Figure 6.12: RDF plots for ELRDA. FET is tetrahedral iron, FEO is octahedr al iron. Blue is f100g in
vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.
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f 100y surface attachment f 111g surface attachment

Pentapeptide Oxygen type BLIn Vacu ( A) BL Solvated ( A) Oxygen type BL In Vacu ( A) BL Solvated ( A)

ELRDA NBO 2.32 2.25 EO 1.92 2.27
E-L 2.43 2.19 1.98 1.97
L-R 2.14 2.36 DO 1.93 NB
DO 1.97 2.11 1.88 1.99
1.96 1.97 D-A 1.88 2.25
ELADA NBO 2.00 NB NBO 1.99 2.08
E-L 2.09 NB EO 1.92 1.97
A-D 2.08 2.15 2.02 2.22
DO 1.93 2.02 E-L 2.10 2.01
2.12 NB A-D 1.97 2.25
DO 1.96 2.19
1.96 NB
D-A 2.24 NB

Table 6.15: 190-195 pentapeptide FE ~ Opentapepice  bONd distance data. BL is bond length, E O is glutamate side chain oxygen, D O is aspartate side chain oxygen, x-x

PBO is inter{residue peptide bond oxygen and NBO is N{terminal peptide bond oxygen. NB is no bonding.
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f 100y surface attachment f 111g surface attachment
Oxygen type BL In Vacu ( A) BL Solvated ( A)

Pentapeptide Oxygen type BLIn Vacu ( A) BL Solvated ( A)

LRDAL NBO 2.21 2.14 NBO 2.08 NB
L-R 2.01 2.35 DO 2.05 1.96
R-D 1.97 NB 1.89 NB
D-A 2.21 NB 2.00 1.94
A-L 2.10 NB D-A 2.19 NB
LRAAL A-A 2.10 NB NBO 1.99 NB
L-R 2.07 NB
R-A 1.95 2.23

Table 6.16: Continued. 190-195 pentapeptide FE  Openapeptice  b0ONd distance data. BL is bond length, D O is aspartate side chain oxygen, x-x PBO is inter{residue peptide

bond oxygen and NBO is N{terminal peptide bond oxygen. NB is no bon ding.



The bond distance data is represented in Tables 6.15 and 6.1@he 190-195 pentapeptides
bond distance data (Figure 6.13) shows that, for the ELRDA in vacu systems, bonding
di ered dependant on the attachment surface. On thef 111g surface, bonding was present
through both side chain oxygens of glutamate, however, no gtamate bonding was ap-
parent for the f 100y surface. Thef 100y surface showed N{terminal, E-L and L-R peptide
bond oxygen bonding, whereas, thef 111g surface exhibited D-A peptide bond oxygen
bonding. The only commonality in bonding type between the two surfaces was the bond-
ing through both side chain oxygens of aspartate. This data sggests that, for the EL-
RDA sequence, there was no surface preference, however, thavas more of an a nity for
particular oxygen types dependent on surface type (acidicide chain oxygen on thef 111g
surface and peptide bond oxygen on thé 100g surface). On thef 1009 surface, the amount
of bonding present does not change upon solvation, suggestj that the addition of water
had minimal e ect on the iron bonding potential of the sequence. However, upon solvation
of the f111g surface, one of the bonds to one of the side chain oxygens of astate was
no longer present, proposing that the presence of water in tis system was detrimental to
iron binding. The average bond lengths for a magnetite iron b a pentapeptide oxygen
in the ELRDA sequence was; 2.16A and 2.18 A on the f 100y surface forin vacu and
solvated systems respectively, and 1.92 and 2.12 A on the f 111g surface forin vacu

and solvated systems respectively.

With the mutation of the ELRDA sequence to ELADA, the same amount of bonding
was seen as for ELRDA in thef10Qy in vacu system, although, the type of bonding
di ered, with bonding through A-D peptide bond oxygen for EL ADA, as opposed to L-R
peptide bond oxygen bonding. On thef 111g surface, however, more bonding was exhibited
for ELADA, with the same bonding type exhibited as for ELRDA b ut with additional
bonding to N{terminal, E-L and A-D peptide bond oxygen bonding. This could be due
to the removal of the positively charged arginine residue, \Wich may cause repulsive ionic
interactions with the positively charged iron ions, leading to potential system stabilisation
upon sequence mutation. The addition of water to the system s detrimental to bonding,
in particular for the f10Qg surface, reducing the amount of bonding present. The averag
bond lengths for an iron to a pentapeptide oxygen in ELADA was 2.04A and 2.09A on
the f 10Qg surface for thein vacu and solvated systems respectively, and 2.02 and 2.12

A on the f111g surface for thein vacu and solvated systems respectively.

The bond distance data for the LRDAL in vacu systems shows that, there was the same

amount of bonding present as in the ELRDA sequence, howevethe bonding type di ered,
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Figure 6.13: Bond distance images for the in vacu and solvated systems of ELRDA. a)f 100g in vacu,
b)f 100g solvated, ¢)f 111g in vacu and d)f 111g solvated.

as for the f 100g surface there was only peptide bond oxygen bonding presenhiLRDAL,
and for the f 111g surface there was more peptide bond oxygen bonding and obwuisly no
glutamate bonding displayed for LRDAL. This data suggests hat, although the amount
of potential iron binding was not sequence dependent, the tge of bonding was. For
the LRDAL in vacu systems, both surfaces exhibited N{terminal and D-A peptide bond
oxygen bonding. Thef 100y surface also displayed L-R, R-D and A-L peptide bond oxygen
bonding, whereas, thef 111g surface presented with three bonds through the side chain
oxygens of aspartate. This data suggests that, there was nousface preference for the
LRDAL sequence, however, there was more of an anity for particular oxygen types
dependent on the surface involved (acidic side chain oxygeon the f111lg surface and
peptide bond oxygen on thef 100g surface, as with ELRDA). Both surfaces exhibited less

bonding when the systems were solvated, suggesting more fawrable bonding between
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iron ions and the oxygen of water. The average bond lengths foa magnetite iron to
a pentapeptide oxygen in the LRDAL sequence was; 2.18 and 2.25 A on the f100Qg
surface forin vacu and solvated systems respectively, and 2.0/ and 1.95 A on the

f 111g surface forin vacu and solvated systems respectively.

The LRAAL sequence displayed less bonding than the LRDAL segence, particularly for
the f10Qg surface. This was hypothesised to be due to the removal potéial oxygen
binding sites, with the substitution of aspartate. The two surfaces exhibited di erent
bonding, with the f 100y surface showing only A-A peptide bond oxygen bonding, whils
the f 111g surface presented with N{terminal, L-R and R-A peptide bond oxygen bonding,
proposing that di erent surface types a ect the amount of potential iron binding possible.
Once again, solvation was detrimental to bonding, as thef 100y surface displayed no
bonding after solvation, and the f111g surface showed only R-A peptide bond oxygen
bonding. The severe lack of bonding present for the LRAAL sytems suggests that, due
to an absence of acidic residues, there were very limited a@s along the sequence that
could potentially provide iron binding sites. The average tond lengths for an iron to a
pentapeptide oxygen in LRAAL was; 2.10A for the in vacu system on thef 100y surface,
and 2.01 A and 2.23 A on the f111g surface for the in vacu and solvated systems

respectively.

Tables 6.17, 6.18, 6.19 and 6.20 represent the residence &1 and average coordination
numbers for bonding between all oxygen present in the 190-Bpentapeptides and tetra-

hedral and/or octahedral iron on both the f 100y and f 111g magnetite surfaces.
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in vacu system solvated system
FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT(ps) Av. CN RT (ps) Av. CN
ELRDA f10Qg surface D-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DO 0.00 0.00 4477.00 0.89 0.00 0.00 174.90 0.95
DO 4990.00 1.00 0.00 0.00 999.00 1.00 0.00 0.00
R-D PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L-R PBO 4991.00 1.00 0.00 0.00 175.25 0.92 0.00 0.00

E-L PBO 0.00 0.00 4991.00 0.99 0.00 0.00 355.70  0.95
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 585.47  0.95 0.00 0.00 46.24 0.85 0.00 0.00
ELRDA f111g surface D-A PBO 0.00 0.00 4978.90 1.00 0.00 0.00 999.00 0.99
DO 0.00 0.00 4026.94 1.34 0.00 0.00 185.12 0.75
DO 0.00 0.00 4989.00 1.00 0.00 0.00 998.54 1.12
R-D PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 4988.50 1.00 0.00 0.00 625.40 1.75
EO 0.00 0.00 4791.13 1.08 0.00 0.00 230.86  0.97
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 6.17: Residence times (RT) and average coordination numbers (av. CN) of ELRDA. (E O = side chain oxygen of glutamate, D O = side chain oxygen of aspartate, x-x

PBO = inter{residue peptide bond oxygen and NBO = N{terminal pe ptide bond oxygen).
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in vacu system

solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN
ELADA f10Qg surface D-A PBO 1.00 0.00 1.11 0.01 0.00 0.00 1.73 0.03
DO 0.00 0.00 4994.00 1.00 0.00 0.00 3.46 0.16
DO 4997.00 1.00 0.00 0.00 999.00 1.00 0.00 0.00
A-D PBO 0.00 0.00 4974.82 1.00 0.00 0.00 253.35 0.91
L-A PBO 32.00 0.07 0.00 0.00 1.00 0.00 8.72 0.03
E-L PBO 1643.70 0.93 0.00 0.00 56.48 0.37 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 0.00 0.00 765.62 0.97 0.00 0.00 5.36 0.23
ELADA f111g surface D-A PBO 0.00 0.00 1503.89 0.99 0.00 0.00 1.50 0.00
DO 2.16 0.01 2993.42 0.60 0.00 0.00 7.00 0.01
DO 0.00 0.00 1635.68 1.00 0.00 0.00 462.69 1.79
A-D PBO 0.00 0.00 4994.00 1.00 0.00 0.00 999.00 1.00
L-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-L PBO 0.00 0.00 4995.00 1.00 0.00 0.00 358.15 0.91
EO 0.00 0.00 1532.57 1.59 0.00 0.00 999.00 1.00
EO 0.00 0.00 3435.03 1.31 0.00 0.00 999.00 1.99
NBO 0.00 0.00 4979.81 1.00 0.00 0.00 307.53 0.99

PBO = inter{residue peptide bond oxygen and NBO = N{terminal pe

ptide bond oxygen).

Table 6.18: Residence times (RT) and average coordination numbers (av. CN) of ELADA. (E O = side chain oxygen of glutamate, D O = side chain

oxygen of aspartate, x-x
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av.CN RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN
LRDAL f100y surface A-L PBO 0.00 0.00 4992.00 0.99 0.00 0.00 38.22 0.80
D-A PBO 0.00 0.00 1548.02 0.97 0.00 0.00 1.67 0.01
DO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R-D PBO 0.00 0.00 70.33 0.88 0.00 0.00 7.89 0.40
L-R PBO 0.00 0.00 4994.00 1.00 0.00 0.00 17299 0.84
NBO 0.00 0.00 4997.00 0.98 0.00 0.00 80.78 0.76
LRDAL f111g surface A-L PBO 0.00 0.00 13.54 0.10 0.00 0.00 0.00 0.00
D-A PBO 0.00 0.00 3848.00 0.77 0.00 0.00 3.36 0.03
DO 1.00 0.00 1681.99 0.99 0.00 0.00 643.68 0.97
DO 472491 0.95 4990.00 1.00 292.24  0.58 350.65 0.85
R-D PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 0.00 0.00 4982.63 1.00 0.00 0.00 37.18 0.11

Table 6.19: Residence times (RT) and average coordination numbers (av. CN) of LRDAL. (D O = side chain oxygen of aspartate, x-x PBO = inter{ residue peptide bond
oxygen and NBO = N{terminal peptide bond oxygen).
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN
LRAAL f100g surface A-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A-A PBO 0.00 0.00 1677.08 0.98 0.00 0.00 7.84 0.03
R-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L-R PBO 293.90 0.12 1.00 0.01 0.00 0.00 0.00 0.00
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LRAAL f11lg surface A-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R-A PBO 0.00 0.00 4990.18 1.00 0.00 0.00 205.17 0.99
L-R PBO 0.00 0.00 1400.99 0.99 0.00 0.00 74.40 0.32
NBO 0.00 0.00 4992.00 1.00 0.00 0.00 56.92 0.25

Table 6.20: Residence times (RT) and average coordination numbers (av. CN) of LRAAL. (x-x PBO = inter{residue peptide bond oxygen and NBO = N{terminal peptide
bond oxygen).



The 190-195 pentapeptides residence time data shows thatorf the ELRDA in vacu sys-
tems, when attached to thef 100y surface, there were four bonds present that lasted for
over 90% of the simulation length, (tetrahedral iron bonding to L-R peptide bond oxygen
and to one of the side chain oxygens of aspartate and octahedriron bonding to E-L
peptide bond oxygen and to the other side chain oxygen of asptate). No other bonding
was exhibited lasting for over 12% of the full simulation for this system. Upon solvation,
only one bond was present for over 99% of the simulation lengyt between tetrahedral
iron and one of the side chain oxygens of aspartate. Again, nother bonding lasting over
36% of the simulation was present for this system, suggestipreferential magnetite{water

bonding.

When the residence time data was examined for ELRDA on thd 111g surface, a di erent
trend was shown, with no tetrahedral iron bonding present fa either system. For the in
vacu system, bonding for over 81% of the full length of the simulaton was displayed be-
tween octahedral iron and both side chain oxygens of glutamt&, both side chain oxygens
of aspartate and D-A peptide bond oxygen. No other bonding wa seen for this system.
Upon solvation, only the bonds between octahedral iron and pe of the side chain oxygens
of aspartate and D-A peptide bond oxygen continued to last oer 99% of the simulation
length and no other bonding present lasted over 63% of the flillength of the simula-
tion. This data suggests that, the addition of water, provides competitive binding to the

magnetite.

The residence time data for the single alanine substitutionto ELADA, in the f10Qy in
vacu system, showed bonding lasting over 99% of the simulation tegth, exhibited between
tetrahedral iron and one of the side chain oxygens of asparta, and between octahedral
iron and A-D peptide bond oxygen and the other side chain oxygn of aspartate. No other
bonding lasting over 33% of the simulation was seen. When tlsi system was solvated,
only the bonding between tetrahedral iron and one of the sidechain oxygens of aspartate
continued lasting over 99% of the full length of the simulation, whilst, no other bonding
lasted over 26% of the simulation length. This data suggestghat, again, water was

providing competitive binding.

On examination of the correspondingf 111g surface data, no tetrahedral iron bonding was
present, with the exception of the tetrahedral iron bond to one of the side chain oxygens
of aspartate lasting for only 0.04% of the simulation lengthin the in vacu system. With
the octahedral iron, bonding was exhibited to N{terminal, E-L and A-D peptide bond

oxygen that lasted over 99% of the full length of the simulaton. Bonding lasting between
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60% and 69% of the simulation length was also seen to one of ttede chain oxygens of
glutamate and one of the side chain oxygens of aspartate. Notleer bonding lasting over
35% of the simulation length was exhibited for this system. Wth the addition of water,
the bond to A-D peptide bond oxygen continued to last over 99%of the full length of the
simulation, however, the two other bonds that lasted over this length of time in the in
vacu simulation no longer did, now presenting with bonds lastingbetween 31% and 36%
of the simulation length. Both side chain oxygens of glutamé#e exhibited bonding lasting
over 99% of the simulation length, suggesting that the lowervalues for the equivalentin
vacu residence times are due to the formation of this bond toward e latter stages of
this system simulation. No other bonding lasting over 47% ofthe simulation length was

exhibited.

When the residence times of LRDALf 100y systems were considered it was shown that,
no tetrahedral iron bonding was present, which was a very dierent trend to that seen
for ELRDA (and ELADA). In the in vacu system, three bonds present lasted over 99%
of the full length of the simulation; between octahedral iron and N{terminal, L-R, and
A-L peptide bond oxygen. No other bonding lasting over 31% wa exhibited. When this
system was solvated, no bonding was present lasting over 18%f the full length of the
simulation, suggesting that the addition of water to the sydgem was severely detrimental

to the LRDAL f100Qg surface iron binding potential.

When the residence time data was examined for LRDAL on thd 111g surface, a tetrahedral
iron bond to one of the side chain oxygen of aspartate was prest lasting over 95% of the
simulation length, this, again, was di erent to the trend seen for ELRDA and ELADA.
Bonding lasting for over 99% of the full length of the simulation was also seen between
octahedral iron and N{terminal peptide bond oxygen, and oneof the side chain oxygens
of aspartate. Bonding was also exhibited between octahedtaron and D-A peptide bond
oxygen lasting for 77% of the simulation length. No other bomling lasting over 34% of
the full simulation length was displayed. Upon solvation, there was no bonding present
lasting over 65% of the simulation length. This reduction in residence times suggests,

again, preferential magnetite{water bonding.

On comparison of the residence time data for the two originalsequences (ELRDA and
LRDAL) it can be seen that, for the f100Qy in vacu system, ELRDA had more bonding
lasting over 90% of the simulation length (four bonds for ELRDA and three bonds for
LRDAL). Upon solvation, ELRDA exhibited more bonding lasti ng over 99% of the simu-
lation length than LRDAL (one bond for ELRDA and no bonds for L RDAL). When the

223



f 111g surfacein vacu system was examined it was shown that, ELRDA, again, exhibied
more bonding lasting over 81% of the simulation length ( ve bonds for ELRDA and three
bonds for LRDAL). Upon addition of water, this trend was continued with ELRDA pre-
senting with two bonds that lasted over 99% of the full length of the simulation, whilst,
LRDAL exhibited no bonding lasting for this length of time. From the solvated systems
data it can be seen that, ELRDA was the preferred sequence oftmchment, with the

f 111g surface being the favoured for this sequence.

The residence time data for LRAAL attached to the f 100g surface showed that, there was
no bonding exhibited lasting over 34% of the simulation, with one bond present for only
0.02% of the simulation length, suggesting that this sequere was very unfavourable for

attachment to magnetite.

When residence time data for thef 111g surface showed that, no tetrahedral iron bonding
was present for system. For thein vacu system, bonding lasting for over 99% of the
full length of the simulation was seen between octahedral on and N{terminal and R-A

peptide bond oxygen. No other bonding lasting over 29% of thesimulation length was
exhibited. Upon solvation, no bonding was present that lased over 21% of the simulation
length. The f111g surface data, again, suggests that LRAAL attachment on thissurface

was not favourable.

On comparison of the residence time data for ELADA and LRAAL it can be seen that,
for the f100g surface in vacu system, ELADA had more bonding lasting over 99% of
the simulation length than LRAAL (three bonds for ELADA and n o bonds for LRAAL),
suggesting that ELADA was the preferred sequence of attachmnt. When these systems
were solvated, this trend was seen again, with ELADA exhibiing one bond lasting over
99% of the full length of the simulation, whilst, LRAAL presented with no bonds lasting
for this length of time. For the f111gin vacu system it was shown that, ELADA again, had
more bonding lasting over 99% of the simulation length, exHbiting three bonds of this time
length, whilst, LRAAL presented with two bonds of this lengt h scale, again proposing that
ELADA was favoured for attachment to magnetite. Upon solvation, ELADA presented
with three bonds that lasted over 99% of the full length of thesimulation, whereas, LRAAL
exhibited no bonding for this time scale. The solvated systen data showed that, ELADA
was the preferred sequence of attachment, with thé 111g surface displaying the strongest
attachment. The retention time data for the 190-195 pentapetides also showed that, the
190-194 sequence and its mutation (R192A) were preferred evthe 191-195 sequence and
its mutation (D193A).
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All related energy data from the interfacial energy calculdions of the 190-195 pentapep-

tides can be found in Table 6.21.

f 100y surface attachment

Eint of s-p (€V) Egitr of s-p (€V) Eint of s-p-w (eV) Egitr 0f s-p-w (eV)

ELRDA -27.44 22.25 6.42 2.43
ELADA -5.19 0.00 8.85 0.00
LRDAL -25.68 20.49 8.71 0.13
LRAAL -16.55 11.37 5.98 2.86

f 111g surface attachment

Eint Of s-p (eV) Egist of s-p (V) Eijx of s-p-w (eV) Egis Of s-p-w (eV)

ELRDA -42.49 33.42 3.58 15.97
ELADA -9.06 0.00 11.22 8.33
LRDAL -24.22 15.16 19.55 0.00
LRAAL -16.88 7.82 16.58 2.97

Table 6.21: Interfacial energies for all 190-195 pentapeptides on thef 100y and f 111g surface, using the
Yang, Stipp and Harding method[164]. Eix of s-p is the interfacial energy of the slab{peptide system.
Eqirr of s-p is the di erence in interfacial energy from the highest interfacial energy of the slab{peptide
system. Ejn of s-p-w is the interfacial energy of the slab{peptide{wate r system. Egss of s-p-w is the

di erence in interfacial energy from the highest interfaci al energy of the slab{peptide{water system.

From the solvated 190-195 pentapeptides interfacial eneggdata it can be seen that, the
f100g surface produced lower interfacial energy values (betweeb.98 eV and 8.85 eV)
than the f111g surface, with the exception of ELRDA (between 11.22 eV and 1%5 eV
(excluding ELRDA at 3.58 eV)). For the f100Qg surface, ELADA produced a larger interfa-
cial energy than ELRDA, suggesting that the mutation reduced the iron binding potential

of the sequence. However, for LRAAL, a smaller interfacial rergy was produced than
LRDAL, suggesting that the substitution of the acidic residue improved the iron bind-
ing potential of the sequence. For thef11lg surface, ELADA produced a much larger
interfacial energy than ELRDA, suggesting that the substitution is detrimental to the

interfacial energy of the system, whereas, as with thd 100y surface, LRAAL produced a
lower interfacial energy, suggesting that mutation improved the interfacial energy of the

system.

This data also shows that, solvation had a detrimental e ect on the iron binding potential
of the sequences, as thén vacu energies produced were much lower than the solvated

energies, for example, on thd 111g surface, ELRDA exhibited a substantial increase in
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interfacial energy from -42.49 eV to 3.58 eV. The addition ofwater to the system also
a ected the pentapeptides interfacial behaviour, as the irterfacial energy trends di ered
for the in vacu and solvated systems. For example, the LRDALf 100y in vacu showed one
of the lowest interfacial energies, however, upon solvatio, it exhibited one of the highest.
Preferential attachment of water to the magnetite surface ould explain the increase in

interfacial energy with the addition of water.

Again, there are concerns with this direct method of calculéing the adsorption energy,
with larger than expected energy values produced and expeet trends not exhibited,
possible reasons for which were discussed for the 177-183ntpeptides. An alternative
indirect method of adsorption energy calculation is exploed in the following section. This
method utilises a constrained molecular dynamics versionfahe systems, focusing on the

Potential of Mean Force and free energy evaluation.

6.5 Constrained system

Free energy pro les were created for 190-195 pentapeptideesguences, as shown in Figure

6.14.

The free energy pro les for the di erent 190-195 pentapeptdes (Figure 6.14) showed that,
on the f10Qg surface, the mutation of ELRDA to ELADA increased the iron binding
activity, with the exception of between 2 A and 4 A , whereby, the ELADA sequence
slightly increased the free energy of the system, comparedtthat seen for ELRDA. From
this data it was also evident that, the mutation of LRDAL to LR AAL greatly reduced the
iron binding activity of the sequence, as hypothesised, wh LRDAL exhibiting energies
as low as -0.47 eV at its minima and LRAAL exhibiting energiesas high as 7.38 eV at its
maxima. The mutant LRAAL produced the highest free energy ofall 190-195 pentapeptide
sequences. For ELRDA, ELADA and LRAAL, between 10 A and 5.5 A was optimal
for attachment, after which point, an increase in free energ was detected (a substantial
increase for LRDAL), corresponding with the presence of themore intense water peak. It
is proposed that the successive increase in free energy wattributable to a requirement
for more energy within the system for the sequences to pass tbhugh the water barrier
in order to enable sequence attachment to thef 100g surface. The much larger energy
increase for LRDAL, suggests that it was considerably hardefor this sequence to attach
within close range of the magnetite surface, for this systemcompared to ELRDA and its

mutation. However, for LRDAL, the optimal attachment regio n was between 8.5A and
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1.5 A as the pro le exhibited negative values within this region. From this distance
toward the surface an increase in free energy was exhibiteghroposing that it was more

di cult for the sequence to attach closer to the magnetite surface.

Whereas, with the f 111g surface energy pro le, there was little di erence between he
free energy pro les of the four sequences, with the exceptio of LRDAL. It can also be
seen that, mutation of the original sequences appears to glhtly increase the iron binding
a nity of the sequences. The original sequence LRDAL produced the highest free energy
of all 190-195 pentapeptide sequences. For ELRDA, LRDAL and_.RAAL, between 10
A and 3.75A was optimal for attachment, after which point, an increase in free energy
was detected (a more substantial increase for LRDAL), correponding with the presence of
the intense water layers. ELADA exhibited a negative free eergy throughout its pro le,
thus, attachment was favourable at any distance explored, bwever, the free energy of
this sequence was at its lowest when the CoM was at A from the magnetite surface,
suggesting that this was the preferred distance for attachrant. The small changes in free
energy seen for the sequence pro les, with the exception ofRDAL, suggest that the water

absorption layers have minimal in uence on the free energy o les.

Upon examination of the energy minima for the 190-195 pentapptides (Figure 6.15) it
can be observed that, on thef 100g surface, only ELADA and LRDAL exhibited a negative

value for their energy minima, with LRDAL producing the lowe st value at -0.4681 eV. The
energy minima for these residues fall between 4 A and 5.7 A, suggesting that attachment
of the residue centre of mass at this distance would be prefable. On thef 111g surface, all
of the 190-195 pentapeptides except for LRAAL exhibited a ngative value for their energy
minima, with ELADA producing the lowest value at -0.3559 eV. The trend of favourable
attachment distance di ers from the f100g surface, with ELRDA, ELADA and LRDAL

exhibiting centre of mass distances of 6.8\ , 1 A and 6.3A respectively.
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Figure 6.14: A comparison of the free energy proles of the 190-195 pentapeptides. Distance refers
to distance between the peptide CoM and the magnetite surface. The dashed line represents the water

density pro le for the system.
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Figure 6.15: A close-up comparison of the free energy pro les of the 190-195 pentapeptides between -0.5

eV and 0.5 eV, exhibiting the free energy minima.
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Figure 6.16: A comparison of the free energy values for the 190-195 pentagptide CoM at the magnetite
surface for both the f 100g and f 111g surfaces.

The free energy values for the 190-195 pentapeptides centr@&f mass at the magnetite
surfaces are shown in Figure 6.16. On thd¢ 100y surface, the ELRDA sequence exhibits
a free energy value of 3.52 eV, whereas, on thel11g surface, its value was much lower,
0.58 eV. Similarly, the ELADA and LRAAL sequences demonstrded much higher free
energy values (2.54 eV and 7.38 eV, respectively) on thil0Qg surface, than exhibited on
the f111g surface (-0.03 eV and 0.40 eV, respectively), particularlyfor LRAAL. However,
for LRDAL, the f111g surface exhibits a higher free energy value than thé 100g surface,
although the dierence in energy was minimal (0.59 eV). This data showed that, with
exception of LRDAL, the f111g surface exhibited considerably lower free energy values,
representing greater iron binding, proposing that this wasthe preferential surface of at-
tachment for the 190-195 pentapeptide sequences. The fremargy pro les also showed
that, the sequence with the lowest free energy when the CoM iat the surface was LRDAL

for the f 100y surface and ELADA for the f 111g surface.
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6.5.1 Residues 188-192 (EVELR)

Unconstrained System

R values for pentapeptides in the region of 188-192 can be fodnin Table 6.22.

Pentapeptide Fe type Surface System rA)
EVELR FET 100 in vacu 2.18
solvated 2.28

111 in vacu -
solvated -
FEO 100 in vacu 2.03

solvated 2.03

111 in vacu 2.03

solvated 1.98

EVALR FET 100 in vacu 2.33
solvated 2.33

111 in vacu -

solvated -
FEO 100 in vacu 2.03
solvated 2.03
111 in vacu 2.03

solvated 2.03
EVGELR FET 100 in vacu 1.93
solvated 1.93

111 in vacu -
solvated -
FEO 100 in vacu 1.98

solvated 2.08
111 in vacu 2.03
solvated 2.08

Table 6.22: R (A) values from RDF data for pentapeptides in the region of 188 -192.

Figure 6.17 exhibits the RDF pro les for EVELR. The RDF prol es of the remaining
188-192 pentapeptides can be found in the Appendix. The RDF dta for the 188-192

pentapeptides showed that, for all pentapeptides, both ochhedral and tetrahedral iron
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Figure 6.17: RDF plots for EVELR. FET is tetrahedral iron, FEO is octahedr al iron. Blue is f100g in
vacu. Red is f 100g solvated. Green isf111g in vacu. Purple is f 111g solvated.

bonding was exhibited for the f 100y surface. Whereas, with thef11lg surface, only
octahedral iron bonding was present. When the 188-192 penpeeptides were attached to
the f111g surface, octahedral iron attachment was the preferred attahment type. The
iron bonding trend was the same for all 188-192 pentapeptide proposing that sequence

alteration had no e ect on the resultant type of iron bonding.

From the 188-192 pentapeptide RDF data it can also be seen ttliathe in vacu system
produced a more intense rst peak than the corresponding sehted system, suggesting
that, upon addition of water to the systems, it was more dicu It for a pentapeptide
oxygen to have an iron as a next nearest neighbour. For the sedted systems, the strongest
g(r) peak was shown for through octahedral iron bonding in the ENMALR f 111g system,
proposing that the oxygen present in this sequence was moreeely accessible to the next

nearest neighbouring irons.

The FE  Opentapeptide bONd distance data for the 188-192 pentapeptides is represted
in Tables 6.23 and 6.24.
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f 100y surface attachment

f 111g surface attachment

Pentapeptide Oxygen type BLIn Vacu ( A) BL Solvated ( A) Oxygen type BL In Vacu ( A)

BL Solvated ( A)

EVELR NBO 2.11 2.34 E-L 1.99 NB
EO 2.01 1.98 EO 2.28 NB
2.04 2.20 1.96 NB
E-V 2.27 2.39 2.14 NB
EVALR NBO 2.07 NB NBO 2.09 2.22
EO 1.96 2.12 EO 2.17 2.01
2.06 1.94 1.92 2.26
E-V 2.26 NB 1.93 2.09
- 1.99
V-A 1.99 2.09
L-R 1.96 2.07

Table 6.23: 188-192 pentapeptide FE  Opentapepiice ~ bONd distance data. BL is bond length, E O is glutamate side chain oxygen

oxygen and NBO is N{terminal peptide bond oxygen. NB is no bonding .

, X-X PBO is inter{residue peptide bond
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f 100y surface attachment f 111g surface attachment

Pentapeptide Oxygen type BLIn Vacu ( A) BL Solvated ( A) Oxygen type BL In Vacu ( A) BL Solvated ( A)

EVGELR EO 2.06 2.34 NBO 2.13 NB
2.05 1.84 EO 1.92 2.00
E-V 2.20 NB 2.11 2.03
2.03 2.03
2.00 2.15
G-E 1.97 NB
EO 1.94 2.25
2.11 1.97
E-L 2.14 NB

Table 6.24: Continued. 188-192 pentapeptide FE  Opentapeptice  bONd distance data. BL is bond length, E O is glutamate side chain oxygen, x-x PBO is inter{residue peptide
bond oxygen and NBO is N{terminal peptide bond oxygen. NB is no bon ding.



The 188-192 pentapeptides bond distance data (Figure 6.18hows that, bonding di ered

dependant on surface of attachment. For the EVELRin vacu system, the two surfaces
showed bonding through both side chain oxygens of the glutamte (N{terminal glutamate

for the 100y surface and C{terminal glutamate for the f 111g surface). There were no
other commonalities present, as thef 100g surface showed N{terminal and E-V peptide
bond oxygen bonding, whereas, thd 111g surface exhibited only E-L peptide bond oxygen
bonding. This data suggests that, as the EVELR sequence exhited the same amount
of bonding on each surface there was no surface preferencegwever, there was more of
an a nity for side chain oxygen on the f111g surface, whereas, thef 100y surface had
more of an a nity to peptide bond oxygen, proposing that surf ace type had no e ect on
the bonding amount but did a ect the bonding type. On the f111g surface, no bonding
between magnetite iron and pentapeptide oxygen occurred wdn the system was solvated,
suggesting more favourable bonding between magnetite iromnd the oxygen of water.
The average bond lengths for a magnetite iron to a pentapepte oxygen in the EVELR

sequence was; 2.1A and 2.23 A on the f10Qg surface forin vacu and solvated systems

respectively, and 2.09A in the solvated f 111g surface system.

With the mutation to EVALR, on the f10Qg surface, the same amount and type of bonding
was seen for then vacu system, as was exhibited for EVELR, suggesting that, the muétion
of the sequence in than vacu system had no e ect on the sequence iron binding a nity.
For the f 111g surface, three bonds to glutamate side chain oxygens were leibited, as with
EVELR, however, the mutation lead to more bonding being prent than for the original
sequence, with the addition of N{terminal, V-A and L-R pepti de bond oxygen bonding
being present in this system. The E-L peptide bond oxygen bod was not exhibited as
it does not exist in the mutated sequence. These results suggt that substitution was
bene cial to the iron binding a nity of the sequence. With th e addition of water, for
the f 100y surface, the peptide bond oxygen bonds were no longer pregesuggesting that
bonding between magnetite iron and the oxygen of water was me favourable than to
peptide bond oxygen. For thef11lg surface, more bonding was seen when the system
was solvated than when it wasin vacu, again, suggesting that mutation increased the iron
binding a nity of the sequence. The average bond lengths foran iron to a pentapeptide
oxygen in EVALR was; 2.09 A and 2.03 A on the f100g surface for thein vacu and
solvated systems respectively, and 2.0A and 2.10A on the f 111g surface for thein vacu

and solvated systems respectively.

For the glycine insertion mutant, EVGELR, less bonding was present for the f 100g surface
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Figure 6.18: Bond distance images for the in vacu and solvated systems of EVELR. a)f 100g in vacu,
b)f 100g solvated, ¢)f 111g in vacu and d)f 111g solvated.

than for EVELR and EVALR, with the lack of N{terminal peptide bond oxygen bonding,
which was present in EVELR and EVALR. Hence, the addition of glycine into this position
of the sequence was detrimental to the iron binding a nity. M ore bonding was present
for EVGELR on the f111g surface than for EVELR and EVALR, as EVGELR exhibited
four bonds to magnetite iron from the side chain oxygens of gitamate, whilst EVELR
and EVALR displayed only three of such bonds. EVGELR also exlibited E-L peptide
bond oxygen bonding (as with EVELR), and N{terminal peptide bond oxygen bonding
(as with EVALR). Unlike the other 188-192 pentapeptide seqiences, the glutamate side
chain oxygen bonding for EVGELR was to both glutamate in the sequence. This sequence
also exhibited G-E peptide bond oxygen bonding. This data sggests that the insertion
of glycine greatly improved the iron binding a nity of the se quence. With the addition

of water, no peptide bond oxygen bonding was present, againsuggesting preferential
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bonding of magnetite to the oxygen of water than to peptide baxd oxygen. This residence
time data suggests that within the solvated systems, acidiadesidue bonding is the preferred
method of attachment. The average bond lengths for an iron toa pentapeptide oxygen
in EVGELR was; 2.10 A and 2.09 A on the f100Qg surface for thein vacu and solvated

systems respectively, and 2.0/A and 2.07 A on the f111g surface for thein vacu and

solvated systems respectively.

Tables 6.25, 6.26, 6.27 and 6.28 represent the residence s and average coordination

numbers for the bonding present in the 188-192 pentapeptide
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in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av.CN
EVELR f10Qg surface L-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-V PBO 21241 0.92 0.00 0.00 36.46 0.61 2.33 0.01
EO 0.00 0.00 4946.96 1.01 0.00 0.00 999.00 1.00
EO 0.00 0.00 4997.00 1.00 0.00 0.00 92.03 0.87
NBO 0.00 0.00 4987.32 0.99 0.00 0.00 2.51 0.20
EVELR f111g surface L-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 1042.77 1.90 0.00 0.00 168.69 0.72
EO 0.00 0.00 4974.47 1.99 0.00 0.00 169.49 0.34
V-E PBO 0.00 0.00 4978.00 1.00 0.00 0.00 161.51 0.32
E-V PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 6.25: Residence times (RT) and average coordination numbers (av. CN) of the EVELR. (E O = side chain oxygen of glutamate, x-x PBO = int er{residue peptide bond
oxygen and NBO = N{terminal peptide bond oxygen).



6€¢

in vacu system solvated system

FET FEO FET FEO
RT (ps) Av.CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN
EVALR f100g surface L-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V-A PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-V PBO 22.04 0.61 0.00 0.00 17.11 0.22 0.00 0.00
EO 0.00 0.00 4973.34 1.00 0.00 0.00 159.03 0.98
EO 0.00 0.00 4974.00 0.99 0.00 0.00 999.00 1.00
NBO 0.00 0.00 4947.23 0.99 0.00 0.00 7.95 0.13
EVALR f11lg surface L-R PBO 0.00 0.00 1476.96 0.99 0.00 0.00 163.57 1.30
A-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V-A PBO 0.00 0.00 938.18 0.88 0.00 0.00 999.00 1.00
E-V PBO 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 4070.40 1.80 0.00 0.00 999.00 2.00
EO 0.00 0.00 3683.83 1.29 0.00 0.00 333.20 1.82
NBO 0.00 0.00 61.44 1.23 0.00 0.00 32.09 1.00

Table 6.26: Residence times (RT) and average coordination numbers (av. CN) of the EVALR. (E O = side chain oxygen of glutamate, x-x PBO = int

er{residue peptide bond
oxygen and NBO = N{terminal peptide bond oxygen).



ove

in vacu system solvated system

FET FEO FET FEO
RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av. CN RT (ps) Av.CN
EVGELR f100g surface L-R PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-L PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
G-E PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V-G PBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E-V PBO 1106.00 0.98 0.00 0.00 3.53 0.02 0.00 0.00
EO 1.00 0.00 4891.61 1.00 20.20 0.05 479.00 0.89
EO 4999.00 1.00 0.00 0.00 999.00 1.00 0.00 0.00
NBO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 6.27: Residence times (RT) and average coordination numbers (av. CN) of the EVGELR. (E O = side chain oxygen of glutamate, x-x PBO = int
bond oxygen and NBO = N{terminal peptide bond oxygen).

er{residue peptide



Tve

in vacu system

solvated system

FET

FEO

FEO

RT (ps) Av. CN RT (ps)

Av. CN RT (ps) Av. CN RT (ps) Av.CN

EVGELR f111g surface L-R PBO
E-L PBO
EO
EO
G-E PBO
V-G PBO
E-V PBO
EO
EO
NBO

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
369.35
2206.00
4993.00
2000.66
982.27
0.00
3406.64
4965.95
4996.00

0.00
1.09
0.43
1.00
0.71
0.40
0.00
1.98
1.99
1.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
18.30
333.45
101.24
113.50
0.00
0.00
703.60
999.00
8.49

0.00
0.06
0.98
0.91
0.23
0.00
0.00
1.98
2.00
0.05

Table 6.28: Continued. Residence times (RT) and average coordination numbers (av. CN) of the EVGELR. (E O = side chain oxygen of glutamate

peptide bond oxygen and NBO = N{terminal peptide bond oxygen).

, X-X PBO = inter{residue



The 188-192 pentapeptides residence time data shows thapifthe EVELR in vacu system,
when attached to the f 100y surface, there were three bonds present lasting over 99% of
the simulation length, all of which were through octahedral iron. This bonding was to
N{terminal peptide bond oxygen and to both of the side chain oxygens of the N{terminal
glutamate. No other bonding exhibited lasted over 5% of the snulation length. When
this system was solvated, only one bond was present for ove©% of the full length of the
simulation, between octahedral iron and one of the side chai oxygen of the N{terminal
glutamate. No other bonding lasted over 10% of the simulatio length for this system,
suggesting that the presence of water was disadvantageous the iron binding potential

of this sequence.

When the equivalent f 111g surface residence time data was examined, no tetrahedralon
bonding was found to be present for either system. For then vacu system, bonding that
lasted over 99% of the full length of the simulation was seen étween octahedral iron
and the V-E peptide bond oxygen and one of the side chain oxygeof the C{terminal

glutamate. No other bonding exhibited for this system lastel over 21% of the simulation
length. Upon solvation, no bonds were present that lasted osr 17% of the simulation
length, proposing that, the addition of water provides competitive binding to the mag-

netite.

The single alanine substitution to EVALR, for the f10Qg in vacu system, showed no
bonding lasting over 0.5% of the simulation length exhibited through tetrahedral iron.
Through octahedral iron, however, three bonds were preseniasting over 99% of the full
length of the simulation. These were to N{terminal peptide bond oxygen and to both
of the side chain oxygens of glutamate. No other bonding wasisplayed for this system.
Upon system solvation, only one bond was present for over 99%f the simulation length,
between octahedral iron and one of the side chain oxygens ofugamate. No other bonding
was present for this system. This data suggests that, water pvides competition for iron

binding.

The corresponding f 111g surface data showed no tetrahedral iron bonding. With the
in vacu system octahedral iron bonding, a bond was exhibited to one fothe side chain
oxygens of glutamate that lasted for 81% of the simulation lagth. A bond that lasted for
74% of the simulation length was also seen to the other side en oxygen of glutamate.
No other bonding present lasted over 30% of the simulation legth. With the addition

of water, two bonds were displayed which lasted over 99% of # simulation length. One

of the bonds was to one of the side chain oxygen of glutamate, hich continued from
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