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Abstract 

Modern manufacturing industry is beginning to benefit from the ability to control the three 
dimensional, or areal, structure of a surface. To underpin areal surface manufacturing, a 
traceable measurement infrastructure is necessary. In this thesis a practical realisation of 
areal surface traceability is presented, which includes the development of: a primary in-
strument, methodologies for using the primary instrument to calibrate material measure-
ment standards used as standard transfer artefacts, and the process of transferring this 
traceability to industrial users of stylus and optical instruments. 

The design of the primary instrument and its complex measurement uncertainty model are 
described, including detailed analysis of the input parameters of the uncertainty model and 
their effect on the co-ordinate measurements of the instrument. 

The development of the process of transferring the areal traceability to industrial users lead 
to a set of metrological characteristics applicable to all areal surface topography measuring 
instruments. The set of metrological characteristics, now included into international stand-
ards, comprise of: measurement noise, flatness deviation, amplification, linearity and 
squareness, and resolution. Despite the differences in operation of the various types of in-
strument, the idea behind this set of metrological characteristics is based on the fact that 
these instruments produce three dimensional data sets of points, which is a new approach 
in the field. Metrological characteristics are quantities that can be measured directly, gener-
ally using calibrated material measures. The development of standard methodologies for 
calibrating the metrological characteristics, and the explicit relationship between the metro-
logical characteristics and the measurement uncertainty associated with the co-ordinate 
measurements provided by the instrument is presented. Many of the techniques described 
in this thesis are now being discussed for inclusion into international standards. 
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1 Introduction 

Over the past three decades there has been an increased need to relate surface texture to 

surface function, which allows the manufacturer to predict how a surface interacts with its 

surroundings. With such knowledge, optical, tribological, biological, fluidic and many other 

properties can be altered (Evans and Bryan 1999, Bruzzone et al. 2008). To control the 

manufacture of such products, traditional single line profile measurements are inadequate 

and an areal characterisation of surface texture is essential (Jiang et al. 2007b). A single line 

profile measurement gives rise to enough information to control production, but is often 

limited to looking for process change. Areal measurements offer more statistical significance 

and a better visual representation of the overall structure of the surface, thus providing a 

more realistic representation of the whole surface (Blunt and Jiang 2003). 

1.1 Historical overview 

Broadly speaking, the development of surface texture characterisation followed two 

strands: development of instrumentation (see chapter 4) and development of analysis tools, 

both of which evolved at the same time. The first analysis tool was the Abbot-Firestone 

curve (Abbott and Firestone 1933) and soon after that several researchers made the field of 

surface texture the formal discipline that it is today (Jiang et al. 2007a and references there-

in, Schlesinger 1942, Reason et al. 1944, Perthen 1949, Page 1948, Schorsch 1958). Three 

main surface components were identified: form, waviness and roughness (see figure 1.1). It 

was found that the most difficult task was to separate waviness from roughness. To solve 

the latter issue, two methods were proposed: one designed around a mean line system, or 

M-system (Reason 1961), and one based on an envelope system, or E-system (von Weingra-

ber 1956). Neither of the two systems was practical until the electrical filtering theory 

(Whitehouse and Reason 1963) and, subsequently, the theory behind phase correct filters 

(Whitehouse 1967/1968) allowed the M-system to prevail. 
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Figure 1.1 Geometric components of a surface profile: (a) 
roughness, (b) waviness, and (c) form (Jiang et al. 2007) 

Today, the profile standard filters are designed with an arbitrary spatial frequency cut-off 

which gives 50 % amplitude transmission (see figure 1.2 where λs – is  the filter cut-off 

which defines the intersection between the roughness and the even shorter wave compo-

nents present in the surface, λc – defines the intersection between the roughness and wavi-

ness and λf – between waviness and even longer wave components) making the roughness 

and waviness cut-off symmetrical and complementary (Jiang et al. 2007a). 

 
Figure 1.2 Transmission characteristics of roughness and 

waviness profiles (ISO 4287: 1997) 

The digital era had a major impact, especially in the proliferation of the profile parameters 

that were used to assess surfaces quantitatively (Whitehouse 1982). For the first time, com-
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puters also allowed surface visualisation to be at the fingertip of the operator. Advances 

made in digital filtration (in addition to increased z range and calibration procedures for 

stylus instruments) meant that the same instrument could measure profile, waviness and 

form. Surface texture measuring instrumentation took full advantage of the analogue to digi-

tal transformation and became more versatile. 

As in the profile case, the development of areal surface texture characterisation followed 

closely the advances made in areal instrumentation, which is presented in more detail in 

chapter 4. Initial research (see for example Nayak (1971) and Sayles and Thomas (1977), 

Whitehouse and Philips (1982) and Whitehouse (1994)) highlighted the problems linked to 

specification and characterisation of areal features, and the effect of the measurement con-

ditions on areal parameters (Jiang et al. 2007b). A coherent framework that allowed the es-

tablishment of areal surface texture characterisation was supported by the European Com-

munity in the 1990s, which funded two major projects. The first project enabled an integrat-

ed method for the measurement and characterisation of engineered surfaces (Stout et al. 

1993), developing the first coherent set of areal parameters also known as ‘Birmingham 14’ 

(Dong et al. 1994a, b). The second project, called ‘SurfStand’ (Blunt and Jiang 2003), was 

aimed towards the standardisation framework for three dimensional (3D) or ‘areal’ surface 

roughness, leading to the set-up of a working group (WG16) in ISO/TC 213 in 2002. Current 

standardisation effort in the ISO/TC 213-WG16 in the field of areal surface texture meas-

urement includes the development of a suite of documents, under the generic title of ISO 

25178, which includes definitions of terms and parameters, file formats, nominal character-

istics of, and calibration methods for, areal surface topography measuring instruments. 

1.2 Areal measurement 

There is a wide variety of areal measurement methods dedicated to surface texture meas-

urement that could be categorised into two main classes: areal topography and area-

integrating (ISO 25178–6 2010); however, only the traceability of areal topography meth-
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ods is the main subject of this thesis. The difference between the two classes is that the area 

integrating methods produce a numerical result that depends on the area-integrating prop-

erties of the surface, while the areal topography methods produce a 3D map of the surface 

that can be represented mathematically as a height function z(x, y) (Leach 2011). Areal to-

pography measuring instruments are effectively co-ordinate measuring machines (CMMs) 

and their performance depends on a complex interaction between a number of influence 

factors, such as the squareness of pairs of axes, alignment and imperfect motion (Cox et al. 

1999). Whilst the effects of these interactions are usually compensated through calibration, 

the assessment of measurement uncertainty remains an issue. 

In reality the areal topography methods are a 2½D type of investigation, not 3D, and, as a 

result, undercuts and steep side walls are not measured, although some instruments can 

provide more information than others depending on the design of the measuring probe. The 

areal map contains information about surface texture but, at the same time, it carries infor-

mation about the form of the component that is measured. For example, in figure 1.3 a cam-

shaft (see figure 1.3 top left) is measured using an areal topography method. The measure-

ment result contains both form and surface texture (see figure 1.3 top right), from which a 

cylinder is removed to obtain just the surface texture (see figure 1.3 bottom). Quantitative 

estimation of surface texture is given by the surface texture parameters (ISO 25178-2 2012), 

which are calculated after filtering the surface texture data appropriately (ISO 25178-3 

2012). 

Surface texture parameters are affected by the size of the primary extracted surface and the 

sampling distance (ISO 25178-2 2012), i.e. the spatial measurement bandwidth. Setting the 

measurement bandwidth is application-dependent and often requires a priori knowledge 

about the surface to be measured. There are situations in which the surface to be measured 

is well understood, such as with a milled or turned surface, so the measurement bandwidth 

can be relatively simple to set. 
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Figure 1.3 Example of surface texture measurement on a 

camshaft using an areal topography measuring instru-
ment 

However, there are applications in which the surface, or its functionality, is not known well. 

In this situation the measurement bandwidth is selected according to a priori theoretical 

knowledge about the nature of the surface, from prior experimental work, or a combination 

of both. Unless specified, the spatial measurement bandwidth can be established in accord-

ance to ISO 25178-3 (2012), which recommends some basic rules on how to set the size of 

the primary surface and the sampling distance. These options are mainly based on the 

choice of S-filters (surface filters which remove small scale lateral components) and L-filters 

(surface filters which remove large scale lateral components)/F-operators (operators which 

removes form), each having a range of pre-set values, called nesting indexes, that are pre-

sented in table 1.1 (see Leach 2013, Muralikrishnan and Raja 2010 for descriptions of areal 

filtering). 

 

 Component Topography 

Surface texture 
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Table 1.1 Relationships between nesting index value F-operator/L-filter, S-filter nest-
ing index, and bandwidth ratio. n is a positive or negative integer 

Nesting index value  
(F-operator/L-filter)  

/10n mm 

S-filter nesting index 

/10n µm 

Bandwidth ratio between  
F-operator/L-filter and  

S-filter nesting index 

1 

10 100:1 

5 200:1 

2 500:1 

1 1000:1 

2 

20 100:1 

10 200:1 

5 4001 

2 1000:1 

2.5 

25 100:1 

8 300:1 

2.5 1000:1 

5 

50 100:1 

20 250:1 

10 500:1 

5 1000:1 

8 

80 100:1 

25 300:1 

8 1000:1 

 

The S-filter nesting index determines, or is determined, by the maximum sampling distance 

and the L-filter or the F-operator determines the size of primary surface (figure 1.4 presents 

the spatial relationship between the areal filters). The sampling distance should be chosen 

after the S-filter nesting index is set; however, that is not always possible because there are 

instruments on which the sampling distance cannot be changed. The nesting index is an ex-
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tension of the cut-off wavelength from profile analysis that allows the use of the Gaussian 

filter and other types of filters, such as a morphological filter. 

 
Figure 1.4 Relationships between the S-filter, L-filter, F-
operator and S-F and S-L surfaces (ISO 25178:2 2012) 

The S-L and S-F surfaces conceptually separate areal from profile characterisation. Unlike 

the profile concept (ISO 4287 1997), where the surface features, in terms of lateral scale, are 

separated in roughness, waviness and form having different coordinate systems (see figure 

1.5) based on either lay direction (roughness) or parallel with the datum of the surface 

(form), areal characterisation can be integrated in a uniform coordinate system in which 

roughness and form are two scale components of the same surface (Jiang 2007b, ISO 25178-

3 2012). 

Also areal characterisation does not require a separate term for waviness but the corre-

spondence still exists (Jiang 2007b): 

- Primary profile – SF-surface (λs equivalent to S-filter and nominal form removed by 

F-operator); 

- Roughness profile – SL-surface (λs equivalent to S-filter and λc equivalent to L-filter); 
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- Waviness profile - SF-surface (λc equivalent to S-filter and nominal form removed by 

F-operator). 

 
Figure 1.5 Two different coordinate systems for form and 

roughness 

1.3 Traceability 

The potential value of areal surface topography measuring instruments will only be fully 

realised if the instruments provide traceable measurement results, a condition currently 

only met in a few limited cases. By definition, traceability is the property of a measurement 

result whereby the result can be related to a reference through a documented unbroken chain 

of calibrations, each contributing to the measurement uncertainty (BIPM 2008c). 

Areal surface topography measuring instruments require traceability to the standard of the 

metre that by definition is the length of the path travelled by light in vacuum during a time 

interval of 1/299 792 458 of a second, and is practically realised by an iodine-stabilised laser 

(Petley 1983, Felder 2005).  

For example, in the case of profile traceability, the unbroken chain of calibrations includes 

calibration of physical measurement standards (see chapter 3) using primary surface topog-

raphy measuring instruments that are equipped with laser interferometers of which the 

Form

Surface Texture
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source is calibrated against an iodine-stabilised laser (Leach 2000); or interferometry 

(Teague 1978) and a contact stylus instrument; or an interference microscope (Brand 1995, 

Wilkening and Koenders 2005) and a contact stylus instrument. Figure 1.6 presents an ex-

ample of a possible traceability structure for surface topography measurement. 

 
Figure 1.6 Traceability of surface topography measure-

ments 

The term calibration is often misused, which has led to confusion in understanding the 

meaning of the calibration process. The frequent misuse of the term calibration is when it is 

used instead of adjustment: 

VIM 2.39 Note 1 – “Calibration should not be confused with adjustment of a measuring sys-

tem, often mistakenly called “self-calibration”, nor with verification of calibration.” 

The adjustment process physically changes some parameters of a metrological tool (it can 

be a mechanical adjustment or it could be the result of changing the value of a software con-

stant) to provide an indication that is closer to a known value. The adjustment process does 

not provide information about the measurement uncertainty. Similar results could be ob-

tained by correcting the measurement result using the results from a calibration certificate. 

Definition
of the metre

NPL surface topography primary standards

Major calibration laboratories’ surface topography standards

Working surface topography measuring instruments 

Calibrated frequency stabilised lasers

Realisation as a stabilised laser wavelength
National Primary Standard
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A meaningful measurement result can be presented without adjustment, but it has to have 

an associated uncertainty. 

The definition of calibration, which is “operation that, under specified conditions, in a first 

step, establishes a relation between the quantity values with measurement uncertainties 

provided by measurement standards and corresponding indications with associated meas-

urement uncertainties and, in a second step, uses this information to establish a relation for 

obtaining a measurement result from an indication”, is a two stage process (BIPM 2008c 

(2012)). The first stage consists of instrument calibration and the second stage involves 

finding the relationship between the instrument calibration results and the measurement 

results. The aim of the calibration process is to have a measurement result with an associat-

ed measurement uncertainty. 

1.4 Areal traceability 

The work in this thesis will contribute to the provision of a traceable infrastructure to allow 

modern manufacturing industry to be able to benefit from the ability to control surfaces in 

three dimensions. 

The main theme of the project is the practical realisation of measurement traceability 

through the development of an areal primary instrument, and through surface characterisa-

tion using this instrument. This work will contribute to a more complete understanding of 

areal surface texture. 

The project delivers methodologies for using the primary instrument to calibrate areal ma-

terial measurement standards used as standard transfer artefacts. Moreover, the project es-

tablishes the process of transferring this traceability to industrial users of stylus and optical 

instruments according to the guidelines of the relevant ISO documents. The output of the 

project will improve the understanding of surface characterisation that is required by manu-

facturing industry when measuring areal surface texture. 
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Currently, areal traceability is partially inferred from the measurement of standard material 

measures that are generally calibrated by profile measuring instruments. Whilst profile 

traceability may be adequate in some circumstances, a complete traceability route for areal 

surface texture measurements requires the following elements: 

 Material measures for calibrating areal surface texture measuring instruments. 

 A primary areal surface texture measuring instrument that can measure a surface 

(within a pre-determined spatial bandwidth) with traceability of its axes to the defi-

nition of the metre. 

 Software measurement standards for calculating areal surface texture parameters. 

 Methods for calculating uncertainties associated with areal surface texture measur-

ing instruments and surface texture parameters. 

 International comparisons of areal surface texture measurements. 

 Good practice guides for calibrating areal surface texture measuring instruments. 

Note that not long after the development of profile reference software (Bui et al. 2004, Jung 

et al. 2004, Blunt et al. 2008), areal reference software was made available for testing the 

calculation algorithms of the areal surface texture parameters used in commercial applica-

tions (Harris et al. 2012a). Bui and Vorburger (2007) also developed independent software 

for the calculation of areal surface texture parameters. The results of a comparison with a 

few commercially available software packages were encouraging, as the majority of the 

software packages seem to agree, at least on amplitude parameters (Harris et al. 2012b). 

The elements required for a complete traceability route for areal surface texture measure-

ments and their relationships are presented in figure 1.7. 
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Figure 1.7 Traceability route for areal surface texture 

measuring instruments 

1.5 Aims of the thesis 

To address the first requirement in the above list, the National Physical Laboratory (NPL) 

has developed a primary areal surface texture measuring instrument. The NPL Areal In-

strument is a contact stylus instrument that measures the motion of a stylus tip using laser 

interferometers. The interferometers are mounted on three mutually orthogonal axes moni-

toring the position of the stylus tip relative to the sample surface, providing areal measure-

ments traceable to the definition of the metre. 

i The first aim of this thesis is to demonstrate that the NPL Areal Instrument has the 

attributes of a traceable surface texture measuring instrument, which requires the devel-

opment of a model of the measurement system that faithfully represents the behaviour of 

instrument. 

Although the design and build of the NPL Areal Instrument were not part of this thesis, the 

work on the instrument characterisation and on the measurement model led to adjustments 

of the design of the instrument. At the start of the project, the design of the z metrology of 
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the instrument employed an interferometer mounted in an arrangement that required de-

flections of the measurement and reference beams. Due to the design of the probe (see sec-

tion 2.2) the deflection of the beams did not allow optimal strength of the optical interfero-

metric signal. The mounting of the z interferometer had to be changed from the initial hori-

zontal position to a vertical position as shown in figure 2.2. As a result, with the NPL Areal 

Instrument adequate measurement results were obtained. A detailed description of the in-

strument in the final design and its uncertainty model are presented in chapter 2. 

ii The second aim of the thesis was to establish the process of transferring areal trace-

ability to industrial users of stylus and optical instruments according to the guidelines of the 

relevant ISO documents. Basic instrument traceability is achieved by calibrating the axes of 

operation of the instrument or the instrument scales. According to ISO 25178 part 601 

(2010), the instrument scales of an areal topography measuring instrument should be 

aligned to the axes of a right handed Cartesian co-ordinate system (note that part 601 is for 

stylus instruments, but the co-ordinate system will be the same for optical instruments). 

Practically the scales are realised by various components that are part of the metrological 

loop of the instrument such that the areal map of a surface is made up of a set of points 

measured along the three orthogonal axes. 

Some of the instrument components provide a reference surface with respect to which the 

instrument measures surface topography and other components provide the vertical axis of 

the instrument. So the quality and the mutual position of these components influence the 

quality of areal topography measurements. Areal measurements are also affected by other 

factors (quantities) such as ambient temperature, mechanical and electrical noise, the quali-

ty and type of the components of the instrument, the mathematical algorithms that are used 

to process the height information and so on. All these factors are known as influence factors 

(ISO/FDIS 25178- 603 2012). Hence, to estimate the effect of the influence factors on the 

measurement uncertainty, a meaningful measurement model that links the influence factors 

to the length measurements along the instrument scales is required. 
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At the outset of the project it was identified that the traceability to the industrial users had 

to be a simple process organised as a sequence of easy to follow, and a limited number, of 

steps. The latter requirement was set in contrast to the development of ISO standards, 

which for each type of instrument list a long number of influence parameters. It is very diffi-

cult, and at the same time unnecessary, to construct a mathematical model that isolates the 

effect of each influence factor. The influence factors approach serves well instrument devel-

opers that are required to improve their systems, and it can be used in places such as na-

tional measurement institutes and similar organisations to build complex measurement un-

certainty budgets, but it is not easy to implement on the shop floor. Hence, a major task that 

had to be undertaken was to convince relevant ISO committee that the benefits of the influ-

ence factor approach is only good for in depth understanding of the measuring instrumenta-

tion; however when constructing an uncertainty budget there is an easier alternative that 

can be used in practice. 

Instead of a measurement model based on the influence factors, a simple input–output 

measurement model that is based on a limited number of measurable input quantities can 

be used. The input quantities are called metrological characteristics and they have been in-

troduced to the ISO TC 213 WG 16. As a result, metrological characteristics are now included 

in ISO/CD 25178-600 (2012) and are listed in table 1.2.  

Table 1.2 Metrological characteristics 

Metrological 
characteristics 

Symbol Error along 

Amplification coefficient αx, αy, αz x, y, z 

Linearity lx, ly, lz x, y, z 

Flatness deviation FLT-Z z 

Measurement noise Nm z 

Lateral period limit Dlim z 

Perpendicularity PER x, y, z 
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The metrological characteristics incorporate the effect of the influence factors and, more 

importantly, they can be measured, usually with the aid of material measures. 

With the metrological characteristics in place, calibration of the instrument scales consists 

of measuring the metrological characteristics of the instrument. Some of the metrological 

characteristics can be affected by the size of the primary extracted surface and the sampling 

distance, i.e. the spatial measurement bandwidth. Along with the measurement bandwidth, 

all other calibration conditions should be set in such a manner that all measurement condi-

tions are replicated (as near as possible), including the environmental conditions. Some-

times, the full instrument calibration could be a very time-consuming task because it is diffi-

cult to cover all the measurement conditions in which the instrument could be used. The 

situation is further complicated due to the number of software settings that are available on 

commercial instruments. Fortunately, the often short measuring time of the optical instru-

ments and a careful design of the experiments can partially compensate for the number of 

measurements required. 

It is important to underline that the scope of this project was to find the simplest way to 

achieve traceable areal surface topography measurements, which means to establish simple 

procedures for testing the metrological characteristics. Hence, the method shown in this 

thesis of calibrating the areal instruments is not the only route to traceability, but it was 

found to be relatively simple to apply in practice. 

1.6 Thesis layout 

As mentioned in the previous section, the design and the measurement uncertainty model of 

the NPL Areal Instrument is described in chapter 2. 

ISO/DIS 25178-70 (2012) defines several material measurement standards that can be used 

to calibrate areal surface texture measuring instruments. Chapter 3 reviews these material 

measurement standards and also presents the NPL past and present research, and develop-
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ment work aimed at producing a commercially-viable set of artefacts that can be used to cal-

ibrate areal surface topography measuring instruments. 

Methods for calculating uncertainties associated with areal surface texture measuring in-

struments and surface texture parameters were developed for three instruments, a contact 

stylus and two optical instruments, which are described in detail in chapter 4. The calibra-

tion on the instruments in based on the measurement of their metrological characteristics: 

tests for measurement noise and residual flatness are presented in chapter 5; amplification, 

linearity and squareness of the axis are treated in chapter 6; and lateral resolution is dis-

cussed in chapter 7. Also, example methods for calculating areal texture parameters are pre-

sented in chapter 8. Chapter 9 presents the thesis conclusions and aspects of future work. 
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2 The	NPL	Areal	Instrument	

Profile	traceability	is	readily	available	at	national	metrology	institutes	ሺNMIsሻ	either	in	the	

form	of	a	stylus	instrument	that	has	laser	interferometers	mounted	on	the	axis	of	operation	

ሺLeach	 2000ሻ	 in	 the	NPL	 case,	 as	 a	 combination	 of	 interferometry	 and	 a	modified	 Taylor	

Hobson	Talystep	1	at	NIST‐USA	ሺTeague	1978ሻ,	or	a	combination	of	interference	microscopy	

and	Taylor	Hobson	Nanostep	2	instrument	ሺGarratt	and	Bottomley	1990ሻ	at	PTB‐Germany	

ሺBrand	1995ሻ.	Although	 these	 instruments	 can	 achieve	 low	measuring	uncertainties,	 they	

cannot	 be	 used	 successfully	 to	 calibrate	 areal	 surface	 topography	measuring	 instruments.	

Therefore,	NMIs	have	developed	primary	areal	surface	topography	measuring	instruments:	

NPL	 in	 the	 form	 of	 the	 NPL	 Areal	 Instrument	 ሺdescribed	 in	 this	 chapter	 ‐	 see	 figure	2.1,	

Leach	 2007ሻ;	 the	 LUPO	 at	 PTB	 ሺThomsen‐Schmidt	2011,	 Thomsen‐Schmidt	 and	 Krüger‐

Sehm	 2008ሻ	with	 a	working	 range	 of	 50	mm	ൈ	50	mmൈ	100	μm	 and	 an	 associated	meas‐

urement	uncertainty	of	10	nm	ሺk	ൌ	2ሻ	in	the	z	direction;	and	a	ultra	high	precision	coordi‐

nate	 measuring	 machine	 at	 LNE	 ሺLahousse	 et	 al.	 2005ሻ	 with	 a	 working	 range	 of	

300	mm	ൈ	300	mm	ൈ	50	μm	 and	 an	 associated	measurement	 uncertainty	 of	 2	nm	 in	 the	 z	

direction.	

	
Figure	2.1	The	NPL	Areal	Instrument	
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In	 the	 next	 section	 of	 this	 chapter	 the	 overall	 design	 of	 the	 NPL	 Areal	 Instrument	 is	 de‐

scribed.	Sections	2.2	and	2.3	depict	the	xy	translation	stage	and	the	probing	system,	respec‐

tively,	followed	by	a	detailed	description	of	the	xy	metrology	in	section	2.4	and	of	the	z	me‐

trology	in	section	2.5.	The	development	of	the	measurement	model	is	presented	in	section	

2.6	and	the	uncertainty	associated	with	the	co‐ordinate	measurement	of	 the	 instrument	 is	

calculated	in	section	2.7.	The	conclusions	of	this	chapter	are	presented	in	section	2.8.	

2.1 Overall	design	

The	NPL	Areal	Instrument	is	designed	to	perform	traceable	3D	measurement	of	surface	tex‐

ture	using	a	contact	stylus,	the	position	of	which	is	monitored	by	laser	interferometry.	The	

instrument	monitors	the	relative	movement	of	a	vertically	mounted	stylus	that	 is	 in	direct	

contact	with	 the	surface	of	a	sample.	A	 translation	stage	moves	the	sample	 in	a	nominally	

horizontal	plane.	As	the	stage	moves	at	constant	speed,	three	linear,	and	two	angular	laser	

interferometers	measure	the	stage	and	stylus	position	in	three	mutually	orthogonal	axes.	A	

schema	of	the	NPL	Areal	Instrument	is	presented	in	figure	2.2.	

	
Figure	2.2	CAD	model	of	the	NPL	Areal	Instrument	
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The	instrument	comprises	a	large	granite	base	ሺfigure	2.2‐aሻ	that	supports	the	structure	of	

the	 instrument,	 a	 coplanar	 air‐bearing	 translation	 stage	 ሺfigure	2.2‐bሻ,	 a	 steel	 structural	

frame	 ሺfigure	2.2‐cሻ,	 and	 ancillary	 equipment	 for	 automation	 and	 environmental	monitor‐

ing.	 The	 granite	 base	 is	 mounted	 on	 a	 passive	 vibration	 isolation	 table,	 which	 is	 in	 turn	

mounted	on	four	pneumatic	legs.	The	structural	frame	is	bolted	onto	the	granite	table	above	

the	coplanar	translation	stage	that	itself	is	rigidly	attached	to	the	granite	base.	

The	coplanar	translation	stage	supports	a	sample	holder	and	a	Zerodur	mirror	block	in	the	

form	of	a	rectangular	parallelepiped.	The	sample	holder	is	height	adjustable	and	is	made	of	

Zerodur	spacers	having	different	thicknesses,	allowing	for	coarse	adjustment	of	the	sample	

height.	 The	 spacers	 are	placed	on	 an	 Invar	height	 translation	 stage	providing	 finer	height	

increments.	The	Zerodur	mirror	block	provides	the	reference	surface	for	the	z	axis	interfer‐

ometer	ሺsee	figure	2.2‐eሻ	and	the	measurement	surfaces	for	the	x	and	y	axis	interferometers.	

The	mirror	 block	 thus	 establishes	 the	 squareness	 of	 the	 co‐ordinate	 system.	The	 Zerodur	

block	 is	 hollow	with	 two	 sides	 removed	 ሺfigure	2.3ሻ.	 The	 sample,	 height	 translation	 stage	

and	Zerodur	spacers	are	mounted	inside	the	Zerodur	block.	The	outward	facing	sides	of	the	

Zerodur	block	are	polished	and	aluminised.	

	
Figure	2.3	The	Zerodur	mirror	block	
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The	squareness	of	the	Zerodur	block	was	measured	using	a	Moore	1440	precision	index	and	

a	traceable	autocollimator.	The	mirrors	were	measured	to	be	at	right	angles	to	each	other	to	

within	 0.2	seconds	 of	 arc.	 The	 expanded	 uncertainty	 associated	 with	 the	 angle	 measure‐

ments	did	not	exceed	0.1	seconds	of	arc	ሺk	ൌ	2ሻ.	

The	probing	system	ሺfigure	2.2‐dሻ	is	kinematically	mounted	on	to	the	steel	structural	frame	

and	can	be	retracted	when	a	sample	is	mounted	ሺfigure	2.4ሻ.	

The	z	axis	interferometer	is	mounted	on	top	of	the	structural	frame,	above	the	probing	sys‐

tem,	and	the	x	and	y	axis	interferometers	ሺeach	interferometer	block	is	column	referenced,	

and	contains	a	 linear	and	an	angular	measuring	systemሻ	are	bolted	on	to	the	underside	of	

the	structural	 frame	ሺfigure	2.5ሻ.	The	z	axis	 interferometer	reference	 is	obtained	 from	the	

top	of	the	Zerodur	mirror	block.	Since	the	sample	is	situated	below	the	z	axis	reference	mir‐

ror,	 the	probe	access	to	the	sample	 is	 through	a	hole	 in	the	z	axis	reference	mirror,	which	

limits	the	movement	in	the	x	and	y	directions	to	approximately	8	mm	by	8	mm.	

	
Figure	2.4	Cross‐sectional	representation	of	the	probing	

system	and	its	mounting	

The	 x	 and	 y	 axis	 interferometers	 are	 referenced	 from	 two	 further	mirrors	 orthogonal	 to	

each	other	 and	mounted	on	 to	 the	nominally	 stationary	probing	 system	body.	Monitoring	

the	position	of	the	stylus	tip	and	translation	stage	using	laser	interferometers	provides	the	

measurement	traceability	in	each	axis	via	the	stabilised	wavelength	of	the	source	laser.	
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Figure	2.5	Schematic	of	the	setup	of	the	interferometers	

and	sample	the	mount	

2.2 xy	translation	stage	

The	coplanar	air‐bearing	translation	stage	ሺABL9000ሻ	was	designed	and	manufactured	for	

this	application	by	Aerotech.	The	stage	comprises	two	nominally	orthogonal	linear	position‐

ing	stages.	The	first	linear	stage	is	aligned	to	travel	in	a	horizontal	plane	along	the	system’s	y	

direction	and	the	second	linear	stage	moves	in	a	horizontal	plane	along	the	x	direction.	

The	working	area	of	 the	 xy	 stage	 is	 approximately	100	mm	by	100	mm	and	 the	 stage	has	

speeds	ranging	from	0.1	mm	s‐1	up	to	25	mm	s‐1.	The	specified	stage	positioning	resolution	is	

1	nm.	 The	 load	 is	 floated	 using	 an	 air	 supply	 pressure	 of	 approximately	410	kPa	 and	 the	

stage	is	vacuum	preloaded.	The	xy	stage	is	positioned	by	a	closed‐loop	servo‐control	system	

that	uses	linear	encoders.	
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Figure	2.6	A	typical	Aerotech	air	bearing	translation	stage	

model	ABL9000	

Ideally,	the	xy	metrology	system	should	record	points	on	a	perfect	rectangular	grid,	translat‐

ing	one	stage	ሺsay	the	x	axis	stageሻ	from	a	start	position	to	an	end	position	in	one	continuous	

movement	 ሺa	perfect	grid	simply	makes	 the	data	analysis	easierሻ.	The	y	axis	 stage	 is	 then	

stepped	by	a	fixed	amount	and	a	further	x	axis	scan	is	taken,	thus	building	up	an	area	map	in	

a	raster	fashion.	Using	external	interferometers	for	metrology,	the	positional	repeatability	is	

not	 important,	 but	 it	 is	 preferable	 as	 it	 reduces	 the	number	 of	 subsequent	movements	 to	

reach	a	desired	position	and	permits	for	error	compensation	ሺForbes	and	Leach	2005ሻ.	The	

straightness,	xty	ሺthe	deviation	from	the	true	line	of	travel	perpendicular	to	the	direction	of	

travel	in	the	horizontal	planeሻ	and	flatness,	xtz	ሺvertical	straightnessሻ	were	found	to	be	bet‐

ter	than	0.2	μm	over	the	stage	working	range,	which	represents	a	tenth	of	a	standard	stylus	

radius	 of	 2	μm.	 More	 importantly,	 the	 stage	 straightness	 and	 flatness	 repeatability	 were	

found	 to	 be	 less	 than	 10	nm.	 These	 errors	 do	 not	 affect	 the	 Areal	 Instrument	 point	 co‐

ordinate	measurement.	The	 straightness	and	 flatness	errors	generate	unequal	 spacing	be‐

tween	the	grid’s	points	that	could	create	problems	in	the	calculation	of	the	surface	texture	

parameters.	
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The	errors	in	roll	and	pitch	angles	ሺrotations	around	the	x	and	y	axesሻ	were	found	to	be	bet‐

ter	than	0.2	seconds	of	arc	over	the	stage	working	range	ሺ0.01	nm	error	for	8	mm	of	travelሻ.	

Although	the	constraints	imposed	on	the	yaw	angle	were	not	so	tight,	the	system	does	not	

rotate	by	more	than	1	second	of	arc	around	its	z	axis	ሺ0.3	nm	error	for	8	mm	of	travelሻ.	

The	measurement	results	of	 the	straightness,	 flatness,	roll,	pitch	and	yaw	errors	of	 the	air	

bearing	stage	provided	by	the	stage	manufacturer	are	presented	in	appendix	1.	

2.3 Probing	system	

The	 instrument	 is	 required	 to	operate	over	 a	minimum	vertical	 range	of	 0.1	mm	and	was	

designed	to	be	capable	of	maintaining	a	constant	contact	force	ሺof	approximately	0.1	mN	–	

optimal	for	surface	texture	measurements	employing	a	2	μm	stylus	tip	radius	–	see	section	

4.2ሻ	throughout	its	vertical	range.	The	instrument	uses	an	air‐bearing	slideway	and	a	mag‐

netic	device	ሺBayliss	et	al.	2006ሻ	for	balancing	the	probing	system	static	load	acting	on	the	

surface,	and	for	applying	the	appropriate	force	to	maintain	permanent	contact	between	the	

stylus	and	the	surface.	

The	fixed	part	of	the	probing	system,	containing	the	outer	cylinder	of	the	air‐bearing	and	the	

electromagnetic	coils,	is	kinematically	located	on	top	of	the	metrology	frame.	This	kinematic	

arrangement	 also	 allows	 for	 fine	 adjustments	 of	 the	 xy	 interferometer	 reference	mirrors.	

The	moving	element	of	 the	probing	system	is	 floated	by	the	air‐bearing	that	also	acts	as	a	

linear	 guide,	 and	 by	 the	 electromagnetic	 device	 controlling	 the	 static	 probing	 force,	 as	

shown	in	figure	2.7.	

The	 probe	 ሺsee	 figure	2.7	 and	 figure	 2.8ሻ	 consists	 of	 a	 conventional	 diamond	 stylus	

ሺfigure	2.7aሻ	attached	to	one	end	of	a	Zerodur	rod	ሺfigure	2.7bሻ	that	is	polished	and	alumin‐

ium	coated	at	the	opposite	end	ሺforming	a	mirror	‐	figure	2.7cሻ.	The	rod	is	coaxially	mounted	

inside	a	hollow	cylinder	ሺfigure	2.7dሻ	that	forms	the	air‐bearing’s	piston.	One	end	of	the	pis‐

ton	has	a	rectangular	cross‐section	ሺfigure	2.7e	and	see	belowሻ	that	acts	as	a	stop	when	the	



Chapter	2	
The	NPL	Areal	Instrument	

Page	38	

probing	system	is	lifted	up	and	acts	as	an	anti‐twisting	device.	The	probing	system’s	moving	

piston	also	consists	of	a	hollow	cylinder	ሺfigure	2.7fሻ	that	acts	as	a	spacer	for	a	toroidal	per‐

manent	magnet	ሺfigure	2.7gሻ	that	is	part	of	the	electromagnetic	force	control,	and	an	aspher‐

ic	lens	ሺfigure	2.7hሻ,	part	of	the	z	axis	interferometer.	

 

	
Figure	2.7	Cross‐sectional	representation	of	the	probing	
system,	where:	a)	conventional	diamond	stylus,	b)	Zero‐
dur	rod,	c)	mirror,	d)	air	bearing	piston,	e)	end	of	the	air	
bearing	piston	(part	of	the	anti‐twisting	device),	f)	spacer,	
g)	toroidal	permanent	magnet,	h)	aspheric	lens,	i)	air	

bearing,	j)	anti‐twisting	device,	k)	coaxial	coils,	and	l)	heat	
exchanger	

	
Figure	2.8	The	probe,	showing	a	conventional	diamond	

stylus	and	Zerodur	rod	

The	 air‐bearing	was	 developed	 by	 Fluid	 Film	Devices	 and	 has	 two	 components.	 The	 first	

component	 is	 a	 piston‐cylinder	 air‐bearing	 ሺfigure	2.7iሻ	 that	 operates	 at	 a	 pressure	of	 ap‐

proximately	400	kPa	with	a	 gap	 large	enough	 to	 allow	 the	probe	 to	move	vertically	while	

providing	 enough	 angular	 stability,	 or	 stiffness,	 in	 the	 scanning	 direction	 ሺbelow	 0.5	nm	
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based	 on	 a	 stiffness	 of	 9	ൈ	103	kg/mmሻ.	 The	 second	 component	 is	 an	 anti‐twisting	 device	

ሺfigure	2.7jሻ	that	includes	two	brass	components	mounted	on	top	of	the	air‐bearing	cylinder,	

acting	on	two	lateral	parallel	faces	of	the	air‐bearing	piston	head	and	preventing	the	probe	

from	turning	around	its	vertical	axis.	The	two	brass	components	represent	the	fixed	parts	of	

a	planar	air‐bearing,	 so	 that	 the	physical	contact	between	 the	probe	and	 the	 fixed	compo‐

nent	of	the	anti‐twisting	device	is	eliminated.	

The	 electromagnetic	 device	 consists	 of	 two	 nominally	 identical	 coaxial	 coils	 ሺfigure	2.7kሻ	

with	electrical	currents	passing	in	opposite	directions.	When	the	correct	distance	separates	

the	coils,	they	exhibit	a	region	of	constant	field	gradient	near	their	mid	point	ሺsee	figure	2.9ሻ.	

The	optimal	separation	for	single	turn	coils	is	equal	to	the	coil	diameter	ሺa	Maxwell	pair	con‐

figurationሻ.	

	
Figure	2.9	Graphs	showing	the	theoretical	field	strength	
(left)	and	field	gradient	(right)	relative	to	the	distance	be‐
tween	a	permanent	magnet	and	the	physical	centre	of	a	
Maxwellpair	at	optimum	separation	(Bayliss	et	al.	2006)	

The	design	uses	multiple	turn	coils	ሺapproximately	850	turns	of	0.125	mm	diameter	enam‐

elled	copper	wireሻ	wound	on	a	ceramic	cylinder	with	an	outer	diameter	of	12	mm,	an	inner	

diameter	of	10	mm	and	a	 length	of	4	mm.	The	coil	assembly	is	capable	of	generating	suffi‐

cient	force	to	compensate	for	the	mass	of	the	probe	ሺapproximately	6	gሻ	when	a	current	of	
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0.2	A	is	applied	and	a	10.5	mm	coil	separation	is	used.	This	relatively	high	current	produces	

a	significant	amount	of	heat	that	can	directly	affect	the	coil	assembly	dimensions.	The	heat	is	

dissipated	using	a	heat	exchanger	 ሺfigure	2.7l	 and	 figure	2.10ሻ	made	 from	4	mm	diameter	

copper	tube	wrapped	around	the	electromagnetic	coil	assembly.	Water	at	ambient	tempera‐

ture	is	circulated	through	the	coil	by	a	pump	at	a	rate	of	forty	litres	per	hour.	The	coil	system	

including	the	heat	exchanger	is	mounted	on	the	fixed	part	of	the	probing	system	via	a	dry	

bearing,	allowing	for	fine	adjustments	of	the	coil	assembly	with	regards	to	the	working	posi‐

tion	of	the	probe,	or	more	precisely	to	the	position	of	the	toroidal	permanent	magnet.	

	
Figure	2.10	Cooling coil	

The	static	probing	force	was	measured	using	a	Mettler	electronic	balance	with	a	resolution	

of	0.1	mg,	corresponding	to	a	force	of	approximately	1	μN	with	the	electromagnet	coils	en‐

ergised	by	an	NPL‐designed	current	source	ሺHughes	and	Oldfield	2003ሻ	known	to	provide	a	

very	constant	and	precisely	controllable	current.	The	measurement	of	the	probing	force	was	

carried	out	whilst	the	position	of	the	toroidal	magnet	inside	the	coil	system	was	varied	by	

1	mm,	with	the	coil	current	and	relative	position	initially	applied	to	achieve	a	nominal	prob‐

ing	 force	of	0.75	mN.	The	 test	showed	that	 the	probing	 force	does	not	 fluctuate	more	 that	

20	%	from	its	nominal	value	over	the	0.1	mm	range.	
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The	probing	force	is	currently	monitored	using	a	similar	set‐up	as	described	by	Hughes	and	

Oldfield	ሺ2003ሻ.	The	physical	constraints	of	the	instrument	do	not	allow	for	precision	mass	

balance	 use.	 Instead,	 a	modified	 10	g	mass	 balance	with	 the	 resolution	 of	 0.001	g	 is	 used	

ሺsee	figure	2.11	leftሻ.	During	the	probing	force	measurements,	the	modified	mass	balance	is	

placed	inside	the	Zerodur	mirror	block	on	top	of	the	Invar	vertical	stage,	allowing	the	stylus	

tip	to	contact	the	measuring	platen	ሺsee	figure	2.11	rightሻ.	The	Invar	stage	varies	the	probe	

position	inside	the	working	range	of	the	instrument	whilst	the	nominal	probe	position	given	

by	 the	 interferometer	 and	 the	 corresponding	probe	 force,	measured	by	 the	mass	balance,	

are	recorded.	Typical	probing	forces	are	presented	in	table	2.1.	

	
Figure	2.11	Modified	mass	balance	used	to	test	the	prob‐

ing	force	

2.4 xy	metrology	frame	

The	displacement	of	the	mirror	block	in	x	and	y	directions,	thus	the	relative	position	of	the	

xy	stage,	is	determined	using	a	commercial	laser	interferometer	system	ሺZygo	ZMI2000	se‐

riesሻ	utilising	two	linear	and	angular	column	referenced	interferometers	attached	to	the	me‐

trology	frame	ሺsee	figure	2.12ሻ.	

These	two	interferometers	both	measure	the	same	angular	ሺyawሻ	degree	of	freedom	of	the	

xy	stage	to	allow	for	future	correction	of	the	geometrical	errors	ሺForbes	and	Leach	2005ሻ.	
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Table	2.1	Typical	probing	force	values	

Probe	position/	
mm	

Probing force	/ N

Run	1 Run	2 Run	3	

0.0	 0.00 0.00 0.00	

0.1	 1.09 1.08 1.03	

0.3	 0.73 0.71 0.69	

0.5	 0.74 0.71 0.70	

0.7	 0.76 0.75 0.71	

0.9	 0.75 0.72 0.70	

1.1	 0.71 0.68 0.62	

0.9	 0.75 0.72 0.65	

0.7	 0.76 0.73 0.69	

0.5	 0.72 0.69 0.66	

0.3	 0.71 0.69 0.64	

0.1	 1.12 1.08 0.98	

0.0	 0.00 ‐0.04 ‐0.07	

	

	
Figure	2.12	Schema	of	the	integrated	displacement/angle	

interferometer	ZMI2000	series	(Zygo	1993)	
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The	helium‐neon	 frequency‐stabilised	 laser	used	 for	 the	x	and	y	axis	 interferometers	pro‐

duces	 a	 beam	with	 two	 components	 that	 are	 collinear,	 orthogonally	 polarised	 and	with	 a	

heterodyne	difference	in	frequencies	of	20	MHz.	The	laser	beam	is	split	in	two	using	a	50/50	

beam‐splitter.	The	resulting	laser	beams	are	redirected	to	the	input	apertures	of	the	x	and	y	

axis	interferometers	by	means	of	plane	mirrors	ሺsee	figure	2.13	for	interferometers	layoutሻ.	

The	thermal	effects	of	the	interferometers’	receiver	electronics	are	eliminated	because	the	

light	output	is	transmitted	to	the	electronics	via	optical	fibre.	

	
Figure	2.13	Interferometers	layout	(taken	and	modified	

from	Forbes	and	Leach	(2008))	

The	resolution	of	the	x	and	y	axis	interferometers	is	0.3	nm,	while	the	angular	measurement	

range	is	േ	150	seconds	of	arc	ሺ250	mm	away	from	the	interferometerሻ,	with	a	resolution	of	

0.02	seconds	of	 arc.	The	design	of	 the	 column	referenced	 interferometer	 ሺsee	 figure	2.14ሻ	
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allows	 the	positioning	 of	 the	 reference	mirror	 to	be	user‐defined,	which	 leads	 to	 reduced	

dead‐path	errors	ሺsee	ω	 in	 figure	2.15ሻ,	 thus	the	magnitude	of	 the	dead‐path	effect	on	the	

laser	measurement	 can	 be	 decreased.	 Provided	 the	measurements	 are	 always	 referenced	

from	the	same	initial	position,	the	dead‐path	was	estimated	to	be	25	mm	േ	0.6	mm	ሺk	ൌ	1ሻ.	

	
Figure	2.14	Schematic	of	the	x	and	y	interferometer	design	

(Zygo	1993)	

The	instrument	setup	minimises	the	Abbe	offsets	by	ensuring	that	the	x	and	y	axis	interfer‐

ometers	are	mounted	in	such	a	way	that	their	displacement	measuring	arm	is	nominally	col‐

linear	with	the	probing	system.	If	 the	interferometer	beams	are	pointed	in	a	direction,	say	

for	 instance	 in	 the	 x	 direction,	 the	 Abbe	 offsets	 in	 the	 y	 direction	 are	 estimated	 to	 be	

1	mm	േ	0.6	mm	ሺk	ൌ	1ሻ,	and	in	the	z	direction,	5	mm	േ	0.6	mm	ሺk	ൌ	1ሻ.	

As	 the	 room	 temperature	 is	 controlled	 to	 20	°C	േ	0.1	°C,	 the	 metrology	 frame	 thermo‐

mechanics	have	only	secondary	effects	in	estimating	the	Abbe	errors.	However,	the	effect	of	

the	 frame	 thermo‐mechanics	 along	 the	measuring	 direction	 is	 illustrated	 schematically	 in	
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figure	2.15.	The	solid	lines	represent	the	system	at	a	particular	temperature	ሺt0ሻ	and	the	dot‐

ted	 lines	correspond	to	the	system	at	t0	൅	t,	where	t	 is	a	small	 temperature	variation	of	

the	system.	The	upper	horizontal	line,	starting	from	point	A,	is	the	reference	beam	path	and	

the	 lower	horizontal	 line,	 starting	 from	point	B,	 is	 the	measuring	beam	path.	The	probing	

system	at	t0,	represented	by	the	right	most	solid	vertical	line,	moves	naturally	to	a	position	

along	the	measuring	direction,	represented	by	the	right	most	doted‐vertical	 line,	when	the	

system	changes	its	temperature	by	t.	

	
Figure	2.15	Errors	caused	by	metrology	frame	thermo‐

mechanics	

If	 the	 base	 of	 the	metrology	 frame	 is	 not	made	 of	 similar	material	 to	 the	 upper	 part,	 the	

point	of	contact	between	the	probe	and	the	sample	moves	by	x	relative	to	the	initial	con‐

tact	point.	Since	the	interferometer	will	record	the	relative	change	between	the	measuring	

mirror	and	the	reference	mirror	along	the	measuring	path,	xmeasured,	the	error	will	be:	

ݔ߂ െ ௠௘௔௦௨௥௘ௗݔ߂ ൌ ݐ߂ଵߙ߱ ൅ ଵߙሺݎ െ ,ݐ߂ଶሻߙ 2.1

where		is	the	dead‐path	length	at	t0,	r	is	the	distance	between	the	reference	mirror	and	the	

probing	system	at	t0,	and	1	and	2	are	the	linear	thermal	expansion	coefficients	for	the	up‐
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per	part	of	the	metrology	frame	ሺsteelሻ	and	for	its	lower	part	ሺgraniteሻ	respectively.	Consid‐

ering		ൌ	25	mm,	 r	ൌ	30	mm,	1	ൌ	11.5	‐	5	K2	ൌ	4	ൈ	10‐6	KKaye	 and	 Laby	 1995	 and	

t	ൌ	0.05	°C	ሺappropriate	value	for	a	two	hour	scan	using	the	NPL	Areal	Instrumentሻ,	an	er‐

ror	of	4	nm	is	found	along	the	measuring	direction.	

A	further	geometric	error	is	due	to	the	laser	misalignment.	The	interferometers	have	been	

aligned	with	deviations	 from	the	mirror	surface	normal	smaller	 than	thirty	seconds	of	arc	

ሺmanufacturer’s	 specificationሻ.	This	 translates	 to	a	 cosine	error	of	 less	 than	0.11	nm	 for	a	

maximum	measured	length	of	10	mm.	

The	above‐mentioned	errors	are	mainly	caused	by	the	interaction	between	the	laser	inter‐

ferometer	 and	 instrument	 geometry.	 The	 intrinsic	 properties	 of	 the	 laser	 interferometers	

generate	a	different	set	of	errors.	The	influence	quantities	that	generate	these	errors	can	be	

split	into	three	categories,	depending	on	which	component	of	the	laser	interferometer	is	the	

error	 source:	 laser	 source,	 interferometer	 characteristics	 and	 detection	 system	 ሺLeach	

1999ሻ.	

Laser	 source	 influence	 quantities	 include	 short	 and	 long‐term	 calibration	 of	 the	 laser	 fre‐

quency,	frequency	stability,	intensity	stability,	beam	characteristics	and	polarisation.	While	

the	contribution	of	the	laser	short	and	long‐term	stability	and	its	 frequency	stability	could	

be	estimated	using	data	provided	by	calibration	certificates,	the	contribution	of	the	remain‐

ing	influence	quantities	is	difficult	to	predict	theoretically.	The	uncertainty	associated	with	

the	frequency	stability	of	the	laser	is	estimated	to	be	ten	parts	per	billion	of	the	measured	

length	 ሺ10‐8	L	where	 L	 is	 the	measured	 length	 in	metresሻ	 at	 k	ൌ	1.	 The	 intensity	 stability,	

beam	characteristics	and	polarisation	will	have	an	effect	on	the	instrument	noise,	therefore,	

their	contribution	will	be	determined	during	the	instrument	noise	tests.	

The	 interferometer	 influence	 quantities	 include	 the	 effects	 of	 collimation/obliquity,	 the	

quality	of	 the	optical	 components,	 stray	beams,	diffraction,	 air	 refractive	 index,	dead‐path	

error,	 air	 turbulence	 and	 interferometer	 resolution.	 Collimation	 and	 obliquity	 effects,	 dif‐
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fraction	effects	and	air	turbulence	effects	will	add	to	the	instrument	noise.	The	uncertainty	

associated	with	the	quality	of	 the	optical	components	and	the	stray	beams	was	previously	

calculated	for	a	similar	interferometer	to	be	0.23	nm	ሺk	ൌ	1ሻ	ሺLeach	1999ሻ.	The	diffraction	

effects	have	sub‐picometre	magnitude	thus	they	can	be	neglected.	The	uncertainty	associat‐

ed	with	 the	 air	 refractive	 index	 is	 of	 the	 order	 of	 fifty	 parts	 per	 billion	 of	 the	measured	

length	 ሺ5	ൈ	10‐8	L,	 k	ൌ	1ሻ,	 including	 contributions	 from	 the	 Edlén	 equation	 ሺBirch	 and	

Downs	1994ሻ,	vacuum	wavelength,	pressure,	temperature,	humidity	and	levels	of	carbon	di‐

oxide.	 The	 dead‐path	 contribution	 to	 the	measurement	 uncertainty	 is	 0.4	nm	 ሺk	ൌ	1ሻ.	 The	

detection	system	contributes	to	the	instrument	noise.	The	laser	interferometer	resolution	is	

0.3	nm.	

The	 instrument	 noise	 tests	 ሺ3000	 points	 sampled	 at	 frequencies	 ranging	 from	 10	Hz	 to	

1	kHzሻ	 showed	 that	 in	 static	mode	 ሺwhen	 the	 stage	was	kept	 at	 a	particular	 locationሻ	 the	

standard	deviation	did	not	exceed	5	nm,	and	in	dynamic	mode	ሺwhen	the	stage	was	moved	

along	x	directionሻ	the	standard	deviation	was	less	than	8	nm.	The	latter	noise	tests	include	

the	mirror	geometry.	

Summarising,	 the	uncertainty	 associated	with	 the	 laser	 interferometer	measurements,	 ex‐

cluding	 the	 random	 effects	 and	 geometrical	 influence	 quantities,	 is	 0.7	nm	 ሺk	ൌ	1ሻ	 for	 a	

10	mm	displacement	of	the	stage	in	one	direction.	

2.5 z	metrology	frame	

The	displacement	in	z	direction	of	the	probe	in	response	to	the	surface	topography	is	meas‐

ured	by	a	differential	plane	mirror	interferometer	ሺsee	figure	2.16ሻ	ሺDowns	et	al.	1995ሻ.	The	

incident	 laser	 beam	 is	 divided	 into	 two	 parallel	 components	 using	 a	 Jamin	 beam‐splitter	

ሺRaine	and	Downs	1978ሻ.	Further	polarisation	optics,	namely	a	polarising	beam‐splitter	and	

a	retro‐reflector	produce	a	plane	mirror	interferometer.	The	aspheric	lens	focuses	the	inter‐

ferometer	measuring	beams	onto	the	mirror	on	the	upper	end	of	the	Zerodur	rod.	The	inter‐

ferometer	is	referenced	from	a	plane	mirror	mounted	on	the	xy	stage	above	the	sample.	The	
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beams	are	transmitted	back	to	the	Jamin	beam‐splitter	after	a	double	passage	through	the	

wave	plate.	The	coatings	applied	on	the	Jamin	beam‐splitter	allow	the	beams	to	recombine	

in	 such	way	 that	 the	 two	photo‐detectors	 capture	 signals	 in	phase	quadrature	 ሺRaine	and	

Downs	1978ሻ.	

	
Figure	2.16	Schematic	of	the	z	axis	differential	plane	mir‐

ror	interferometer	

The	 main	 advantage	 of	 this	 configuration	 of	 interferometer	 is	 that	 only	 the	 relative	 dis‐

placement	between	the	reference	and	measuring	mirror	is	recorded,	so	the	thermal	and	me‐

chanical	instabilities	of	the	metrology	frame	are	minimised,	although	the	effect	of	the	spac‐



Development	of	a	traceability	route	for	areal	surface	texture	measurements	
Claudiu	L.	Giusca	

Page	49	

ers	and	rising	stage	 is	not	removed.	The	differential	plane	mirror	 interferometer	has	been	

shown	to	have	sub‐nanometric	measurement	capabilities	ሺYacoot	and	Downs	2000ሻ.		
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Figure	2.17	z	axis	interferometer	noise	test	using	a	plane	

mirror	

Figure	2.17	shows	the	level	of	noise	of	the	interferometer	reading	when	both	sets	of	beams	

ሺmeasurement	and	reference	respectivelyሻ	target	the	same	plane	mirror.	The	standard	de‐

viation	is	0.17	nm.	The	z	axis	interferometer	noise	is	increased	by	the	air‐bearing	flow	that	

crosses	the	beam	paths	and	by	instabilities	in	the	electromagnetic	system	ሺsee	figure	2.18ሻ.	

The	 z	 axis	 interferometer	 optics,	 including	 the	 laser	 source,	 are	 bolted	 onto	 a	 rigid	metal	

plate	 and	mounted	 vertically	 on	 the	metrology	 frame	 using	 a	 similar	 kinematic	mount	 to	

that	used	 for	 the	probing	system.	This	arrangement	allows	 the	orientation	of	 the	 interfer‐

ometer	 to	be	varied	with	respect	 to	 the	reference	mirror	 located	on	 the	 translation	stage.	

The	 interferometer	can	also	 translate	 in	 the	horizontal	plane,	which	allows	 location	of	 the	

probe	optics.	

As	the	z	axis	interferometer	is	nominally	in	line	with	the	probe	axis,	the	Abbe	errors	are	giv‐

en	by	the	position	of	the	tip‐sample	contact	point	with	respect	to	the	probe	vertical	axis.	The	

locus	of	 contact	 points	between	 the	probe	 and	 the	 sample	 is	 the	 surface	 of	 the	 stylus	 tip,	

consequently	the	maximum	Abbe	error	is	equal	to	the	radius	of	the	stylus	tip.	
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Figure	2.18	Static	noise	tests	
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The	design	of	 the	 instrument	 allows	 for	 the	 z	 axis	 interferometer	measuring	mirror	 to	be	

positioned	approximately	at	the	same	level	as	the	z	axis	reference	mirror	plane,	leading	to	a	

reduced	dead‐path	length.	The	dead‐path	is	no	more	than	1	mm.	

Although	the	thermo‐mechanical	errors	could	be	significant	in	displacement	measurements,	

they	will	only	affect	the	measured	waviness	of	the	surface.	For	a	silicon	wafer	that	is	1	mm	

thick,	the	thermo‐mechanical	error	caused	by	a	temperature	variation	of	t	ൌ	0.05	°C	is	ap‐

proximately	3	nm,	whereas	for	a	steel	sample	that	is	20	mm	thick	the	error	is	increased	to	

approximately	11	nm.	However,	waviness	 is	eliminated	by	 the	post	measurement	 filtering	

process,	 thus	 this	 contribution	 to	 the	 uncertainty	 is	 not	 included	when	 assessing	 surface	

roughness.		

The	 cosine	 errors	 in	 the	 z	 axis	 are	 negligible	 because	 the	 z	 axis	 interferometer	measures	

small	distances.	A	deviation	as	large	as	30	seconds	of	arc	of	the	laser	beams’	direction	from	

the	mirror	normal	does	not	generate	an	error	larger	than	1	pm	over	the	full	z	axis	range.	

The	 influence	 of	 the	 laser	 interferometer	 intrinsic	 properties	 on	 the	 displacement	 meas‐

urements	discussed	 in	 this	 section	above,	 are	 also	applicable	 to	 the	 z	 axis	 interferometer.	

The	only	major	difference	between	the	interferometers	is	the	choice	of	the	laser	source.	The	

z	axis	 laser	 is	not	 frequency	stabilised.	The	uncertainty	contribution	associated	with	 laser	

short	and	long‐term	frequency	calibration,	and	its	frequency	stability	is	estimated	to	be	ap‐

proximately	one	part	per	million	of	the	measured	length	ሺ10‐5	L,	for	k	ൌ	1ሻ.	Despite	the	rela‐

tive	 increase	of	 the	 latter	 contribution,	 its	 absolute	 value	 remains	 small,	 as	 the	maximum	

measured	 length	 in	 the	 z	 direction	 is	 approximately	 0.1	mm.	 The	 uncertainty	 associated	

with	 the	 z	 axis	 laser	 interferometer	measurements	 is	 estimated	 to	 be	0.56	nm	 ሺk	ൌ	1ሻ	 ex‐

cluding	the	random	effects,	geometrical	influence	quantities	and	the	dead‐path	contribution	

that	is	compensated	for	by	filtering.	

The	standard	deviation	of	the	noise	during	static	tests	was	found	to	be	0.8	nm,	whereas	the	

dynamic	noise	tests	revealed	that	the	standard	deviation	was	no	greater	than	1.5	nm.	
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2.6 Measurement	model	

The	 formulation	of	 the	NPL	Areal	 Instrument	measurement	model	 involves	 an	analysis	of	

the	measurement	system,	 i.e.	 an	analysis	of	 the	 interaction	between	 the	 instrument’s	 sub‐

systems	that	were	presented	in	the	previous	section.	A	description	of	the	instrument	func‐

tionality	is	required	to	establish	the	correct	measurement	model.	

With	reference	to	figure	2.19,	the	xy	stage	movement	from	one	position	to	another	is	a	com‐

bination	of	two	displacements	along	two	nominally	perpendicular	directions	in	the	horizon‐

tal	plane.	These	two	orthogonal	directions	are	physically	defined	by	the	stage	x	and	y	axes.	

The	 stage	 displacement	 along	 each	 one	 of	 these	 two	 orthogonal	 directions	 is	 affected	 by	

small	rotational	errors	ሺαlሻ.	

The	stage	displacements	in	the	x	and	y	directions	are	measured	by	the	two	linear	and	angu‐

lar	 column	 referenced	 interferometers,	 the	 x	 and	 y	 interferometers.	 The	 interferometers	

measure	the	distance,	wjl	between	a	reference	mirror	and	a	measuring	mirror.	The	x	and	y	

reference	mirrors,	 positioned	 on	 the	 probe	 fixed	 body,	 are	 not	 drawn	 in	 figure	2.19.	 The	

translation	axes	of	 the	xy	stage	are	nominally	orthogonal	 to	 the	planes	of	 their	 respective	

measuring	mirrors.	Since	the	x	and	y	interferometers	are	aligned	to	be	nominally	normal	to	

their	 corresponding	 reference	 and	 measuring	 mirrors,	 the	 Zerodur	 block	 establishes	 the	

perpendicularity	of	the	measuring	system.	

A	 separate	 error	 source	 associated	 with	 the	 mirrors’	 geometry	 is	 the	 flatness	 ሺsee	 fig‐

ure	2.19	 insetሻ;	 any	 departure	 from	 the	 ideal	 plane	 of	 the	mirrors	 reflecting	 surface	 will	

translate	into	a	displacement	error.	

The	 length	measurements,	 the	 estimates	 of	wjl,	 are	 also	 affected	 by	 other	 factors	 such	 as	

alignment	 errors	 ሺcosine	 and	 Abbe	 offsetsሻ,	 dead‐path	 errors,	 thermo‐mechanical	 effects	

and	intrinsic	properties	of	the	laser	interferometers.	
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Figure	2.19	Schema	of	a	top	plan	view	of	the	NPL	Areal	In‐
strument:	px	is	the	x	interferometer	position	vector,	wxl	is	
the	distance	between	the	interferometer	and	mirror	sur‐
face,	x0,l	is	the	mirror	block	position	vector,	x(u)	is	a	posi‐
tion	vector	that	describes	a	point	on	the	mirror,	yr,l	is	the	
target	position	vector	and	yr	is	the	target	position	vector	in	

the	stage	reference	frame	

According	 to	Forbes	and	Leach	 ሺ2005ሻ,	 any	position	 ሺlሻ	of	 the	 stage	 can	be	precisely	esti‐

mated	using	three	sets	of	three	equations.	The	measurement	model	formulation	starts	with	

equation	2.2,	

௝࢖ ൅ ௝,௟ݓ ௝࢙ ൌ ࢞଴,௟ ൅ ்ܴሺࢻ௟ሻ ଴ܰ,௞
் ቎

௝,௟ݑ
௝,௟ߥ

݄௞ ൅ ݃൫ݑ௝,௟, ௝,௟൯ߥ
቏.	 2.2

Each	 set	 of	 equations	models	 a	 single	 interferometric	measurement.	The	 left	hand	 side	of	

equation	2.2	represents	a	point	on	the	jth	 interferometer	 laser	beam	ሺj	ൌ	x,	y	or	zሻ	and	the	

term	on	the	right	hand	side	of	equation	2.2	describes	a	point	on	the	kth	target	mirror	surface	

ሺk	ൌ	x,	y	or	zሻ.	pj	is	the	jth	interferometer	position	vector	and	sj	is	a	direction	vector.	pj	and	sj	

jointly	 define	 a	 line	 in	 3D	 representing	 the	 jth	 interferometric	 measuring	 beam.	 sj	 is	 the	

product	of	a	fixed	rotation	matrix	ሺS0,jሻ,	and	the	beam	direction	vector	ሺezሻ,	i.e.	
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௝࢙ ൌ ܵ଴,௝
் .௭ࢋ 2.3

pj	and	S0,j	contain	information	on	the	Abbe	offset	and	cosine	error,	respectively.	wj,l	is	an	es‐

timate	of	 the	distance	between	 the	 jth	 reference	mirror	and	 the	 jth	measuring	mirror,	with	

the	stage	in	the	lth	position.	If	*xj,l	is	the	point	of	intersection	of	the	beam	with	the	mirror	sur‐

face	then	the	ሺsignedሻ	distance	Dj,l	between	the	measuring	and	the	reference	mirror	surfaces	

along	the	beam	is	given	by	

௝,௟ܦ ൌ ൫࢖௝ െ ࢞∗ ௝,௟൯
்

௝࢙ ൌ .௝,௟ݓ 2.4

The	jth	interferometer	measurement	output	with	the	xy	stage	in	the	lth	position	is	modelled	

by	

௝݀,௟ ൌ ௝,௟ܦ െ ௝߱ ൅ ௝ି௥ߝ ൅ ,௝ି௦ߝ 2.5

where	ωj	is	a	fixed	offset	that	accounts	for	the	dead‐path,	εj‐r	accounts	for	random	measure‐

ment	errors	and	εj‐s	accounts	for	systematic	effects	generated	by	the	interferometers’	intrin‐

sic	properties.	

x0,l	and	Rሺαlሻ	in	equation	2.2	define	the	stage	motion.	x0,l	specifies	the	translation	of	the	stage	

ሺx0,l	,y0,l	,z0,lሻT	and	Rሺαlሻ	specifies	the	stage	rotation.	Rሺαlሻ	is	the	product	of	three	plane	rota‐

tion	matrices	corresponding	to	the	stage	rotation	angles	αl	ሺtilt	α0,l,	roll	β0,l	and	yaw	γ0,lሻ.	

The	last	two	terms	of	the	equation	2.2,	N0,k	and	ሺuj,l,	νj,l,	hk	൅	gሺuj,l,	νj,lሻሻT	define	the	mirror’s	

geometry.	N0,k	is	a	fixed	rotation	matrix	that	describes	the	mirror’s	perpendicularity.	ሺuj,l,	νj,l,	

hk	൅	gሺuj,l,	νj,lሻሻT	describes	the	shape	of	the	mirror	as	a	function	of	the	parameters	uj,l	and	νj,l.	

hk	 is	the	nominal	surface	height	and	the	function	g	describes	the	form	error.	It	 is	expected	

that	g	is	close	to	zero.	

The	xy	stage	moves	to	align	a	set	of	targets	ሼyrሽ	ሺr	ൌ	1	:	nriሻ	with	a	fixed	probing	location	O	

which	are	taken	to	be	the	origin	ሺyrl	ൌ	0	in	figure	2.19ሻ	so	that	
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࢞଴,௟ ൅ ்ܴሺࢻ௟ሻ࢟௟ ൌ 0. 2.6

Equation	2.2	can	be	written	in	terms	of	yr:	

࢟௥ ൌ ଴ܰ,௞
் ቎

௝,௟ݑ
௝,௟ߥ

݄௞ ൅ ݃൫ݑ௝,௟, ௝,௟൯ߥ
቏ െ ܴሺࢻ௟ሻ൫࢖௝ ൅ ௝,௟ݓ ௝࢙൯.	 2.7

Equation	2.7	models	the	measurement	of	a	point	co‐ordinate,	where	yr	is	the	output	quanti‐

ty	and	the	rest	of	the	terms	are	the	input	quantities	upon	which	yr	depends.	If	the	mirror	ge‐

ometry	and	angular	motion	are	taken	to	be	 ideal,	equation	2.7	 involves	three	equations	 in	

six	unknowns.	Taking	all	three	axis,	there	are	nine	equations	in	twelve	unknowns.	The	three	

interferometer	measurements	of	wj,l		provide	another	three	equations	that	allow	yr	to	be	es‐

timated.	

For	areal	surface	texture	investigations,	the	yr	co‐ordinate	measurements	are	referenced	to	

an	arbitrary	point	on	the	surface,	yi,	that	is	also	given	by	equation	2.7,	so	that	

࢟௥ ൌ ࢟௥ ൅ ࢟௜. 2.8

Equations	2.7	and	2.8	represent	the	NPL	Areal	Instrument	measurement	model.	

A	full	list	of	the	input	parameters	and	their	associated	probability	density	functions	ሺPDFsሻ	

is	given	in	table	2.2.	The	values	given	in	table	2.2	are	appropriate	values	for	the	NPL	Areal	

Instrument.	

2.7 Uncertainty	estimation	

The	uncertainty	associated	with	the	point	co‐ordinate	measurement	was	calculated	using	a	

Monte	Carlo	approach	ሺBIPM	2008bሻ.	Using	equations	2.7	and	2.8	for	each	of	the	three	mir‐

rors,	the	coordinates	yr	of	the	target	can	be	expressed	as	a	function	of	the	other	parameters	

in	the	model.	
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Table	2.2	Input	quantities	and	their	associated	probability	
density	functions	(PDFs).	R(a,	b)	is	a	rectangular	distribu‐

tion	and	N(x,	u2(x))	is	a	Gaussian	distribution.	
Quantity	/	

unit	 PDF	

Position	and	orientation	of	x	interferometer	
pxx	/	mm	 R(15.999	996,	16.000	004)	
pxy	/	mm	 R(4.5,	5.5)	
pxz	/	mm	 R(0.5,	1.5)	
αx	/	mrad	 R(–0.15,	0.15)	

βx	/	mrad	
R(103	×	π/2	–	0.15,	
103	×	π/2	+	0.15)	

γx	/	mrad	 R(–0.15,	0.15)	
Position	and	orientation	of	y	interferometer	

pyx	/	mm	 R(0.5,	1.5)	
pyy	/	mm	 R(–16.000	004,	–15.999	996)	
pyz	/	mm	 R(4.5,	5.5)	

αy	/	mrad	
R(103	×	π/2	–	0.15,	
103	×	π/2	+	0.15)	

βy	/	mrad	 R(–0.15,	0.15)	
γy	/	mrad	 R(–0.15,	0.15)	
Position	and	orientation	of	z	interferometer	

pzx	/	mm	 R(–0.002,	0.002)	
pzy	/	mm	 R(–0.002,	0.002)	
pzz	/	mm	 R(0.199	997,	0.200	003)	
αz	/	mrad	 R(–0.15,	0.15)	
βz	/	mrad	 R(103	×	π	–	0.15,	103	×	π	+	0.15)	
γz	/	mrad	 R(–0.15,	0.15)	

xy	stage	rotation	
α0,l	/	μrad	 R(–0.97,	0.97)	
β0,l	/	μrad	 R(–0.97,	0.97)	
γ0,l	/	μrad	 R(3.8,	5.8)	

Mirrors	perpendicularity	and	flatness	

Nβxy	/	μrad	
R(–106	×	π/2	–	0.97,	–
106	×	π/2	+	0.97)	

Nγxz	/	μrad	 R(–0.97,	0.97)	

Nαyx	/	μrad	
R(106	×	π/2	–	0.97,	
106	×	π/2	+	0.97)	

hx	/	mm	 N(0,	0.000	0072)	
hy	/	mm	 N(0,	0.000	0072)	
hz	/	mm	 N(0,	0.000	001	52)	

Dead‐path	and	laser	contribution	
ωx	/	mm	 N(25,	0.000	000	42)	
ωy	/	mm	 N(25,	0.000	000	42)	
ωz	/	mm	 N(5,	0.000	000	12)	
εx	/	mm	 N(0,0.000	000	72)	
εy	/	mm	 N(0,0.000	000	72)	
εz	/	mm	 N(0,0.000	000	562)	
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By	assigning	distributions	 to	 these	parameters,	 the	uncertainties	 associated	with	 the	 esti‐

mates	of	the	target	co‐ordinates	can	be	evaluated.	The	instrument	is	considered	to	be	well	

characterised,	i.e.	all	the	input	parameters	and	random	effects	are	well	known.	

The	Monte	Carlo	approach	is	a	sampling	method	for	estimating	the	uncertainty	of	measure‐

ment.	 The	method	 generates	 a	 random	 value	 for	 each	 input	 quantity	 according	 to	 its	 as‐

signed	PDF,	then	calculates	the	output	quantity	value	for	these	sampled	input	quantity	val‐

ues.	 In	 this	 way,	 a	 sample	 from	 the	 output	 distribution	 is	 calculated	 from	which	 means,	

standard	deviations,	coverage	intervals,	etc.,	can	be	estimated.	

The	 recommended	steps	 for	estimating	 the	uncertainty	using	a	Monte	Carlo	approach	are	

ሺCox	and	Harris	2006ሻ:	

 Select	the	number	of	trials	ሺnሻ.	

 Generate	n	input	quantity	vectors	by	sampling	from	their	PDFs.	

 Calculate	the	value	of	the	output	quantity	corresponding	to	each	input	quantity	vec‐

tor.	

 Obtain	the	mean	and	standard	deviation	of	the	calculated	output	quantity	values.	

In	these	experiments,	n	ൌ	50	000	trials	were	found	to	be	adequate	for	producing	stable	re‐

sults.	The	uncertainties	were	evaluated	for	a	set	of	target	 locations	aligned	as	a	3D	grid	of	

points	ሺparallelepipedic	gridሻ	uniformly	distributed	in	a	working	volume	of	8	mm	by	8	mm	

by	0.1	mm.	For	simplicity	a	3	ൈ	3	ൈ	3	grid	was	chosen	resulting	in	twenty	seven	targets	ሺyrሻ.	

2.7.1 Validation	

To	validate	the	Monte	Carlo	approach,	the	uncertainty	associated	with	the	point	co‐ordinate	

measurement	was	estimated	using	the	conventional	GUM	approach	ሺBIPM	2008aሻ.	

The	GUM	approach	 is	an	approximate,	analytical	method	 for	estimating	 the	uncertainty	of	

measurement.	Knowing	the	PDFs,	summarized	by	their	means	and	standard	deviations,	for	
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the	input	quantities,	the	GUM	approach	aim	is	to	derive	an	estimate	of	the	mean	and	stand‐

ard	deviation	for	the	distribution	associated	with	the	output	quantity.	In	order	to	evaluate	a	

coverage	 interval,	 the	 output	 quantity	 is	 characterized	 by	 a	 Gaussian	 distribution	 or	 a	 t‐

distribution.	The	GUM	approach	method	of	propagating	the	uncertainty	consists	of	the	fol‐

lowing	steps:	

 Assign	PDFs	 to	 the	 input	quantities	 and	 evaluate	 their	means	 and	 standard	devia‐

tions.	

 Evaluate	the	covariances	of	mutually	dependent	input	quantities.	

 Form	the	first	order	partial	derivatives	of	the	output	quantity	with	respect	to	the	in‐

put	quantities.	

 Calculate	 an	 estimate	 of	 the	 output	 quantity	 using	 the	 given	 values	 for	 the	 input	

quantities.	

 Calculate	the	sensitivity	coefficients	by	evaluating	the	partial	derivatives	for	the	giv‐

en	input	quantity	values.	

 Calculate	the	output	quantity	standard	uncertainty	by	combining	the	sensitivity	co‐

efficients	and	input	quantity	standard	uncertainties	and	covariances.	

 If	 required,	 calculate	 the	 effective	 degrees	 of	 freedom	 associated	 with	 the	 output	

quantity	standard	uncertainty.	

For	these	calculations,	it	was	considered	that	all	input	quantities	were	uncorrelated,	and	as	

a	result	no	covariance	terms	were	needed.	The	partial	derivatives	of	first	order	were	calcu‐

lated	numerically	using	the	complex	step	method	ሺSquire	and	Trapp	1998ሻ.	Taylor	expan‐

sion	for	a	complex	function	is	

݂ሺݔ ൅ ݄݅ሻ ൌ ݂ሺݔሻ ൅ ݄݂݅ᇱሺݔሻ െ
݄ଶ

2
݂ᇱᇱሺݔሻ െ ݅

݄ଷ

3!
݂ᇱᇱᇱሺݔሻ ൅

݄ସ

4!
݂ᇱᇱᇱᇱሺݔሻ ൅ ⋯	 2.9
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where	x	is	real	and	h	is	real	and	small.	The	imaginary	part	is	

ॅ݂ሺݔ ൅ ݄݅ሻ ൌ ݄݂ᇱሺݔሻ െ
݄ଷ

3!
݂ᇱᇱᇱሺݔሻ ൅

݄ହ

5!
݂ᇱᇱᇱᇱᇱሺݔሻ ൅ ⋯ 2.10

For	 small	h	 ሺsoftware	 implementation	h	ൌ	10‐100ሻ,	 the	 terms	on	 the	 right	hand	 side	of	 the	

equation	2.10	that	contain	powers	of	h	can	be	ignored,	so	partial	derivatives	of	 first	order	

can	be	computed	using	equation	2.11.	

݂ᇱሺݔሻ ൌ
ॅ௙ሺ௫ା௜௛ሻ

௛
. 2.11

The	 GUM	 approach	 results	 are	 similar	 to	 the	 results	 obtained	 using	 the	Monte	 Carlo	 ap‐

proach	ሺsee	table	2.3ሻ.	There	is	only	a	small	difference	between	the	GUM	and	Monte	Carlo	

results	 for	 the	uncertainties	associated	with	 the	 lateral	coordinate	measurements,	x	and	y	

directions,	 of	 approximately	 1	%.	The	 agreement	between	 these	 two	methods	 is	 expected	

because	 the	 model	 is	 essentially	 linear	 and	 the	 variations	 associated	 with	 the	 influence	

quantities	are	small.	The	only	significant	source	of	nonlinearity	is	associated	with	the	laser	

beam	alignment	that	contributes	a	cosine	error.	

If	the	uncertainties	associated	with	the	laser	alignment	are	increased	by	a	factor	of	ten,	the	

GUM	approach	does	not	show	an	increase	in	the	value	of	the	associated	uncertainty,	but	the	

Monte	Carlo	uncertainties	associated	with	 the	x	and	y	coordinate	estimates	 increase	 from	

approximately	8	nm	to	35	nm.	The	difference	between	the	GUM	and	Monte	Carlo	in	the	lat‐

ter	scenario	is	once	again	expected,	as	the	sensitivity	coefficients	calculated	in	the	GUM	ap‐

proach	for	the	laser	alignment	are	approximately	equal	to	zero	so	that	the	GUM	ሺfirst	orderሻ	

approach	effectively	ignores	this	influence	quantity.	

In	 addition,	measurements	 of	 various	material	measures	 using	 the	NPL	 Areal	 Instrument	

were	 performed.	 To	 date,	 the	 NPL	 Areal	 Instrument	 has	 been	 tested	with	 type	 PGR	 step	

height	 material	 measures	 ሺISO	 5436‐1	 2000ሻ	 and	 type	 ACG	 material	 measures	 ሺISO/DIS	
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25178‐70	2009ሻ.	The	type	PGR	material	measures	were	manufactured	on	the	same	silicon	

wafer	as	the	type	ACG,	as	described	in	detail	elsewhere	ሺHaycocks	et	al.	2005ሻ.	

Table	2.3	GUM	and	Monte	Carlo	results	.	u(x),	u(y)	and	u(z)	
are	standard	uncertainties	

Targets	 GUM	results Monte Carlo	results	

x	

/	mm	

y	

/	mm	

z	

/	mm	

uሺxሻ

/	nm

uሺyሻ

/	nm

uሺzሻ

/	nm

uሺxሻ

/	nm

uሺyሻ

/	nm

uሺzሻ	

/	nm	

–4.00	 4.00	 0.10	 8.56 8.56 3.09 8.61 8.63 3.10	

–4.00	 4.00	 0.00	 8.54 8.54 3.09 8.59 8.61 3.10	

0.00	 4.00	 0.10	 8.56 8.56 3.09 8.61 8.63 3.10	

0.00	 4.00	 0.00	 8.54 8.54 3.09 8.60 8.61 3.10	

4.00	 4.00	 0.10	 8.56 8.56 3.09 8.62 8.63 3.10	

4.00	 4.00	 0.00	 8.54 8.54 3.09 8.60 8.61 3.10	

–4.00	 0.00	 0.10	 8.56 8.56 3.09 8.61 8.63 3.10	

–4.00	 0.00	 0.00	 8.54 8.54 3.09 8.59 8.62 3.10	

0.00	 0.00	 0.10	 8.56 8.56 3.09 8.61 8.63 3.10	

0.00	 0.00	 0.00	 8.54 8.54 3.09 8.60 8.62 3.10	

4.00	 0.00	 0.10	 8.56 8.56 3.09 8.62 8.63 3.10	

4.00	 0.00	 0.00	 8.54 8.54 3.09 8.60 8.62 3.10	

–4.00	 –4.00	 0.10	 8.56 8.56 3.09 8.61 8.64 3.10	

–4.00	 –4.00	 0.00	 8.54 8.54 3.09 8.59 8.62 3.10	

0.00	 –4.00	 0.10	 8.56 8.56 3.09 8.61 8.64 3.10	

0.00	 –4.00	 0.00	 8.54 8.54 3.09 8.60 8.62 3.10	

4.00	 –4.00	 0.10	 8.56 8.56 3.09 8.62 8.64 3.10	

4.00	 –4.00	 0.00	 8.54 8.54 3.09 8.60 8.62 3.10	

	

Each	type	PGR	artefact	has	two	wide	grooves	with	flat	bottoms	and	widths	of	100	µm	and	

500	µm.	The	depths	of	the	grooves	of	the	type	PGR	material	measures	are	nominally	100	nm	
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and	1	µm.	Figure	2.20	shows	an	isometric	plot	of	 the	1	µm	step	artefact	that	was	obtained	

using	the	NPL	Areal	Instrument	and	a	commercial	software	package	ሺDigital	Surf	2011ሻ.	

	
Figure	2.20	1000	nm	step,	0.1	mm	wide	

The	 NPL	 Areal	 Instrument	 step	 height	measurement	 results	 were	 compared	with	 results	

obtained	using	NanoSurf	 IV	 ሺNS4ሻ,	 the	NPL	primary	 surface	 texture	profile	measuring	 in‐

strument	ሺLeach	2000ሻ.	The	NS4	measurements	consisted	of	four	sets	of	five	profiles	across	

the	step	heights	and	the	NPL	Areal	Instrument	measurements	consisted	of	four	scans	of	the	

step	heights	of	512	ൈ	512	points.	Five	profiles	 from	each	scan	 from	 the	NPL	Areal	 Instru‐

ment	were	selected	for	analysis.	The	NS4	and	the	NPL	Areal	Instrument	step	measurement	

results,	and	the	associated	standard	deviations	are	presented	in	table	2.4.		

Table	2.4	Areal	Instrument	and	NS4	step	height	measure‐
ments	results,	analysed	using	the	method	in	ISO	5436‐1	

(2000),	where	σ	is	the	sample	standard	deviation	

Sample	
Areal	Instrument	 NS4	 Areal	‐	NS4	 (σAreal2 +	

σNS42)½	
height	/	nm	 σ	/	nm height	/	nm σ	/	nm /	nm	 /	nm

100	broad	 90.3	 0.1 87.4 2.8 2.9	 2.8

100	narrow	 91.9	 0.2 91.6 0.8 0.3	 0.8

1000	broad	 971.0	 0.4 968.9 5.0 2.1	 5.0

1000	narrow	 969.1	 0.9 970.7 5.0 ‐1.6	 5.0
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The	NPL	Areal	Instrument	step	height	measurement	results	agree	with	the	NS4	results	with‐

in	the	combined	standard	deviation.	

	
Figure	2.21	Areal	image	of	type	ACG	material	measures	

200	µm	pitch	and	1	µm	depth	

Type	ACG	material	measures	were	 characterised	 by	 a	 coherence	 scanning	 interferometer	

ሺCSIሻ	using	a	10	magnification	objective	ሺnote	that	this	just	gives	confidence	in	the	results	

as	the	CSI	instrument	was	at	the	time	of	the	theses	not	traceableሻ.	Both	sets	of	data,	the	NPL	

Areal	Instrument	data	set	and	the	CSI	data	set,	were	imported	for	analysis	into	a	commercial	

software	package.	The	average	pitch	was	estimated	using	the	mean	width	of	the	raw	profile	

elements	ሺPSmሻ,	calculated	from	three	profiles	across	the	measured	area.	The	NPL	Areal	In‐

strument	measurements	on	a	200	µm	pitch	and	1	µm	depth	type	ACG	artefact	ሺfigure	2.21ሻ	

give	a	PSm	value	of	200.17	µm	with	a	standard	deviation	of	0.15	µm.	The	CSI	measurements	

on	the	same	type	ACG	artefact	results	 in	a	PSm	of	199.97	µm	and	0.15	µm	standard	devia‐

tion.	The	difference	between	the	two	PSm	values	ሺ0.2	µmሻ	is	well	within	the	limits	defined	

by	their	standard	deviation	combined	ሺ0.21	µmሻ.	

2.7.2 Discussion	of	the	Monte	Carlo	results	

The	uncertainty	associated	with	the	instrument	point	co‐ordinate	measurement	depends	on	

a	combination	of	factors	such	as	stage	motion,	system	geometry	and	the	quality	of	interfer‐

ometric	measurements.	The	combined,	 as	well	 as	 the	 individual,	 effect	of	 these	 factors	on	
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the	instrument	associated	uncertainty	has	been	investigated	for	five	cases	of	 interest:	per‐

fect	 geometry;	 perfect	 motion,	 perfect	 geometry;	 imperfect	 motion,	 imperfect	 geometry;	

perfect	motion,	mirrors’	geometry	and	all	 factors	combined.	The	 four	case	studies	simula‐

tion	results	are	presented	in	table	2.5.	

Table	2.5	Uncertainty	simulations	results.	u(x),	u(y)	and	
u(z)	are	standard	uncertainties	

Case	study	 u(x)
/	nm	

u(y)
/	nm	

u(z)	
/	nm	

perfect	geometry	‐	
perfect	motion	 2.3	 2.3	 0.9	

perfect	geometry	‐	
imperfect	motion	 2.9	 2.9	 0.0016	

imperfect	geometry	–	
perfect	motion	

2.4	 2.4	 1.9	

mirrors’	geometry	 7	 7	 1.5	

all	factors	 8.0	 8.0	 2.4	

	

In	 the	 perfect	 geometry–perfect	motion	 case	 only	 the	PDFs	 associated	with	 the	 interfero‐

metric	measurements	were	propagated.	The	input	parameters	considered	for	this	case	were	

the	dead‐path,	 the	 laser	 interferometer	 intrinsic	properties	and	 the	random	measurement	

errors.	

The	random	errors	of	 the	x,	y	and	z	 interferometers	were	estimated	when	the	 instrument	

was	 tested	 for	 static	 noise	 ሺthe	 xy	 stage	 not	 movingሻ.	 Random	 measurement	 errors	 of	

2.1	nm	standard	deviation	for	the	x	and	y	interferometers	and	0.6	nm	standard	deviation	for	

the	z	interferometer	were	measured.		

The	PDFs	corresponding	to	the	rest	of	the	input	parameters	were	ignored.	In	other	words,	

the	perfect	geometry–perfect	motion	case	considered	the	stage	displacement	without	rota‐
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tions,	the	lasers	interferometers’	beams	perfectly	aligned	to	the	mirrors	surface	normal,	the	

mirrors’	surfaces	being	ideally	flat	and	the	system	without	perpendicularity	errors.	

Consequently,	the	measurement	model	can	be	rewritten	in	the	following	simpler	form:	





















szrzzlzl

syryylyl

sxrxxlxl

dz

dy

dx






,

,

,

.	 2.12

The	 perfect	 geometry–perfect	motion	 simulation	 results	 are	 in	 agreement	with	 the	 set	 of	

equations	2.12	and	only	the	interferometric	contributions	are	propagated	through.		

The	perfect	geometry–imperfect	motion	case	accounts	only	for	the	stage	angular	degrees	of	

freedom.	The	mathematical	model	is	for	this	case	is	given	by	the	following	set	of	equations:	















lzylzxlzl

lyzlyxlyl

lxzlxylxl

ppdz

ppdy

ppdx

,0,0,

,0,0,

,0,0,







.	 2.13

These	equations	show	that	the	stage	rotation	effects	the	measurements	only	if	the	interfer‐

ometers’	beams	are	not	aligned	to	 the	point	of	contact	between	the	probe	and	the	sample	

surface.	This	means	that	there	are	only	second	order	effects	on	the	target	estimates	if	there	

are	no	Abbe	offsets	ሺpjl	ൌ	0	with	j	്	lሻ.	

The	z	standard	uncertainty,	uሺzሻ,	is	very	small	compared	to	the	x	and	y	standard	uncertain‐

ties,	uሺxሻ	and	uሺyሻ.	This	is	explained	by	the	difference	in	magnitude	between	the	z	interfer‐

ometer’s	Abbe	offsets	and	the	x	and	y	interferometers’	Abbe	offsets.	

The	imperfect	geometry–perfect	motion	case	accounts	for	the	combined	effect	of	laser	posi‐

tion	 and	 laser	 orientation.	The	mathematical	model	 is	 given	by	 the	 following	 set	 of	 equa‐

tions:	
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

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.	 2.14

The	standard	uncertainties	would	be	small	in	this	situation	because	the	variations	associat‐

ed	with	 the	 influence	quantities	are	small.	For	example,	 small	Abbe	and	cosine	offsets	are	

matched	by	the	sub‐arc‐second	perpendicularity	of	pairs	of	axes.	If	the	uncertainties	associ‐

ated	with	the	laser	alignment	are	increased	by	a	 factor	of	ten,	the	uncertainties	associated	

with	the	x	and	y	co‐ordinate	estimates	increase	from	approximately	2.4	nm	to	35	nm.	

The	mirrors’	geometry	mathematical	model	is	given	by	the	following	set	of	equations:	














zl

yl

xl

hz

hy

hx

.	 2.15

The	effect	of	 the	mirror	surface	 flatness	ሺΔhሻ	 is	estimated	during	the	dynamic	tests	and	is	

given	by	the	standard	deviation	of	the	measurement	noise.	The	dynamic	noise	accounts	for	

the	combined	effect	of	the	air	turbulence,	interferometer	noise	and	the	mirrors’	surface	non‐

uniformity.	 7	nm	 standard	deviation	 for	 the	 x	 and	 y	 interferometers	 and	 1.5	nm	 standard	

deviation	for	the	z	interferometer	were	measured.	

The	last	case	shows	that	the	combined	effect	of	all	input	parameters	to	the	point	co‐ordinate	

uncertainty	 is	 similar	 to	 the	mirror	 geometry	 case.	The	maximum	difference	between	 the	

standard	 uncertainties	 calculated	 for	 these	 two	 cases	 is	 less	 than	 10	%.	 Furthermore,	 the	

intrinsic	properties	of	the	interferometers	do	not	contribute	significantly	to	the	uncertain‐

ties	associated	with	the	point	co‐ordinate	measured	by	the	instrument.	
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2.8 Summary	

In	this	chapter,	the	NPL	Areal	Instrument	is	described	in	detail	and	the	uncertainty	associat‐

ed	with	the	NPL	Areal	Instrument’s	co‐ordinate	measurements	is	calculated.	The	instrument	

is	a	stylus‐type	instrument	that	is	capable	of	probing	the	surface	of	a	sample	with	a	nominal	

contact	force	of	0.75	mN	throughout	the	instrument’s	nominal	vertical	range	of	0.1	mm	and	

nominal	horizontal	range	of	8	mm	×	8	mm.	

A	 measurement	 model	 was	 developed	 that	 takes	 into	 account	 all	 the	 instrument	 error	

sources:	the	perpendicularity	of	pairs	of	axes,	the	reflecting	mirror	flatness,	the	interferome‐

ters’	 orientation,	 Abbe	 offsets,	 dead‐path	 effects,	 thermo‐mechanic	 effects,	 laser	 intrinsic	

error	 sources	 and	 the	 imperfect	motion	 of	 the	 coplanar	 air‐bearing	 stage.	 The	method	 of	

choice	 for	 calculating	 the	 uncertainties	 associated	 with	 the	 instrument	 point	 co‐ordinate	

measurement	was	a	Monte	Carlo	method.	

It	was	proven	that	the	NPL	Areal	Instrument	is	capable	of	measuring	the	relative	position	of	

a	point	on	a	surface	with	nanometre‐scale	uncertainties.	The	standard	uncertainty	associat‐

ed	with	 the	distance	measurement	 in	 the	x	 and	y	 direction	 is	8	nm,	whereas	 the	 standard	

uncertainty	in	the	z	direction	was	found	to	be	2.4	nm.	The	measurement	noise	contribution	

to	the	uncertainty	has	a	 larger	effect	than	the	rest	of	the	contributions	combined,	thus	the	

measurement	noise	is	the	limiting	factor	for	achieving	better	uncertainties	associated	with	

the	instrument	point	co‐ordinate	measurement.	The	intrinsic	properties	of	the	interferome‐

ters	 do	 not	 contribute	 significantly	 to	 the	 uncertainties	 associated	 with	 the	 point	 co‐

ordinate	measured	by	the	instrument.		
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3 Material measures 

Material measures is defined in VIM (BIPM 2008c – 3.6) as: 

“measuring instrument reproducing or supplying, in a permanent manner during its use, 

quantities of one or more given kinds, each with an assigned quantity value”. 

Note 2 attached to the above definition: 

“A material measure can be a measurement standard.” 

The definition of the measurement standard, also called an etalon (BIPM 2008c – 5.1), is: 

“realization of the definition of a given quantity, with stated quantity value and associated 

measurement uncertainty, used as a reference”. 

There is a third definition that is relevant to the use of the material measures presented in 

this chapter, namely reference measurement standard or reference standard (BIPM 2008c – 

5.6): 

“measurement standard designated for the calibration of other measurement standards for 

quantities of a given kind in a given organization or at a given location”. 

In the field of surface texture, alternative terminology is used for material measures such as 

artefacts, measurement standard, standard artefact and more recently physical measure-

ment standard (ISO/FDIS 25178-70 2012). Perhaps the alternative terminology is used for 

different reasons: one reason could be the need of using one word for expressing complex 

meaning; another reason could be the lack of guidelines of using the metrological terms de-

fined in VIM (BIPM 2008c); or a combination of both. It could also be that the word etalon is 

not likely to be used in English technical writing; instead measurement standard, which can 

often be confusing because standard also means a specification, technical recommendation, 

or similar normative document (see BIPM 2008c – 5.1 Note 8). The use of the term meas-
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urement standard implies that the material measure carries a traceable value that is in-

ferred during its calibration. 

In the early days, the calibration of the surface texture measuring instruments was per-

formed using a line width type of measurement standard (Timms 1946, Underwood 1953, 

Schobinger 1956, Sharman 1967) and step height type of measurement standard (Reason 

1967). Alternative suggestions were also investigated, such as vibrating platforms that were 

designed to test the instrument response for different spatial frequencies (Van Hasselt and 

Bruin 1963, Bendeli 1974). As more accurate measurements were required, interferometric 

techniques were employed to measure step-heights, but it soon was realised that the meas-

urement technique is not the limiting factor but the sample geometry (Teague 1978). The 

random type (type D see next section) measurement standards were discussed by Song 

(1988) , who consequently produced a range of uni-directional random material measures. 

As the performance of the measurement instrumentation increased, it became difficult to 

produce suitable material measures and X-ray interferometry was suggested as an alterna-

tive (Whitehouse 1988, Chetwynd et al. 1983), as well as material measures that use fuller-

enes (Griffith and Grigg 1993), square wave gratings using silicone technology (Scheer and 

Stover 1998) and multiple delta–layer films (Kim et al. 2007). 

3.1 Previous NPL research work 

One deliverable of this PhD project is to produce and characterise a series of areal material 

measures that are compliant with ISO 25178. This is a follow up of earlier research work 

carried out at NPL, which is briefly presented in this section. 

Previous to 2008, NPL was involved in two research projects aimed to develop surface tex-

ture material measures. The first project was the EU-funded CALISURF project with the ob-

jective of producing material measures and procedures to calibrate surface topography 

measuring instruments (Trumpold and Frenzel 2000). CALISURF investigated different 
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manufacturing and replicating techniques of material measures such as: holographic inter-

ferometry (Leach et al. 2001), ultra-precision diamond machining, injection moulding of 

plastic copies and electro-formed nickel replicas. The results showed that holographic inter-

ferometry could produce and replicate only type C1 (see paragraph 3.3) material measures 

down to PSm = 0.8 µm, whereas diamond machining was limited to PSm = 25 µm. Diamond 

machining could produce type C2 (see paragraph 3.3) material measures down to 

PSm = 15 µm (Trumpold and Frenzel 2000). 

The injection moulding and nickel electro-forming were used only for replication. The plas-

tic replicas proved to be very inexpensive and highly reproducible but unfortunately very 

easy to damage by the contact stylus instruments. The quality of the plastic and nickel repli-

ca depended on the cleanness of the manufacturing environment. The project concluded 

that the sinusoidal material measures were well suited for dynamic calibration of surface 

measuring instruments in all three orthogonal directions and were used for calibrating oth-

er instrument properties (properties of the probing system, guiding deviations, influences of 

the traversing speed, discrimination length, properties of the applied electrical filters and 

algorithms for calculating surface texture parameters). 

In the 2002 to 2008 NMS Length Programme, NPL led a project that aimed to produce mate-

rial measures for performance verification of contacting and non-contacting (optical) sur-

face texture measuring instruments (Haycocks et al. 2005a,b). The material measures had to 

be suitable for profile and areal surface texture measuring instruments. The material 

measures were produced using a range of manufacturing methods, such as optical lithogra-

phy on glass and silicon, electron beam lithography in silicon, diamond turning in copper 

followed by replication in nickel. The manufactured material measures were designed to 

test the surface texture measuring instruments’ vertical scale, lateral scale, resolution, dy-

namic response and probe condition. Type ACG material measures were produced for the 

calibration of the lateral scale XY grid patterns (chrome on glass). Step heights ranging from 

10 nm to 50 µm were manufactured to test the z axis. The step heights up to 1 µm inclusive 
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were produced in glass and silicon. The steps taller than 1 µm were produced by diamond 

turning in copper and then nickel replication. The silicon steps were manufactured together 

with waffle step height patterns, or type ACG standards, with various periods that allowed 

for verification of z axis scale over the field of view. Diamond turning in copper and nickel 

replication methods were used to produce sine wave profiles for testing the dynamic re-

sponse. The resolution material measures were manufactured by electron beam lithography 

on silicon and consisted of grating patterns, of equal mark/space ratio at various pitches, 

and a star pattern. The star pattern provided a continuum of effective pitch values. 

3.2 Commercially available material measures 

The stylus instrument manufacturers are able to provide a wide range of material measures. 

For example Taylor-Hobson include in their list of accessories a measurement standard that 

brings together a depth measurement standard and a roughness measurement standard. 

They also commercialise profile coordinate measurement standard in a form of a hemi-

sphere (http://www.taylor-hobson.com). Mahr sells spacing measuring standards, depth 

measuring standards, both types of roughness measurement standards and a coordinate 

measuring standard (http://www.mahr.com). Among their products Mitutoyo provides 

depth measurement standards and roughness measurement standards 

(http://www.mitutoyo.co.uk). QPT has available a unidirectional irregular profile roughness 

measurement standard (http://www.qpt.de/pdf/en/master.pdf). 

A few independent manufactures commercialise only material measures. One of these com-

panies is Rubert and Co. that is specialised in material measures produced by electroform-

ing. They manufacture almost all types of ISO 5436-1 (2000) material measures, except the 

profile coordinate measurement standards (http://www.rubert.co.uk). SIMetricS in Germa-

ny produces a depth measuring standard (http://www.simetrics.de) and a spacing measur-

ing standard (http://www.simetrics.de) that has been developed at PTB in collaboration 

with TU Chemnitz (Krüger-Sehm et al. 2004). These companies also produce a series of ma-
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terial measures according to ISO/DIS 25178-701 (2012) such as the contour profile devel-

oped at PTB (Neugebauer and Neuschafer-Rube 2005) and various crossed grating material 

measures designed to test and calibrate the lateral scales. More recently Frühauf et al. 

(2012) developed a roughness standard for 3D measurements that uses a lapping technique. 

In the US, VSLI Standards Inc. markets a series of spacing standards and and depth stand-

ards (http://www.vlsistandards.com). Geller MicroÅnalyti-cal Laboratory Inc. manufactures 

a series of material measures called generically magnification reference standards (MRS) 

(http://www.gellermicro.com), that have groups of nested squares with various pitches. 

The cross gratings and other lateral scale testing material measures are also available as ac-

cessories from the majority of the 3D instrument manufacturers. Taylor Hobson and Alicona 

provide specialised material measures for testing and calibrating the lateral scale for their 

range of optical surface texture measuring instruments. 

PTB has available material measures for calibration of the vertical and horizontal measure-

ment system of contact stylus instruments and for testing of the transfer behaviour of sur-

face measuring instruments (http://www.ptb.de/en/org/5/51/514/entnormale.htm). PTB 

has also an online review of material measures used for dimensional measurement of mi-

crostructures (http://www.ptb.de/de/org/5/51/511/doc/calibration_artefacts.pdf). A sec-

ond online list of material measures used for calibrating scanning probe microscopes and 

optical instruments can be found at (http://www.nanoscale.de/standards.htm). Ritter et al. 

(2007) has developed a land mark calibration standard to compliment the list of standards 

readily available for the calibration of scanning probes microscopes (Koenders et al. 2005), 

and Krüger-Sehm et al. (2007) produced an artefact for testing the lateral resolution of the 

instruments. 

NIST is also commercialising a series of material measures called SRM that are used to cali-

brate scanning electron microscopes that could be of interest. Especially the SRM 8090 is a 

material measure that could be used for assessing surface texture instruments (see 
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http://www.nist.gov). The SRM 8090 consists of silicon wafer with features of various sizes 

that mimic electronic components used in the semiconductor industry. Also SRM 8820 (re-

cently released) could be used to calibrate the scales of the instruments (Postek et al. 2010). 

It is also worth mentioning here that there are plenty of other companies that produce ma-

terial measures for nanotechnology such as waffle plates, sinusoids and so on. The charac-

teristics of these material measures are not necessarily suited for far-field measuring in-

struments as they are designed for SPM characterisation. Instead they could be used for 

testing the limits of far-field instruments. 

3.3 Profile material measure standards 

Currently there are international specification standards covering 2D or profile measure-

ment of surface texture and a limited number for areal measurement. The profile measure-

ment standards are part of the Geometrical Product Specification (GPS) system and they 

cover all aspects of the profile measurement process, from nominal characteristics of con-

tact (stylus) instruments to profile parameters that are used to quantitatively characterise a 

surface. 

This section considers only ISO 5436 part 1 (2000) that defines the material measures used 

to characterise profile measuring instruments as defined in ISO 3274 (1998). The latter 

standard describes the nominal characteristics of contact (stylus) instruments, thus the pro-

file material measures are defined and designed for stylus instruments only. 

ISO 5436 part 1 (2000) defines five material measures, types A to E, each of which may have 

a number of variants. Each one of these material measures reproduces the value or values of 

a limited number of quantities and so they are able to test various instrument characteris-

tics. 

Type A material measures are also called depth measurement standards and are used to cal-

ibrate the vertical characteristics of the stylus instrument. Type A material measures have a 
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wide groove or grooves of known depths that are wide enough to be insensitive to the shape 

or condition of the stylus tip. There are two variants of these types of material measures. 

The groove of the first variant (type A1) has a flat bottom (figure 3.1), whereas that of the 

second variant (type A2) has a rounded bottom (figure 3.2). 

 

 

Figure 3.1 Type A1 material measure standard, from ISO 
5436 1: 2000 

 

 
Figure 3.2 Type A2 material measure, from ISO 5436-1: 

2000 

Type B material measures, referred to as tip condition measurement standards, are used 

mainly to calibrate the condition of the stylus tip. Type B material measures have narrow 

grooves of various depths and widths or they can have a sharp protruding edge. There are 

three variants of type B material measures. Type B1 material measures have a narrow 

groove with a rounded bottom or a number of separated grooves with rounded bottoms 

proportioned to be increasingly sensitive to the dimensions of the stylus tip. Type B2 mate-

rial measures have two groove patterns of nominally equal Ra values (ISO 4287 2000), one 
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being sensitive (isosceles triangular grooves with sharp peaks and valleys - figure 3.3) and 

the other one insensitive (sinusoidal figure 3.4 or arcuate grooves - figure 3.5) to the dimen-

sion of the stylus tip. Type B3 material measures have a fine protruding edge with a radius 

smaller that the stylus tip radius (figure 3.6). 

 
Figure 3.3 Type B2 and type C2 material measure, from 

ISO 5436-1: 2000 

 
Figure 3.4 Type B2 and type C1 material measure, from 

ISO 5436-1: 2000 

 
Figure 3.5 Type B2 and type C4 material measure, from 

ISO 5436-1: 2000 
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Figure 3.6 Type B3 material measure, from 

ISO 5436-1: 2000 

Type C material measures, referred to as spacing measurement standards, are used primari-

ly to calibrate the vertical profile components, but in certain circumstances they can be used 

to calibrate the horizontal profile components (the instrument scale along the scanning ax-

is). Type C material measures have a grid of repetitive grooves. There are four variants of 

these types of material measures. Type C1 material measures have sine waves profile 

grooves (figure 3.4), type C2 have isosceles triangular profile grooves (figure 3.3), type C3 

have simulated sine wave grooves (triangular profile with rounded or truncated peaks and 

valleys - figure 3.7) and type C4 have arcuate profile grooves (figure 3.5). 

 
Figure 3.7 Two forms of type C3 material measures 

standards, from ISO 5436-1: 2000 
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Type D material measures, referred to as roughness measurement standards, are used to 

check the overall calibration of the instrument, i.e. the instrument’s ability to measure and 

calculate a surface texture parameter. Type D material measures have irregular profile 

grooves and there are two variants of these types of material measures. Type D1 material 

measures have unidirectional irregular profiles (figure 3.8) and type D2 material measures 

have circular irregular profiles (figure 3.9). 

 
Figure 3.8 Type D1 material measure, from 

ISO 5436-1: 2000 

 
Figure 3.9 Type D2 material measure, from 

ISO 5436-1: 2000 
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Type E material measures, referred to as profile coordinate measurement standards, are 

used for checking the profile coordinate system of the instrument. The type E material 

measures have basic geometric shapes and there are two variants of this type of artefact. 

Type E1 material measures consist of a sphere or a hemisphere whereas type E2 are a prism 

with a trapezium cross-section (figure 3.10). 

 
Figure 3.10 Type E2 material measure, from 

ISO 5436-1: 2000 

The profile material measures should be chosen according to the instrument characteristics 

and to the surface to be investigated. For additional information about the practical applica-

tion of ISO 5436 part 1 (2000) see the NPL good practice guide on the measurement of sur-

face texture using stylus instruments (Leach 2001). 

3.4 Areal material measures 

ISO/DIS 25178-70 (2012) defines material measures used as measurement standards to 

calibrate areal topography measuring instrumentation. The approach chosen in ISO/DIS 

25178-70 is to combine the profile material measures described in ISO 5436- 1 (2000) and 

the newer material measures that can be used to calibrate areal surface topography measur-

ing instruments. Eventually, part 70 will supersede ISO 5436 part 1. A minor inconvenience 

is that some of the areal and profile material measures are known under different names 

(Leach 2009). In ISO/DIS 25178-70 the material measures are separated in to two main 
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types: unidimensional (profile) and bidimensional (areal). Table 3.1 presents the profile ma-

terial measures including their new and old terminology and table 3.2 presents the areal 

material measures. 

Table 3.1 Types of unidimensional (profile) material 

measures 

Areal Type 

(ISO/DIS25178-70) 

Previously 
known types 

Name 

PPS 1C1 and B2 Periodic sinusoidal shape 

PPR 1C2 and B2 Periodic triangular shape 

PGR - Periodic rectangular shape 

PRO 1B2 and C4 Periodic arcuate shape 

PRI 1A1 Groove, rectangular 

PAS 1A2 Groove, circular 

PDG 1D1 Roughness profile 

PPS 1D2 Circular roughness profile 

PPR 1E2 Prism 

PGR 1B3 Razor blade 

PRO 1C3 Approximated sinusoidal shape 

PRI CS Contour standard 

PAS ER1 Double groove 

 1ISO 5436: 1 types 

Type PAS, AGP and AGC material measures are used to calibrate the vertical and horizontal 

amplification coefficients of the measuring instrument, thus, the instrument x, y and z scale. 

The type PAS, AGP and AGC material measures have a triangular profile groove with a slight-

ly rounded tip. Type PAS have only two parallel grooves (figure 3.11). Type AGP have four 

grooves forming a rectangle (figure 3.12). Type AGC: circular groove standards have a circu-
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lar groove (figure 3.13). Type AGP and type AGC are also used to calibrate the squareness of 

the x and y axes. 

Table 3.2 Type of bidimensional (areal) material 

measures 

Areal Type 

(ISO/FDIS 25178: 70) 

Previously 
known types 

Name 

AGP ER2 Grooves – perpendicular 

AGC ER3 Groove – circular 

ASP 1E1 Sphere 

APS ES Plane – sphere 

ACG CG1 and CG2 Cross grating 

ACS - Cross sinusoidal 

ARS - Radial sinusoidal 

ASG - Star-shape grooves 

ADT - Irregular 

 1ISO5436: 1 types 

Type APS material measures, referred to as sphere/plane measurement standards, are used 

to calibrate multiple parameters such as the vertical and horizontal scale, orthogonality of 

the x and y axes, the response curve of the probing system, the stylus geometry (applicable 

for pivoting types of stylus), the stylus tip radius and cone angle. Type APS material 

measures are composed of a part of a sphere and a plane (figure 3.14). This material meas-

ure does not have variants. 
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Figure 3.11 Type PAS material measure 

 
Figure 3.12 Type AGP material measure 

 
Figure 3.13 Type AGC material measure 
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Figure 3.14 Type APS material measure 

Type PRI material measures, referred to as contour standards, are used for overall calibra-

tion along one lateral axis of the instrument. Type PRI material measures (figure 3.15) are 

composed of at least two arcs of a circle (one concave, one convex) and two wedg-

es/triangles (one concave, one convex). There are no variants of this type material measure. 

 
Figure 3.15 Type PRI material measure 
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Type ACG material measures, referred to as cross grating standards, are used to calibrate 

the amplification coefficients along the instrument axes and the orthogonality of the x and y 

axes. There are two variants of this type of the material measure. Old type CG1: X/Y cross 

grating material measures have a 2D array of raised lines, grooves or dots, and are used to 

calibrate only the horizontal amplification coefficients and the orthogonality of the x and y 

axes (figure 3.16). Old type CG2: X/Y/Z cross grating standards are 2D pits with flat bottoms 

(waffle pattern). They can also be used to calibrate the vertical scale (figure 3.17). 

 
Figure 3.16 Type ACG (CG1) material measure 

 
Figure 3.17 Type ACG (CG2) material measure 
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Type ADT material measures (Yanagi et al. 2007), referred to as irregular topography 

standards, are used for overall calibration of the measuring instrument. Type ADT irregular 

topography material measures have a minimum of two by two unit isotropic measuring are-

as (figure 3.18). The measuring area consists of a limited range of wavelength components. 

Surface texture parameters such as Sa, Sq, Sz, Ssk and Sku are evaluated with uncertainty. 

 
Figure 3.18 Type ADT material measure 

Type ACS are composed of a sinusoidal wavelength along the x axis and a sinusoidal wave-

length along y axis. Type ACS material measures can be used for overall calibration of the 

horizontal axis of the instrument and verification of the vertical axis. The measurands are 

the arithmetic mean height of the surface Sa and root mean height of the surface Sq, but the 

mean pitches along the x and y axes can also be used for calibration. 

Type ASG, star shape grooves consists of a series of constant height grooves with triangular 

profiles in the xy plane (see chapter 7). Type ASG measures are used for verification of the 

instrument spatial height resolution (ISO/FDIS 25178 part 603 (2012)). The measurand is 

the depth as a function of pitch on a circular profile extracted concentric to the apex of the 

standard. 

In some cases, the design of the material measure has to account for particularities of in-

struments. For example, focus variation instruments are incapable of measuring smooth 
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surfaces (Ra or Sa below 10 nm) and specially designed material measures have to be used 

(Danzl 2008). 

With the exception of types PDG, PPS and ADT, measurement standards are mainly used for 

the calibration of the instrument scales. However, not all of the material measures are al-

ways required because a large number of the profile material measures are designed for 

contact stylus instruments and other material measures can achieve the same measurement 

goal. 

3.5 Current design 

Although ISO/FDIS 25178-70 (2012) contains a large number of material measures, it does 

not mean that there is a need to use all of them to calibrate an instrument. The choice of ma-

terial measures should be based on a small selection that is sufficient for a full geometrical 

calibration of the instrument. An example of such selection of material measures is a calibra-

tion set that is limited to flats, type ACG, type ASG and type ADT. These three types of mate-

rial measures are used to calibrate the metrological characteristics of the instruments and 

they are the subjects of the NPL areal calibration box set that is presented next. 

The type ACG is used to calibrate the linearity, amplification and squareness of the x, y and z 

scale. The design of the type ACG includes five cross gratings that have different pitch, rang-

ing from 16 µm to 400 µm, which allow testing of the amplification, linearity and squareness 

of the x and y axes of the instrument (see figure 3.19) for different measurement windows 

(nesting indexes). The patterns were produced at different thickness: 0.5 µm, 1 µm and 

2 µm. 

The type ASG is used to calibrate the lateral resolution of the instruments. The NPL design of 

the resolution artefact is a combination of the type ASG and type ACG and they are manufac-

tured in the same way to the ACG type that is used to calibrate linearity, amplification and 

squareness of the x and y scale presented above. The design of the resolution artefact in-
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cludes thirteen ACG types with different pitches ranging from 600 nm to 20 µm and two ASG 

types of 70 µm and 20 µm radius. 

 
Figure 3.19 NPL ACG type of material measure: measured 

(left) and design (right) 

 
Figure 3.20 NPL resolution artefact 

In the final form the type ACG and type ASG is an electroformed nickel replica of a master 

that was initially produced as a patterned photoresist film deposited on a silicon wafer. The 

manufacturing of the masters as thin nickel moulding tools was carried out in three main 

steps: 
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 Structuring the polymeric master structures with e-beam lithography. 

 Metallization of the conductive plating base by plasma vapour deposition (PVD). 

 Fabrication of the moulding tool using nickel electroforming. 

Finally, the ADT type was produced by diamond turning (Nemoto et al. 2009, Yanagi et al. 

2007) followed by Ni replication. The final material measures have a useful working areas of 

1.5 mm by 1.5 mm (see figure 3.21). 

 
Figure 3.21 NPL ADT artefact 

Final replication of all material measures was carried out with higher current density lead-

ing to faster deposition rates of nickel (see figure 3.22). 

 
Figure 3.22 Final material measures produced in nickel: 

left - type ACG, right – type ADT 
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4 Instrumentation 

To a certain extent, the majority of manufactured components need to have some control 

over the surface. The field of surface topography measurement was developed in order to 

address these issues and it initially begun by making use of the sight and touch senses (Saw 

1936). The first instruments to measure surface texture were introduced in the early twen-

tieth century. These instruments employed different measuring methods, some successful, 

some not, such as the profile contact stylus (Harrison 1931, Abbot et al. 1938), optical 

(Schmaltz 1929, Linnik 1930), pneumatics (Nicolau 1939, von Weingraber 1942, 

Whitehouse 1994) and capacitance methods (Perthen 1936, Whitehouse 1994). 

In the late 1960s and towards the beginning of 1970s, areal surface topography measuring 

instruments emerged for the first time using optical probes (Linnik 1930, Tolansky 1960, 

Bennett 1976, Minsky 1988) and contact stylus probes (Williamson and Peklenik 1967-

1968, Grieve et al. 1970). The first commercial contact stylus instrumentation became avail-

able twenty years later after the development of personal computers in the 1980s which 

could handle large amounts of data (Teague et al. 1982, De Chiffre and Nielsen 1987, Jiang et 

al 2007b). The digital era had a major impact in the proliferation of the profile parameters 

that were used to assess surfaces quantitatively. For the first time, computers also allowed 

for the surface visualisation to be at the fingertip of the operator. Advances made in digital 

filtration meant that the same instrument could measure profile, waviness and form. Since 

then the range of areal surface topography measuring instrumentation has expanded and 

matured (see for example Thomas 1999, Whitehouse 1994, Leach 2011). 

When used for 3D characterisation of surface topography, stylus instruments were too slow 

(at a typical stylus scanning speed of 0.5 mm s-1 and 500 nm sampling spacing an area of 

1 mm × 1 mm will be measured in more than an hour) and, due to their contacting nature, 

they were damaging the surfaces under investigation. Subsequently optical principles be-

came a compelling alternative to stylus instruments. Since the 1980s, several instruments 
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based on various focus detection techniques (Schmidt and Compton 1992) and interferome-

try (Bhushan et al. 1985, Greivenkamp and Bruning 1992, Caber 1993, Deck and de Grout 

1994) have been successfully developed (see section 4.2 to 4.4). The non-contact nature of 

the optical methods allowed them to be used as fast investigation techniques, because the 

measurement speed was not any longer restricted by the potential damage that a contact 

probe could inflict on the sample. However, there are some disadvantages to surface topog-

raphy measuring optical instruments. While it is relatively simple to predict the output of a 

contact stylus instrument as the movement of a ball rolling on the surface, the interpretation 

of the interaction between the electromagnetic field and the surface requires assumptions 

that are not easy to defend in practice (Coupland and Lobera 2008). 

The list of measuring instruments presented in figure 4.1 is by no means comprehensive, 

but illustrates the commonly used investigation techniques for measuring roughness 

(Thomas 1999, Stout and Blunt 2000, Mainsah et. al 2001, Muralikrishnan and Raja 2009). 

The 1980s are well known for the invention of the scanning tunnelling microscope (STM) by 

Binning and Rohrer (1983) and for the subsequent invention of the atomic force micro-

scopes (AFM) by Binning et. al (1986). These two instruments revolutionised the area of 

surface metrology as they allowed for the first time quantitative measurement of areal sur-

face topography at the nanometre and atomic scales. However STM and AFM are mostly 

used to measure a variety of physical and chemical properties of the surface. 

The term roughness measuring instrument is often associated with the profile measuring 

techniques such that the terminology used in figure 4.1 can be confusing. In ISO 25178-6 

(2010) the instruments are divided into three main types: line profiling that can be repre-

sented as z = f(x); areal topography represented as z = f(x, y); and area integrating that pro-

vides a numerical answer which depends on the area integrating properties of the surface 

(Leach 2011). 
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Figure 4.1 Roughness measuring instruments (LFM low 

force microscopy, MFM magnetic force microscopy, 
SNOM scanning near-field optical microscope) 

Surface topography measuring instruments are able to measure surface features within a 

broad range of amplitudes and spatial wavelengths. The area of operation of the instru-

ments is constrained by a number of factors such as range and resolution, the geometry of 

the contact stylus tip or the numerical aperture of an optical instrument, environmental 

conditions, etc. Stedman (1987a, b) was first to present diagrammatically  amplitude wave-

length (AW) space. AW space helps in the understanding of the operating regimes of surface 

measuring instruments (see figure 4.2). 
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Figure 4.2 Typical constraints in additional AW space 

(adapted from Stedman 1987a) 

There is a natural split at about 500 nm in the spatial wavelength range that divides the sur-

face topography measuring instruments. At one end there are the stylus and far-field optical 

instruments that are capable of measuring spatial wavelengths larger that 500 nm. At the 

opposite end there are the scanning probes microscopes that measure 500 nm and smaller 

features. The 500  nm value does not represent a definite separation as the far-field optical 

instruments are diffraction limited at about 200 nm to 300 nm and the typical commercial 

AFMs scanning range goes above 30 μm. 

Only the traceability of a limited number of areal surface topography measuring instru-

ments is in scope of this thesis. Line profile traceability has already been demonstrated 

(Leach 2000) and the areal integrating instruments can be calibrated by direct comparison 

with a calibrated areal topography measuring instrument. The areal topography type of in-

struments includes a wide variety of instruments ranging from scanning probe microscopes 

(SPMs), such as AFMs, STMs, etc., to optical instruments and contacting stylus instruments. 

Often SPMs have different traceability routes (Danzebrink et al. 2006, Yacoot and Koenders 

2008), and a different standardisation framework (ISO/FDIS 11952 2012), than the optical 

and contacting stylus instruments, and they are not discussed here. 
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4.1 Contact stylus instruments 

Instruments based on the contact stylus principle have been used to measure surface topog-

raphy for one century (Evans and Bryan 1999). During this time, contact stylus instruments 

have had to adapt to many paradigm shifts that occurred in surface metrology (Jiang et al. 

2007a b) and, as a result, they have matured into refined metrology tools. Whitehouse 

(1994) gives a comprehensive history of surface texture metrology in which the develop-

ment of stylus instruments had an undeniable contribution.  

Essentially, contact stylus instruments measure the vertical displacement of a fine stylus 

that is traversed across the surface of a component, working very much like a gramophone. 

While the contact stylus principle is simple to understand, the underlying metrology of the 

instrument has a high degree of complexity. Fortunately, these instruments have been de-

scribed in great detail in the literature (Whitehouse 1994, Thomas 1999, Leach 2009). A 

schematic diagram of a typical stylus instrument is presented in figure 4.3. 

Contact stylus instruments were used only in profile mode (2D) until the end of 1960s when 

in separate groups Williamson and Grieve (Williamson and Peklenik 1967-1968, Grieve et 

al. 1970) built the first research instruments that measured areal topography (3D). It took 

another two decades for their commercial counterparts to appear owing mainly to the ad-

vent of personal computers in the 1980s (Jiang et al 2007b). Areal contact stylus instru-

ments generate a 3D image of the surface in a measurement coordinate system such as Car-

tesian, cylindrical or spherical. 
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Figure 4.3 Example of a measurement loop of a stylus in-

strument taken from ISO 3274 (1997) 

The Cartesian coordinate system is regularly used by areal topography measuring instru-

ments. In this case the reference axis of the instrument is physically realised by a combina-

tion of reference guides, linear or areal guides, that allows the instrument’s probing system 

(i.e. stylus) to move relative to the surface of a component along known paths (ISO 25178-

601 2010). The device responsible for the relative movement of the probing system to the 

surface is called the driving unit. The driving unit includes location sensors that measure 

relative displacements along the reference guides. In many cases it is difficult to discern the 

driving unit from the reference guide(s) because they are part of an integrated system called 

the scanning system. Based on the configuration of scanning and probing systems, ISO 

25178-601 (2010) Annex A identifies ten possible types of contact stylus instruments that 

measure areal topography. 
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The lateral scanning system of the stylus instruments can be based on a combination of two 

linear reference guides (x and y) or an areal reference guide. Because both the probe and/or 

the component can be driven laterally relative to each other with similar results, it is possi-

ble to have five lateral scanning system configurations: probing system moving along a line-

ar reference guide and component moving along another linear reference guide (PX o CY), 

probing system moving along two linear reference guides (PX o PY), component moving 

along two linear reference guides (CX o CY), probing system moving across an areal refer-

ence guide (PXY) and component moving across an areal reference guide (CXY). 

Largely, the probing system of stylus instruments is based on a design in which a sharp tip 

(typically conical shapes with a rounded tip of 2 μm radius) is situated at the end of an arm 

that pivots in a vertical plane around a fixed point. The arcuate motion of this system, called 

the stylus, could be corrected or not and that gives the two probing system variants: without 

arcuate error correction (A) and without arcuate motion or corrected arcuate error (S). The 

second variant of the probing system includes those instruments that are not based on a 

pivoting arm (for example, Leach 2000, Bayliss et al. 2006 and Thomsen-Schmidt and 

Krüger-Sehm 2008). 

Common to all configurations of areal contact stylus instruments are the main error sources, 

i.e. the probing system and the mechanical structure of the instruments (Balsamo et al. 

1996). Areal surface topography measuring instruments are essentially coordinate measur-

ing machines (CMMs) and their performance is affected by a number of influence factors, 

such as the squareness of pairs of axes, alignment, imperfect motion (Cox et al. 1999) and 

the interaction between the probe and the component’s surface. In consequence, it becomes 

appropriate to depict the effects of the stylus probe separately from the effects of the me-

chanical structure. 

In the case of areal contact stylus instruments, the probe is identical to profile contact stylus 

instruments. The difference that sets these two types of instruments apart is the existence of 
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a third axis that allows areal instruments to map the surface in 3D. A vast majority of com-

mercial areal contact stylus instrument are profile instruments that have been upgraded to 

areal status by adding an additional y drive unit. It follows that all the problems encountered 

with contact stylus instruments that measure surface profile are applicable to those that 

measure areal topography. Note that unless air bearing stages are employed (see chapter 2) 

the quality of the y drive unit is often inferior to the x drive unit (see flatness deviation of the 

stylus instrument presented in chapter 5). The effects of stylus instruments on the meas-

urement of surface topography have been thoroughly studied. This chapter considers the 

tactile and dynamic characteristics of the probe (Whitehouse 1994). 

Prior to describing the probe effects, the configuration of the probing system as presented in 

ISO 25178 – 601 will be discussed. Figure 4.4 shows the most common configuration of con-

tact stylus probe that consists of a tip and an arm. The standard also specifies that there are 

other possible designs of stylus probe that are based on flexures (Leach 2000) or linear 

probes (Bayliss et al. 2006 and Thomsen-Schmidt and Krüger-Sehm 2008). The length of the 

arm (L) gives the height range that can be covered by the instrument because the movement 

of the probe in the pivot (2) is restricted to a limited angular range. As the length of the arm 

is increased or decreased the z range becomes larger or smaller, respectively. The stylus is 

mounted at one end of the arm opposite to the pivot and its height (H) establishes the max-

imum amplitude of the features that can be measured. For example, it would not be possible 

to measure grooves that have a depth larger than the height of the stylus. In figure 4.4 the 

stylus terminates in a conical shape with a rounded tip with typical radii ranging from 

0.1  μm to 10 μm. In reality, the styli have pyramidal or conical shapes terminating with a 

truncated flat tip or a round tip, respectively. Depending on the usage, these two types of 

styli gradually attain similar shapes as the pyramidal tip develops rounded edges and the 

round tip becomes flatter. 
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Figure 4.4 Typical stylus as in ISO 25178-601, where: 1 is 
stylus, 2 is pivot, L is length of the arm, H is height of the 
stylus, rtip is radius of the tip and  is cone angle of the tip 

As the component is moved under the stylus, the stylus instrument acquires data that is a 

combination of the real surface of the component and the stylus shape (McCool 1984, 

O’Donnell 1993, Whitehouse 1994, Dagnall 1998). For instance, when the tip of the stylus 

crosses a sharp peak, the point of contact shifts from one side of the stylus to the other 

without breaking the contact with the highest point of the peak in such a way that a round 

stylus tip will make the summits appear gentler than they really are. This effect of the stylus 

geometry will not alter the peak height from the mean line but it will make the peak look 

wider. In contrast, valleys will appear narrower because the stylus will start to go up at the 

first contact with the ascending wall with immediate loss of contact between the trailing 

side of the tip and the descending wall. Another consequence of this effect is that the stylus 

will not penetrate the bottom of narrow valleys so the trace will look shallower. Moreover, if 

the tip size is larger than the distance between the surface features, the instrument will not 

record them. The effects of the stylus tip on the measurement results, also known as the in-

strument transfer function, has been investigated using various algorithms that accounted 

for stylus geometry and surface characteristics (Whitehouse 1979, O’Donnell 1993, Mende-

leyev 1997, Wu 1999 & 2000, Yoshida and Tsukada 2006, Tian et al 2007, Lee and Cho 

2012) and experimentally by (Bennett and Dancy 1981, Song and Vorburger 1991). All the 

models predict only the contact effect of the stylus tip and the surface features, and by no 

means do they predict the true surface topography. Ultimately the measured topography 
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data is just an estimation of the surface topography that lacks information about surface ar-

eas that are not contacted by the stylus tip. Such areas include undercuts, overhangs and re-

entrant angles where the stylus tip loses partial contact with the profile and so does not rec-

ord these surface characteristics, or narrow valleys where the tip cannot penetrate to the 

bottom. Similar to the effect of re-entrant angles, surface features that have steeper angles 

than the half angle of the side of the tip are not contacted by the stylus tip. 

Another aspect of the contact stylus instruments is the finite force that should to be exerted 

by the tip onto the surface to maintain permanent contact during the measurement. The 

pressure generated by the stylus tip could easily exceed the surface yield stress of the com-

ponent which will lead to surface damage. Examples of damage produced by the stylus tip 

are uniform width scars (see figure 4.5) developed during the normal traverse (McCool 

1984), shock marks when the stylus vibrates during the transverse and makes a variable 

width trace, and ‘touch-down’ mark damage (see figure 4.6), which look like craters in the 

surface (Bennett and Dancy 1981). It has been shown that the pressure generated by a force 

of 0.7 mN applied on an effective area of a typical 2 µm radius tip should not exceed the sur-

face yield stress for most materials except some soft coatings (Whitehouse 1994). Even if 

the tip indents the surface and this method becomes a destructive technique, the results 

should be acceptable providing that the damage is small compared to the surface texture. As 

an example, the stylus marks are acceptable in an average machine shop but they could be-

come undesirable when ultra-fine surfaces are investigated. Secondary to the surface dam-

age (plastic deformation), the stylus produces elastic deformations of the surface. The elas-

tic effects can be estimated quantitatively for homogeneous materials and for stylus con-

stant pressure (Walton 1961). However, the surface of a component could change its elastic 

properties along the scanned area and the homogeneity assumptions no longer hold. The 

pressure exerted by the stylus could also change due to variation in contact area that de-

pends on the local surface roughness. These effects could allow for various local elastic de-

formations that can result into measurement errors. 
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Figure 4.5 Example of uniform width scar produced by a 

contact stylus (Griffiths 2001) 

 
Figure 4.6 Example of uniform shock marks produced by 
a contact stylus on a brass sample (Mainsah et al. 2001) 

The tactile considerations are mainly discussed in the literature as 2D problems even 

though in reality the stylus has three dimensions and certainly interacts with the surface not 

only in the trace direction but along the orthogonal direction (Stout and Blunt 2000). 

All contact stylus instruments that measure areal surface topography are scanning instru-

ments and the measurement data is obtained on the fly, hence the importance of the instru-

ment dynamic characteristics. The dynamic characteristics are mainly concerned with the 

stylus trackability, which is the ability to track the surface faithfully without lift-off. It is pos-

sible to calculate the optimal trace speed and feature slopes, considering the natural fre-

quency of the system and damping ratio, for which the stylus will not break contact with 

surface (Whitehouse 1990). The limited experimental results available are inconclusive and 

no optimum speeds for dynamic measurements have been suggested (Stout and Blunt 
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2000). The recommended speeds for 2D instruments generally are too conservative for 3D 

measurements because it increases the acquisition time. 

Before concluding this section it is worth mentioning that there are different types of trans-

ducers or pickups that covert the vertical displacement of the stylus into an electrical signal 

(Garratt 1979). They can be classified in two categories: analogue and digital transducers 

(Smith 2002). Possibly the most common analogue transducer is the based on a linear vari-

able differential transformer (LVDT) (Thomas 1999) and the frequent digital one is based 

on a phase grating interferometer (Smith 2002). Irrespective of the pickup type, the output 

is converted by instrument electronics and software into height measurements that are part 

of the measured topography data. 

4.2 Same common aspects of optical instruments 

The story of development of optical surface topography measuring instruments is twined 

with that of the contact stylus. Before 1980s, several optical techniques such as Linnik inter-

ferometers (Linnik 1930, Miroshnikov 2010), multiple beam interferometers (Tolansky 

1960), fringes of equal chromatic order interferometers (Bennett 1976) and confocal scan-

ning microscopes (Minsky 1988), were developed with potential for measurement of sur-

face topography. Owing to the development of personal computers in the 1980s, phase shift-

ing interferometers become available (Bhushan et al. 1985, Greivenkamp and Bruning 

1992) shortly followed by the development of coherence scanning interferometers (Caber 

1993, Deck and de Grout 1994) and confocal microscopes (Schmidt and Compton 1992). 

There are a number of similarities between optical and contact stylus instruments. For ex-

ample, contact stylus and optical instrumentation is prohibited in the measurement of un-

dercuts, although recent research shows that the scattering effects could be used to gather 

information outside the normal bandwidth of operation (Coupland and Lobera 2010). How-

ever, in the relatively short overlapping history of stylus and optical instruments a number 

of papers have been published that highlight discrepancies between them that are usually 
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due to mismatching the measurement conditions or using the optical instruments outside 

their capability (Hillmann et al. 1996, Brand and Fluegge 1998, Rhee et al. 2005, Leach et al. 

2006). One thing is clear, optical instruments are needed in industry owing to their non-

contact nature that allows for fast measurements of areas with relatively good lateral reso-

lution. 

The majority of optical areal surface topography measuring instruments are based on the 

classical design of the conventional microscope such that they inherit the characteristics of 

their precursor such as chromatic aberrations, spherical aberrations, comatic aberration, 

astigmatism, curvature of field and distortion, which are detailed elsewhere (Born and Wolf 

1997, Hecht 2003, Murphy 2001). All these optical aberrations will affect the metrological 

characteristics of the instruments such as the linearity of the scales and the resolution (see 

chapters 6 and 7). 

Currently, resolution is a very sensitive topic in the field of surface texture, especially in the 

ISO TC 213 working group 16, because it is seen as a critical parameter and drives instru-

ment vendors to improve optics and processing algorithms such that they can claim lateral 

resolutions close or even better than the diffraction limit (de Lega and de Groot 2012). The 

most common definition used is the Rayleigh criterion (for incoherent illumination), which 

says that two imaged points on an object are distinguishable if the central maximum of the 

first point diffraction pattern (Airy disk – see figure 4.7) lies outside the first minimum of 

the second point diffraction pattern. Hence the optical instrument resolution that operates 

in air is 

 
4.1 

where r is the lateral resolution, λ is the mean wavelength and AN in the numerical aperture 

of the objective lens. Other definitions are available such as the Sparrow limit, which replac-
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es the 0.61 factor of equation (4.1) with 0.47, and the Abbe criterion which replaces the 0.61 

factor with 0.5 (Lipson et al. 2011). 

 
Figure 4.7 Diffraction pattern of an ideal small circular 

aperture – airy disk (adapted from Astro Fundamentals: 
Light and its detection tutorial – Liverpool John Moore 

University1) 

In the Sparrow limit case, two points are considered separate if their joint intensity function 

at the image plane has a minimum on the line joining their centre, whereas according to Ab-

be criterion two points are distinguishable if they are placed at a distance from each other 

larger than half the diameter of the central peak. Figure 4.8 depicts the difference between 

the three resolution criteria for incoherent illumination. In the Rayleigh criterion case there 

is a distinct central dip in the resulting intensity profile, whereas in the Sparrow limit case, 

there is no central dip. Abbe sits in between Rayleigh and Sparrow and in consequence a 

small depression in the central area intensity profile can be observed. 

For coherent illumination, the Rayleigh definition is not applicable because the amplitude of 

the signals add before squaring resulting in an intensity map from which the separation be-

tween the two points is not possible. The Sparrow limit for coherent illumination replaces 

the 0.61 factor of equation (4.1) with 0.47, and Abbe criterion with 1 (Lipson et al. 2011). 

                                                           
1
 http://www.astro.ljmu.ac.uk/courses/phys134/scopes.html 
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Figure 4.8 Resolution limits: left Rayleigh, middle Abbe, 
right Sparrow (adapted from Super-resolution microsco-

py tutorial - the University of Utah2) 

Recently, some instrument vendors have started claiming resolutions based on line and 

space criteria, which is half of the Rayleigh criterion resolution (Leach 2011 – chapters 2 

and 11). 

These types of definitions are equally valid for 2D microscopes but not for areal measure-

ments because when it comes to resolving 3D structures there is a more intimate relation-

ship between the lateral resolution and the vertical resolution, see equation (4.2) (Leach 

2011 – chapter 3), 

, 
4.2 

where δx is the laterally resolvable distance, δz is the vertical resolution and h is a constant 

of the instrument. This is not an easy problem to solve in practice leading to disagreements 

when it comes to establish a common definition for the resolution of areal instruments. The 

answer lies in the instrument transfer function, or the response of the instrument in the spa-

tial frequency domain, which provides information about the lateral resolution of the in-

strument (de Groot and de Lega 2005, de Lega and de Groot 2012). 

More recent research shows that the optical transfer function or instrument transfer func-

tion can be used to improve the performance of the instrument (Mandal et al. 2012, de Lega 

and de Groot 2012), at least while the instruments work in the linear regime i.e. with no 

                                                           
2
 http://www.research.utah.edu/advanced-microscopy/education/super-res/index.html 
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scattering and inside the numerical aperture (Coupland and Lobera 2008), by measuring the 

point spread function (Yashchuk et al. 2008, Fujii et al. 2010, Mandal et al. 2010, de Lega and 

de Groot 2012). The point spread function is very similar in concept to the effect of the sty-

lus geometry in contact stylus method, but unlike the stylus case, the point spread function 

is unusable for measurements of surfaces that force the instrument to depart from the linear 

response. 

4.3 Coherence scanning interferometry 

Interference microscopes were first proposed to be used for surface texture analysis at the 

end of the 1970s (Davidson et al. 1978). Two types of vertical scanning interference micro-

scopes are commonly used for surface texture measurement: phase shifting interferometers 

(PSI) (ISO/FDIS 25178-603 2012, Leach 2011) and coherence scanning interferometers 

(CSI) (ISO/FDIS 25178-604 2012, Leach 2011). PSI (not used in this thesis as a test case) 

works with monochromatic illumination and evaluates the interference phase information 

to derive height information. CSI employs broadband illumination and assesses the interfer-

ence signal strength to map the relative height differences against a linear scale. Some in-

strument manufacturers supply systems that allow access to both techniques by changing 

the illumination conditions and using different data processing algorithm. 

In the classical set up, the active optical components of a CSI are mounted on a supporting 

bridge above a mounting table that are stably connected to each other forming the metro-

logical loop. The basic interferometer setup, not including the metrological loop, is shown in 

figure 4.11. 

In the upper part of the figure 4.11, the components of the instrument responsible for illu-

mination, generally Köhler illumination (Murphy 2001), are presented together with the 

interferometric signal acquisition system. The latter system is made of a CCD camera, optical 

components that are used for projecting the interference pattern onto the CCD camera, a 

motion actuating device (drive unit) and a linear scale. The choice of the CCD camera, drive 
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units and linear scales varies from one instrument to another. The interferometric signal is 

obtained using specially designed lenses, interchangeable in most cases, that incorporate 

different types of interferometer design. Typical designs of interferometric lens are based 

on the Mirau and Michelson configurations (Kino and Chim 1990); however, Linnik configu-

rations (Linnik 1930, Davidson et al 1978) are also possible. The Mirau configuration is 

mainly used for 10× to 100× magnification objectives lenses and the Michelson configura-

tion is used for low magnifications (5× and lower). 
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Figure 4.9 Interferometer set-up for CSI 

The interferometric optical signal is captured by a CCD camera after the source light 

traverses two independent paths, one that is reflected from the reference mirror and one 
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reflected from the surface of the measured sample. In essence, the interfrometric signal car-

ries information about the difference between the surface topography of the reference mir-

ror and the surface topography of the measured sample. The light source, broadband light in 

the CSI case, is divided and sent along the two independent paths by a beam-splitter which 

is also used to recombine the returning rays before being projected onto the CCD camera. 

During the operation of the CSI, the relative optical path difference between the sample and 

the reference mirror is changed using a linear motion actuator that, in most cases, moves the 

optical components of the interferometer constant speed r along the z axis of the instrument 

varying only the relative sample position along the measurement arm of the interferometer 

whilst maintaining the same reference path. Simultaneously, the signal from each pixel of 

the CCD camera is recorded together with its reciprocal position along the scanning direc-

tion, which is given by the z scale of the instrument. 

Because the CSI uses broadband illumination, the interference effect is strongest when the 

measuring optical path is equal to the reference optical path of the interferometer and it will 

quickly diminish as this condition is changed. Therefore, the interference signal at each pixel 

(see figure 4.12) will start oscillating when the sample is approaching equal path distance 

and will increase in amplitude until the sample passes the equal path distance condition af-

ter which the amplitude of the signal will quickly diminish, for example see Lee (1990) or 

de Groot and Deck (1995) and references therein. 
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Figure 4.10 Pixel measured signal. In red is represented 
the raw signal and in blue is the modulation envelope 
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Height information is attained by processing the interference signal using different algo-

rithms that, in essence, attempt to map as accurately as possible one defining attribute of 

the interference signal onto the z scale. ISO/FDIS 25178 –part 604 (see also Leach 2011) 

identifies five signal processing algorithms: envelope detection (Caber 1993), centroiding 

(Ai and Novak 1997), combining of envelope detection with phase estimation (Harasaki and 

Wyant 2000, de Groot et al. 2002), scan domain correlation (Sandoz 1997, Sandoz et al. 

1997, Schwider et al. 1983) and frequency domain analysis (de Groot and Deck 1995). All 

these algorithms are based on various assumptions that do not hold in all the practical ap-

plications and, as a result, errors occur during the normal use of the instrument. 

Common errors affecting the CSI are reviewed by Gao et al. (2008 and references therein). 

Along with well known errors that are mainly caused by surface discontinuities and usage of 

the instruments outside their operational bandwidth, which is given by the numerical aper-

ture of the objective lens, Gao et al. (2008) identify other systematic errors that could be 

compensated. Common errors include: batwing effects that manifest along steps discontinu-

ities and are either the result of interference between reflections of waves normally incident 

on the top and bottom surfaces following diffraction from the edge for steps smaller than 

the coherence length of the light source (Harasaki and Wyant 2000, Harasaki et al. 2000) or 

the effect of a phase change caused by the way the optical field interacts around the discon-

tinuity for steps smaller than the coherence length; ghost steps (Proertner and Schwider 

2001) characteristic to field-dependent dispersion in Mirau and Linnik interferometers also 

known as 2π errors (Harasaki et al. 2001, de Groot et al 2002); tilt-dependent dispersion 

(Lehmann P 2003) or a combination of field- and tilt dependent dispersion (Lehmann P 

2006) is often the cause of errors; the effect of different phase changes on reflection be-

tween different materials (Doi et al. 1997, Harasaki et al. 2001, Park and Kim 2001); scatter-

ing errors that have been reported to increase the roughness of the measured samples 

(Hillmann et al. 1996, Brand and Fluegge 1998, Rhee et al. 2005, Leach et al. 2006), and can 

simply be explained with the measurement of a v-groove (Gao et al. 2006). 
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4.4 Imaging confocal microscopy (ICM) 

Invented in 1957 by Marvin Minsky to help his research on neural characterisation (Minsky 

M 1961, Minsky 1988), imaging confocal microscopes were initially designed to observe fea-

tures of biological structures that were not clearly resolved by a conventional microscope. 

Today confocal microscopes are also used in engineering application due to the high numer-

ical aperture configuration of the magnification lenses allowing for measurement of high 

slopes (Wilson 1990). 

ICM projects structured illumination patterns onto the surface under investigation and cap-

tures the returned light using to a pattern identical to the illumination pattern, which dis-

criminates for returned rays that are out of focus (ISO/CD 25178-607 2012, Leach 2011). 

The basic instrument setup that uses a pinhole as the illumination pattern is presented in 

figure 4.11. 

Light from a laser passes the illumination pinhole and is directed towards the sample via an 

objective lens. On return, the light is directed towards the detection pinhole, behind which is 

situated a photo-detector. At the focal plane of the objective lens the illuminated spot on the 

surface is diffraction limited and all the rays of the returned beam pass the illumination pin-

hole. If the sample is moved from this position the illuminated spot increases in size and the 

width of the returned beam is larger than the opening of the illumination pinhole. So, whilst 

the sample is scanned in and out of the focus of the objective lens using a linear motion ac-

tuator, similar to the CSI case, the intensity of light passing the opening of the detection pin-

hole increases reaching a maximum when the sample is situated in the focal plane of the ob-

jective, which reveals the height location (Conchelo and Hansen 1990), and decreases as the 

sample departs from this position. 

Height information is attained by simply ascertaining the discrete scan position correspond-

ing to maximum light intensity or more accurately employing fitting algorithms such as pa-

raboloid fitting (Wilson and Masters 1994). 
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Figure 4.11 Imaging confocal microscope set-up 

The intensity variation with the scan position is called the axial response (see figure 4.12).  
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Figure 4.12 ICM axial response 

For areal measurements the beam is scanned over a finite area across the surface of the 

sample using one of the following scanning systems: laser scanning that scans the light beam 
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coming from a pinhole (Minsky 1988) or a slit (Sheppard and Mao 1988, Artigas et al. 1999, 

Botcherby et al. 2009) using ether a combination of two galvanometric mirrors moving in 

discrete steps to build the image in a raster fashion or video rate resonant scanners; disk 

scanning that use a Nipkow disk (Xiao et al. 1988, Tiziani et al. 2000, Tanaami et al. 2002), 

scan disks with parallel slits or point rotating slits are also used; and programmable array 

scanning (Verveer et al. 1998, Artigas et al. 2004, Karadaglic 2008). 

ICM can have smaller lateral resolution than the one postulated by the Rayleigh criterion, at 

least from a theoretical perspective, due to the effect of the pinhole size, which in some in-

stances is counterbalanced by the increased measurement noise at low magnifications due 

to the lack of sharpness of the axial response curve (Wilson 1990, Leach 2011). 
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5 Measurement	noise	and	flatness	deviation	

Current	techniques	 for	determining	the	measurement	noise	and	flatness	deviation	(Creath	

and	Wayant	1990,	Haitjema	and	Morel	2005,	 ISO/CD	25178‐600	2012)	are	based	broadly	

on	 the	 assumptions	 that	 the	measurement	 noise	 can	 be	 decreased	 by	 averaging	 repeated	

measurements,	the	flatness	deviation	is	systematic	in	nature	and	the	measurements	are	per‐

formed	on	a	calibrated	flat	reference	surface.	

The	magnitude	of	 the	measurement	noise	can	be	determined	by	measuring	the	root	mean	

square	(RMS)	value	of	the	scale	limited	surface,	Sq,	of	a	flat	surface	of	less	than	or	equal	to	

30	nm	peak	to	valley	(VDI/VDE	2655	Part	1	2008).	The	challenge	of	the	measurement	noise	

test	is	to	isolate	the	measurement	noise	from	the	intrinsic	roughness	of	the	sample	and	any	

flatness	deviation	of	 the	 instrument.	A	method	of	 separating	 the	measurement	noise	 from	

the	surface	roughness	of	the	flat	is	presented	elsewhere	(VDI/VDE	2655	Part	1	2008,	Creath	

and	 Wayant	 1990).	 The	 method	 consists	 of	 taking	 the	 difference	 between	 two	 repeated	

measurements.	A	further	technique	of	error	separation	is	based	on	the	assumption	that	the	

instrument	 noise	 contribution	 to	 the	 RMS	 value	 of	 the	 average	 surface	 obtained	 from	 re‐

peated	measurements	performed	at	the	same	location	on	the	flat	will	decrease	by	the	square	

root	of	the	number	of	measurements	(Haitjema	and	Morel	2005).	

Similar	to	the	measurement	noise	test,	the	flatness	deviation	test	is	performed	on	a	flat	sur‐

face	but	the	parameter	used	to	quantify	the	magnitude	of	the	flatness	deviation	is	the	maxi‐

mum	height	of	the	scale	limited	surface,	Sz.	Unlike	Sq,	 the	value	of	Sz	 is	highly	sensitive	to	

local	height	variations	such	as	scratches	or	contamination.	It	 is,	 therefore,	difficult	to	com‐

pletely	separate	the	contribution	of	the	instrument	from	that	of	the	flat	and	other	spurious	

measurement	data.	One	way	to	overcome	these	issues	is	to	measure	the	topography	of	the	

flat	at	different	locations	(VDI/VDE	2655	Part	1	2008)	without	changing	the	instrument	set‐

up	and	to	average	the	height	measurement	at	each	location.	The	contribution	of	the	flat	and	
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any	spurious	data	should	diminish,	whereas	the	quality	of	the	areal	reference	should	be	pre‐

served.	

Measurement	noise	and	flatness	deviation	tests	are	relatively	difficult	to	apply	because	the	

assumptions	on	which	 the	 current	 test	methods	 are	 based	 are	 challenged	 in	practice.	 For	

instance,	 the	noise	 can	be	non‐stationary	 in	 a	 statistical	 sense	 (Whitehouse	1976)	 so	 that	

averaging	repeated	measurements	does	not	isolate	the	measurement	noise	from	the	flatness	

errors	and	sample	topography,	or	the	standard	way	of	calibrating	the	flat	standard	may	not	

match	the	spatial	measurement	bandwidth	of	the	instrument	(for	example	the	S‐filter	nest‐

ing	index	used	in	the	calibration	certificate	of	the	flat	standard	can	be	equal	to	the	largest	L‐

filter	nesting	 index	of	 the	 instrument).	As	they	are	presented	 in	the	next	sections,	some	of	

the	techniques	require	a	large	number	of	repeated	measurements,	which	is	not	always	prac‐

tical.	 These	 challenges	 have	 to	 be	 addressed	 before	 being	 implemented	 in	 specification	

standards,	otherwise	the	standard	will	be	unusable.	

In	 the	next	 two	sections,	5.1	and	5.2,	practical	 tests	 for	 the	measurement	of	 the	measure‐

ment	noise	and	flatness	deviation	are	presented,	and	in	section	5.3	their	contribution	to	the	

measurement	 uncertainty	 is	 discussed.	 Before	 the	 summary	 of	 this	 chapter,	 section	5.5,	 a	

method	 that	 allows	 the	 estimation	 of	 the	 combined	 effect	 of	 the	measurement	 noise	 and	

flatness	deviation	to	the	measurement	uncertainty	is	presented	in	section	5.4.		

5.1 Measurement	noise	

5.1.1 Preliminary	considerations	

The	z(x,	y)	data	set	from	an	areal	surface	topography	measuring	instrument	can	be	affected	

by	various	sources	of	noise	such	as:	instrument	electronics,	which	is	also	called	the	internal	

noise	 of	 the	 instrument;	 environmental	 noise	 generated	 by	 ground	 vibrations,	 ventilation	

(drafts	 or	 turbulence),	 sound,	 short	 and	 long‐term	 temperature	 fluctuations,	 and	 external	



Development	of	a	traceability	route	for	areal	surface	texture	measurements	
Claudiu	L.	Giusca	

Page	111	

electromagnetic	disturbances;	and	vibrations	generated	by	those	components	of	the	instru‐

ment	that	are	designed	to	move	during	the	measurement.	

In	some	instances	the	effect	of	the	internal	and	environmental	noise	can	be	identified	in	iso‐

lation	from	other	sources.	For	example,	the	majority	of	stylus	instruments	allow	the	record‐

ing	of	 the	output	signal	of	 the	probe	that	contacts	a	sample	without	scanning	 in	the	x	or	y	

directions.	This	 type	of	measurement	 is	known	as	a	 static	noise	 test	 and	 is	generally	per‐

formed	in	profile	mode	(ISO	25178‐601:	2010).	For	instance,	figure	5.1	and	figure	5.2	pre‐

sent	the	results	of	two	static	noise	tests	along	the	fast	axis	(x	axis)	of	a	the	stylus	instrument.	

The	measurement	spatial	bandwidth	of	the	profiles	is	the	same	(1	µm	sampling	spacing	and	

1.4	mm	sampling	length);	however,	the	temporal	sampling	frequencies	are	different,	100	Hz	

and	500	Hz,	that	correspond	to	scanning	speeds	of	0.1	mm	s‐1	and	0.5	mm	s‐1,	respectively.	

	
Figure	5.1	Example	of	the	result	of	a	static	noise	test	for	a	
stylus	instrument	equivalent	to	a	profile	measurement	

along	the	fast	axis	of	the	instrument	at	a	speed	of	
0.1	mm	s‐1,	1	µm	sampling	spacing	and	1.4	mm	sampling	

length	

A	dominant	noise	component	at	a	temporal	frequency	of	about	4	Hz	can	be	identified	in	fig‐

ure	 5.1	 and	 figure	 5.2.	 The	 4	Hz	 temporal	 frequency	 corresponds	 to	 a	 wavelength	 of	

0.025	mm	in	figure	5.1	and	a	wavelength	of	0.127	mm	in	figure	5.2.	The	frequency	of	4	Hz	

was	coupled	into	the	instrument	from	the	air	conditioning	system.	

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 mm

nm

-5

-4

-3

-2

-1

0

1

2

3

4

Length = 1.40000 mm  Pt = 5.34600 nm  Scale = 10.0000 nm



Chapter	5	
Measurement	noise	and	flatness	deviation	

Page	112	

	
Figure	5.2	Example	of	the	result	of	a	static	noise	test	for	a	
stylus	instrument	equivalent	to	a	profile	measurement	

along	the	fast	axis	of	the	instrument	at	a	speed	of	
0.5	mm	s‐1,	1	µm	sampling	spacing	and	1.4	mm	sampling	

length	

The	low	temporal	 frequency	components	of	 the	noise	that	are	not	captured	 in	the	profiles	

extracted	along	the	fast	axis	could	be	short	spatial	wavelength	components	along	the	slow	

axis	(y	axis)	of	 the	xy	 scanning	 instruments.	 It	 is	not	always	possible	 to	perform	the	static	

noise	test	along	the	slow	axis	of	the	instrument;	hence,	the	contribution	to	the	measurement	

uncertainty	of	the	static	noise	cannot	easily	be	considered.	The	aim	of	the	static	noise	test	is	

to	 identify	 issues	with	 the	setup	of	 the	 instrument,	but	 it	 is	not	essential	 for	 the	measure‐

ment	 uncertainty	 because	 the	 static	 noise	 is	 incorporated	 into	 the	 dynamic	 noise	 (ISO	

25178‐601:	2010)	of	an	xy	scanning	instrument.	The	dynamic	noise	is	a	combination	of	the	

internal	noise	of	the	instrument,	environmental	noise	and	the	noise	arising	from	the	drive	

units	at	the	time	of	scanning.	The	latter	type	of	noise	is	also	called	measurement	noise	de‐

fined	as:	noise	added	to	the	output	signal	occurring	during	the	normal	use	of	the	instrument	

(Leach	R	K	2011).	Unlike	the	term	dynamic	noise,	the	term	measurement	noise	is	applicable	

to	all	types	of	areal	surface	topography	measuring	instruments.	

5.1.2 Estimation	of	measurement	noise	

As	discussed	above,	 there	are	 two	methods	 that	 can	be	employed	 to	determine	 the	meas‐

urement	noise,	one	 that	 is	based	on	a	 subtraction	 technique	 (VDI/VDE	2655	Part	1	2008,	

Creath	 and	Wyant	 1990)	 and	 one	 that	 is	 based	 on	 an	 averaging	 technique	 (Haitjema	 and	

Morel	2005).	
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The	subtraction	technique	requires	two	repeated	measurements	at	the	same	position	on	the	

sample	 in	 quick	 succession.	 The	 topography	data	 of	 one	measurement	 is	 subtracted	 from	

the	topography	data	of	the	other	measurement	such	that	the	resulting	topography	data	con‐

tains	only	information	about	measurement	noise.	The	subtraction	method	combines	the	var‐

iances	of	 two	 identical	probability	distributions	 that	each	characterise	 the	noise	of	 the	 in‐

strument.	 It	 follows	that	the	measurement	noise	(Sqnoise)	can	be	estimated	by	the	Sq	of	 the	

resulting	topography	divided	by	the	square	root	of	two:	

.
2

Sq
Sqnoise  5.1

The	 averaging	method	 is	 based	 on	 the	 assumption	 that	 the	 noise	 contribution	 decreases	

when	averaging	multiple	measurements	of	the	surface	topography	at	the	same	location	on	a	

sample	(flat).	The	measured	Sq	on	the	surface	of	a	flat	is	a	function	of	the	instrument	noise	

(Sqnoise)	and	the	flat	roughness	(Sqflat)	

.22
noiseflat SqSqSq  5.2

After	n	repeated	measurements	at	the	same	location	on	the	surface	of	the	flat,	the	contribu‐

tion	of	the	instrument’s	noise	into	the	root	mean	square	height	of	the	averaged	surface	to‐

pography	(Sqn)	is	decreased	by	the	square	root	of	n	while	that	due	to	the	flat	is	preserved	

.
1 22

noiseflatn Sq
n

SqSq  5.3

The	instrument	noise	can	be	extracted	from	equations	5.2	and	5.3	as	follows:	

.
1

1

22

n

SqSq
Sq n

noise




 5.4
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It	is	difficult	to	recommend	an	exact	number	n	of	repeated	measurements	but	one	approach	

is	 to	make	 sufficient	 repeated	measurements	 such	 that	 the	 estimated	measurement	 noise	

does	not	change	appreciably	with	an	increased	number	of	averaged	topography	data.	

The	averaging	method	is	particularly	useful	when	the	acquisition	software	of	the	instrument	

can	automatically	produce	an	average	surface	from	multiple	measurements.	The	CSI	instru‐

ment	 used	 as	 test	 case	 has	 an	 option	 of	 averaging	 two,	 four,	 eight	 and	 sixteen	measure‐

ments.	 The	unfiltered	 results	 of	 the	measurement	 noise	 test	 of	 the	CSI	 show	 that	 two	 re‐

peated	measurements	(n	=	2)	could	be	enough	to	measure	the	noise	of	the	instrument	(see	

table	5.1)	because	the	difference	in	Sqnoise	between	two	and	sixteen	repeated	measurements	

is	small.	The	value	of	Sqnoise	after	two	measurements	would	be	valid	even	allowing	for	a	dif‐

ference	of	10	%	from	the	value	obtained	after	sixteen	repeated	measurements.	

In	comparison,	the	subtraction	method	average	result	is	Sqnoise	=	0.670	6	nm	with	an	associ‐

ated	standard	deviation	of	the	mean	of	0.000	5	nm	for	the	case	of	the	50×	magnification	ob‐

jective	 lens	 and	 Sqnoise	=	0.347	8	nm	with	 an	 associated	 standard	 deviation	 of	 the	mean	 of	

0.001	3	nm	for	the	case	of	the	20×	magnification	objective	lens	(see		

table	5.2).	The	difference	between	the	two	methods	is	not	appreciable	(less	than	10	%).	

Table	5.1	Unfiltered	measurement	noise	of	the	CSI	on	a	transparent	glass	flat	–	aver‐
aging	method	results	

Number	of	aver‐
aged	measure‐

ments	

Sqnoise	/	nm	

20×	 50×	

2	 0.339	8	 0.665	0	

4	 0.349	9	 0.665	0	

8	 0.340	2	 0.665	5	

16	 0.341	5	 0.665	0	
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Table	5.2	Unfiltered	measurement	noise	of	the	CSI	on	a	transparent	glass	flat	–	sub‐
traction	method	results	

Subtractions	
Sqnoise	/	nm	

20×	 50×	

1	 0.346	8	 0.671	6	

2	 0.348	3	 0.670	0	

3	 0.346	6	 0.671	2	

4	 0.349	4	 0.669	6	

	

Both	subtraction	and	averaging	methods	work	successfully	in	the	CSI	case	because	the	effect	

of	the	noise	can	be	easily	separated	from	the	topography	of	the	sample	and	the	form	errors.	

However,	when	the	noise	becomes	non‐stationary	in	a	statistical	sense	(Whitehouse	1976),	

i.e.	the	noise	cannot	be	removed	by	averaging,	the	separation	is	not	possible.	An	example	of	

such	noise	was	found	during	the	measurement	noise	test	of	the	stylus	instrument.	Two	re‐

peat	areal	scans	of	1.5	mm	by	1.5	mm	show	a	non‐repeatable	 form‐like	behaviour	of	 the	y	

axis	drive	unit	that	does	not	allow	the	use	of	either	the	subtraction	or	the	averaging	method	

to	isolate	the	measurement	noise	from	the	sample	topography	(figure	5.3	and	figure	5.4).	

	
Figure	5.3	Profile	along	the	y	axis	of	the	stylus	instru‐
ment	resulting	from	averaging	the	topography	in	the	x	

direction	‐	first	measurement	noise	test	

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 mm

nm

-75

-50

-25

0

25

50

75

100

Length = 1.5 mm  Pt = 140.125 nm  Scale = 200 nm



Chapter	5	
Measurement	noise	and	flatness	deviation	

Page	116	

	
Figure	5.4	Profile	along	the	y	axis	of	the	stylus	instru‐
ment	resulting	from	averaging	the	topography	in	the	x	

direction	‐	second	measurement	noise	test	

In	the	stylus	 instrument	case	some	of	 the	components	of	 the	measurement	noise	could	be	

analysed	in	profile	mode	along	the	fast	axis	of	the	instrument	but	the	non‐repeatable	form	

errors	of	the	y	axis	drive	unit	will	ultimately	govern	the	uncertainty	associated	with	the	sty‐

lus	 instrument	measurements.	 The	measurement	 noise	 analysis	 along	 the	 fast	 axis	 is	 not	

that	different	 from	the	static	noise	 test	along	 the	 same	axis.	The	analysis	only	brings	 sup‐

plementary	information	in	regard	to	the	x	axis	drive	unit	that	 is	not	necessarily	usable	for	

the	areal	measurement	uncertainty	that	needs	the	combined	effect	of	the	slow	and	fast	axes	

measurement	noise	contributions.	The	magnitude	of	 the	errors	caused	by	 the	slow	axis	of	

the	stylus	instrument	allows	the	non‐stationary	behaviour	of	the	measurement	noise	to	be	

seen.	 In	 some	 instances	 it	 is	 not	 as	 easy	 to	 observe	 the	 non‐stationary	 behaviour	 of	 the	

measurement	noise.	Such	a	characteristic	was	found	during	the	measurement	noise	test	of	

the	ICM	instrument.	The	averaging	method	results	for	the	50×	and	20×	magnification	objec‐

tives	 are	 presented	 in	 table	 5.3	 and	 the	 subtraction	 method	 results	 are	 presented	 in	

table	5.4.	

The	averaging	method	results	show	that	with	the	increased	number	of	averaged	measure‐

ments,	the	Sqnoise	value	decreases,	so	the	averaging	method	is	likely	to	isolate	the	noise	from	

the	form	errors	only	when	using	a	large	number	of	measurements.	The	average	value	of	the	

measurement	noise	 obtained	 from	 the	 subtraction	method	 is	Sqnoise	=	1.56	nm	 for	 the	50×	

magnification	 objective	 lens	 with	 an	 associated	 standard	 deviation	 of	 0.22	nm	 and	
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Sqnoise	=	5.0	nm	for	the	20×	magnification	objective	lens	with	an	associated	standard	devia‐

tion	of	1.2	nm.	

Table	5.3	Unfiltered	measurement	noise	of	the	ICM	instrument	on	a	transparent	glass	
flat	–	averaging	method	results	

Number	of	aver‐
aged	measure‐

ments	

Sqnoise	/	nm	

20×	 50×	

2	 9.2	 1.9	

3	 7.1	 2.2	

4	 6.5	 1.7	

5	 5.4	 1.4	

Table	5.4	Unfiltered	measurement	noise	of	the	ICM	instrument	on	a	transparent	glass	
flat	–	subtraction	method	results	

Subtractions	
Sqnoise	/	nm	

20×	 50×	

1	 6.7	 1.4	

2	 4.7	 1.5	

3	 4.3	 1.9	

4	 4.1	 1.5	

	

5.2 Flatness	deviation	

An	 important	 feature	 of	 areal	 instruments	 is	 the	 quality	 of	 their	 areal	 reference	 against	

which	 the	 surface	 topography	 is	 measured.	 Scanning	 instruments	 use	 a	 reference	 guide	

whereas	some	optical	instruments	rely	on	the	quality	of	the	optical	components	to	provide	a	

good	quality	areal	reference.	Any	departure	of	the	areal	reference	from	an	ideal	flat	surface	

will	give	rise	to	errors	in	the	z	axis	measurement	direction.	VDI/VDE	2655	Part	1.1	(2008)	

recommends	 the	 measurement	 of	 flatness	 deviation	 by	 averaging	 ten	 measurements	 ac‐

quired	at	different	locations	on	a	good	quality	flat	so	that	the	contribution	of	the	topography	
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of	 the	 flat	 and	 the	measurement	 noise	 is	minimised,	 and	 the	 flatness	 deviation	 of	 the	 in‐

strument	 is	 preserved.	 These	 measurements	 are	 not	 always	 straightforward	 because	 the	

measurements	are	often	affected	by	spurious	data	of	high	z	axis	amplitude.	 In	these	situa‐

tions	the	measurements	have	to	be	repeated,	or	filtration	and	outlier	removal	methods	(Is‐

mail	et	al.	2010)	have	to	be	employed	in	order	to	achieve	effective	measurement	of	Sz.	

A	threshold	method	is	proposed	that	can	be	easily	applied	and	does	not	filter	the	data.	The	

method	uses	a	high	order	polynomial	(twelve	was	used	in	this	case)	to	remove	the	form	and	

thresholds	the	peaks	and	valleys	of	the	residual	surface	that	are	larger	than	three	times	the	

Sq	value	that	is	calculated	on	the	residual	surface.	As	a	result,	the	Sp	(maximum	peak	height)	

and	Sv	(maximum	pit	depth	–	see	ISO	25178‐2:	2012)	values	will	be	three	times	Sq.	As	long	

as	high	frequency	flatness	components	are	not	present	in	the	residual	surface	a	lower	order	

polynomial	can	be	used	to	remove	form.	Finally,	the	form	topography	and	the	threshold	re‐

sidual	surface	are	summed	to	obtain	the	threshold	surface	topography	(see	figure	5.5	for	the	

process	flow).	

Despite	the	fact	that	it	is	difficult	to	propose	an	exact	threshold	recipe	it	is	simple	to	deter‐

mine	whether	 the	 threshold	 has	 been	 effective	without	 affecting	 the	measurement	 of	 the	

flatness	deviation	of	the	instrument	in	such	a	manner	that	the	magnitude	of	Sz	is	underesti‐

mated.	Spurious	data	appear	at	different	(x,	y)	positions	inside	the	repeated	measured	areas	

and	as	a	result	their	amplitude	decreases	directly	proportional	to	the	number	of	averages.	If	

the	 threshold	 operation	 is	 properly	 applied,	 the	 maximum	 of	 the	 Sz	 value	 of	 the	 non‐

averaged	repeated	measurements	is	larger	than	the	Sz	value	of	the	averaged	topography.	

The	 choice	 of	 polynomial	 form	 removal	 is	 arbitrary	 because	 the	 same	 results	 can	 be	 ob‐

tained	using	 a	 standard	Gaussian	 filter	 or	 any	 other	 filter.	As	 long	 as	 the	 residual	 surface	

with	the	removed	high	summits	and	deep	valleys	is	added	back	on	the	filtered	surface	and	

Sz	value	of	the	non‐averaged	repeated	measurements	is	larger	than	the	Sz	value	of	the	aver‐

aged	 topography,	 the	 operation	 of	 removing	 spurious	 data	 can	 be	 considered	 successful.	
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Similar	to	choosing	the	order	of	the	polynomial,	the	cut‐off	wavelength	of	the	filter	is	very	

difficult	to	define	as	the	size	of	the	spurious	data	varies.	

	
Figure	5.5	Flow	chart	of	threshold	method	

An	 example	 of	 flatness	measurement	 results	 on	 a	 CSI	 is	 presented	 in	 table	 5.5.	 Table	 5.5	

shows	that	after	averaging	ten	measurements	Sz	is	1.9	nm	for	the	20×	magnification	objec‐

tive	lens	and	2.7	nm	for	the	50×	magnification	objective	lens.	Before	the	data	threshold	the	

maximum	Sz	value	of	the	repeated	measurements	was	in	excess	of	200	nm	for	both	magnifi‐

cation	objective	 lenses.	Without	data	 thresholding	 the	number	of	 repeated	measurements	

required	was	close	to	one	hundred.	
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Table	5.5	Unfiltered	measured	flatness	of	the	CSI	

Number	of	repeat‐
ed	measurements	

Szflatness	/	nm	

20×	 50×	

2	 3.3	 3.5	

3	 2.6	 3.6	

4	 2.6	 3.2	

5	 2.8	 3.7	

6	 2.3	 3.5	

7	 2.2	 3.3	

8	 2.0	 3.1	

9	 2.1	 3.0	

10	 1.9	 2.7	

	

The	flatness	deviation	is	determined	by	the	‘virtual’	scratch	present	in	the	areal	reference	of	

the	instrument	(see	figure	5.6).	The	areal	reference	is	inherited	from	the	quality	of	flat	used	

during	 the	 flat	 adjustment	of	 the	 instrument.	A	better	quality	 flat	would	have	produced	a	

better	quality	areal	reference.	

	 	
Figure	5.6	Flatness	of	a	CSI	that	used	the	20×	magnifica‐
tion	objective	lens	(left)	and	50×	magnification	objective	
lens	(right)	to	measure	a	transparent	glass	flat	‐	result	af‐

ter	ten	averaged	measurements	
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It	is	not	possible	to	recommend	the	exact	number	of	repeated	measurements	because	it	de‐

pends	on	the	rate	at	which	the	value	of	Sz	stabilises.	The	task	is	even	more	difficult	when	the	

value	of	Sz	does	not	smoothly	decrease	with	an	increased	number	of	averages	such	as	with	

the	CSI	20×	magnification	objective	lens.	Such	behaviour	is	better	seen	in	the	case	of	the	ICM	

with	the	50×	magnification	objective	lens	(see	table	5.6).	Therefore,	stating	a	single	number	

of	repeated	measurements	is	impossible	to	be	globally	accepted.	

The	ICM	with	the	50×	magnification	objective	lens	seems	to	be	affected	by	different	flatness	

deviation	 errors	 at	 different	 positions	 of	 the	 vertical	 scan.	 This	 could	 be	 due	 to	 non‐

repeatable	flatness	deviation	errors	or	it	could	be	the	effect	of	non‐stationary	noise.	In	con‐

trast,	the	flatness	deviation	of	the	20×	magnification	objective	lens	seems	to	be	repeatable	

and	much	larger	than	the	effect	of	any	spurious	data	such	that	only	two	repeated	measure‐

ments	are	sufficient	to	determine	its	flatness	deviation	(see	figure	5.7).	

Table	5.6	Unfiltered	measured	flatness	of	the	ICM	

Number	of	repeat‐
ed	measurements	

Szflatness	/	nm	

20×	 50×	

2	 210	 34	

3	 207	 35	

4	 202	 32	

5	 203	 38	

6	 203	 31	

7	 199	 30	

8	 195	 29	

9	 197	 29	

10	 193	 28	
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Figure	5.7	Flatness	of	a	ICM	that	used	the	20×	magnifica‐
tion	objective	lens	(left)	and	50×	magnification	objective	
lens	(right)	to	measure	a	transparent	glass	flat	‐	result	af‐

ter	ten	averaged	measurements	

In	the	case	of	instruments	that	are	known	to	have	a	flatness	deviation	larger	than	the	Sz	val‐

ue	of	the	flat,	only	one	measurement	will	suffice.	The	downfall	of	this	method	of	estimating	

the	 flatness	 deviation	 is	 that	 the	 flats	 are	 not	 traditionally	 calibrated	 in	 the	 spatial	meas‐

urement	bandwidth	of	 the	 instrument	and	this	makes	the	measurement	traceability	of	 the	

instrument	very	difficult	 to	demonstrate.	However,	CSI	 type	 instruments	 could	be	used	 to	

qualify	the	flats	in	the	required	measurement	bandwidth.	

5.3 Measurement	uncertainty	

The	measurement	noise	contribution	to	the	overall	measurement	uncertainty	is	propagated	

in	 the	 form	of	 a	normal	distribution	 that	has	 an	 expectation	 equal	 to	 zero	 and	 a	 variance	

equal	to	the	square	of	the	value	of	the	measurement	noise,	N(0,	Sqnoise2)	(BIPM	2008b).	The	

flatness	deviation	contribution	to	the	measurement	uncertainty	is	propagated	in	the	form	of	

a	 rectangular	 distribution,	 R(‐Szflatness/2,	 Szflatness/2),	 that	 has	 a	 variance	 equal	 to	 the	

Sz2flatness/12	(BIPM	2008b).	The	combined	effect	of	the	measurement	noise	and	flatness	de‐

viation	on	the	z	axis	measurement	standard	uncertainty	uNF	is	given	by	(BIPM	2008a)	
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In	 practice	 the	 topography	 data	 is	 filtered	 before	 areal	 parameters	 are	 computed,	 so	 the	

Sqnoise	and	Szflatness	have	to	be	calculated	from	the	resulting	topographies	of	the	measurement	

noise	and	flatness	deviation	tests.	The	filtering	process	is	based	on	the	lateral	measurement	

bandwidth	of	the	instrument.	Unless	specified,	the	filtering	can	be	established	in	accordance	

with	 ISO	 25178	part	 3	 (2012),	which	 recommends	 basic	 rules	 that	 allow	 the	 choice	 of	 S‐

filters	 and	 L‐filters/F‐operators.	 Each	 filter/operator	 has	 a	 range	 of	 pre‐set	 values	 called	

nesting	 indexes	 that	 set	 the	size	of	 the	primary	 surface	and	sampling	spacing.	The	S‐filter	

nesting	index	relates	to	the	maximum	sampling	spacing,	or	resolution,	and	the	L‐filter	or	the	

F‐operator	relate	to	the	maximum	size	of	primary	surface.	

Table	5.7	presents	the	minimum	S‐	and	the	maximum	L‐filter	that	are	specific	 for	each	 in‐

strument	used	as	a	 test	case.	Table	5.8	presents	 the	values	of	 the	measurement	noise	and	

flatness	deviation	of	the	CSI	and	ICM	after	applying	the	filters	specified	in	table	5.7.	

Table	5.7	S‐filter	is	based	on	the	maximum	sampling	spacing	not	on	the	resolution	of	
the	instrument	

ISO25178‐3	fil‐
ters	

CSI	 ICM	 stylus	

20×	 50×	 20×	 50×	 1	mm/s	 5	mm/s	

S‐filter	/	µm	 5	 2	 2.5	 0.8	 5	 5	

L‐filter	/	mm	 0.8	 0.25	 0.5	 0.25	 1	 1	

Table	5.8	Combined	standard	measurement	uncertainty	(uNF)	contribution	of	the	
measurement	noise	and	flatness	deviation	

ISO25178‐3	
filters	

CSI	 ICM	

20×	 50×	 20×	 50×	

Sqnoise	/	nm	 0.17	 0.34	 4.1	 1.4	

Szflatness	/	nm	 1.6	 2.2	 162	 27	

uNF	/	nm	 0.5	 0.7	 47	 8	
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5.4 An	alternative	method	

The	methods	for	determining	the	measurement	noise	and	the	flatness	deviation	presented	

above	can	isolate	with	success	in	some	cases	(for	example,	for	the	CSI),	these	two	metrologi‐

cal	 characteristics	 but	 they	 can	 run	 into	 difficulties	when	 the	 basic	 hypotheses	 on	which	

they	 rely	 are	 disputed	 (for	 example,	 for	 the	 ICM	 or	 stylus	 instrument	 case	 with	 non‐

stationary	 noise).	 The	 relevance	 of	 the	methods	 presented	 above	 for	 assessing	 the	meas‐

urement	noise	and	flatness	deviation	is	further	challenged	by	other	practical	problems	such	

as	the	different	response	of	the	instrument	with	different	samples	that	have	similar	topog‐

raphy	 but	 have	 different	 optical	 properties,	 or	 significant	 variations	 in	 the	 metrological	

characteristics	within	the	measurement	range	of	the	instrument.	

A	simple	test	that	challenges	the	relevance	of	the	measurement	noise	test	of	the	CSI	consists	

of	measurements	of	two	different	flat	surfaces,	one	transparent	and	one	opaque.	The	meas‐

urement	noise	for	the	opaque	surface	(Sqnoise	=	0.29	nm	for	the	50×	magnification	objective	

lens)	 is	 smaller	 than	 the	measurement	noise	 for	 the	 transparent	 surface	 (Sqnoise	=	0.67	nm	

for	the	50×	magnification	objective	lens)	possibly	due	to	the	different	signal	to	noise	ratios	

for	the	two	measurements.	In	the	case	of	the	ICM,	the	flatness	deviation	varies	significantly	

with	the	position	of	the	scan	within	the	vertical	range	of	the	instrument,	whilst	for	the	stylus	

instrument	the	flatness	deviation	varies	significantly	along	the	y	axis	range.	In	the	ICM	case	

the	flatness	deviation	variation	along	the	z	axis	range	could	be	due	to	imperfect	optics	and	

non‐ideal	movement	of	the	moving	optical	components	against	the	fixed	optical	components	

of	 the	 instrument,	whereas	 the	 variation	 of	 the	 flatness	 deviation	 errors	 of	 the	 stylus	 in‐

strument	could	be	primarily	due	to	the	quality	of	the	y	axis	stage	(Mainsah	et	al.	1994).	

There	are	also	practical	difficulties	with	implementing	the	measurement	noise	and	flatness	

deviation	tests	as	presented	above	that	are	caused	by	the	fact	that	these	tests	require	a	large	

number	 of	 measurements,	 and	 are	 not	 always	 simple	 to	 implement	 and	 fast	 to	 perform.	

Some	of	the	necessary	operations	may	not	be	available	in	the	analysis	software	such	as	to‐
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pography	averaging	or	subtraction.	It	is	also	difficult	to	recommend	the	exact	number	of	re‐

peated	measurements.	

As	previously	discussed,	the	measurement	noise	and	flatness	deviation	measurements	have	

to	be	 filtered	before	propagating	their	effect	 into	measurement	uncertainties.	Once	the	fil‐

tering	process	is	considered	it	can	be	argued	that	the	difference	between	the	measurement	

noise	and	flatness	errors	is	that	they	are	situated	in	different	areas	of	the	spatial	measure‐

ment	bandwidth,	therefore,	using	appropriate	filters,	the	flatness	effect	could	be	separated	

from	 the	 measurement	 noise	 contribution.	 This	 is	 not	 always	 the	 case	 because,	 as	 was	

demonstrated	in	figure	5.3	and	figure	5.4,	there	are	cases	when	the	noise	and	flatness	errors	

cannot	be	separated.	

One	way	around	the	potential	problems	of	the	averaging	and	subtraction	methods	could	be	

a	 combination	 of	 different	 filters	 that	 are	 applied	 to	 the	measurement	 of	 a	 flat.	 A	 robust	

Gaussian	filter	(Zeng	W	et	al.	2010)	or	a	median	 filter	(Stout	and	Blunt	2000)	will	smooth	

the	surface	such	that	any	spurious	data	will	be	removed	and	the	value	of	Sz	will	account	for	

form	measurements	with	some	noise	 left	un‐filtered.	The	residual	surface	will	contain	pri‐

marily	noise	that	is	then	filtered	with	a	Gaussian	S‐filter.	The	spurious	data	will	be	transmit‐

ted	into	the	noise	measurement	and	will	only	have	a	limited	influence	on	the	Sq	value.	This	

method,	together	with	the	use	of	an	un‐calibrated	flat,	will	tend	to	overestimate	the	magni‐

tude	of	the	flatness	deviation	but	this	is	at	least	conservative	from	the	point	of	view	of	the	

uncertainty	evaluation.	The	only	drawback	of	this	approach	is	that	it	is	difficult	to	establish	

the	bandwidth	of	the	robust	Gaussian	filter	or	median	filter.	

An	 alternative	method	 for	 estimating	 the	 combined	 effect	 of	 the	measurement	 noise	 and	

flatness	 deviation	 error	 is	 proposed	based	 on	 the	 threshold	 technique	 using	 a	 high	 order	

polynomial	as	discussed	above.	The	threshold	process	is	identical	to	the	process	presented	

in	figure	5.5	with	only	one	difference	that	consists	of	using	a	2	×	Sq	cut‐off	point	instead	of	a	

3	×	Sq	cut‐off	point.	The	resulting	data	set	is	then	S‐L	or	S‐F	filtered	and	only	the	Sz	value	is	
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calculated.	Some	results	are	presented	in	table	5.9	where	some	data	used	to	assess	flatness	

for	the	CSI	and	ICM	and	five	measurements	of	the	flat	standard	using	the	stylus	instrument	

was	 processed	 as	 suggested	 above.	 In	 this	 case,	 the	 flatness	 deviation	 and	measurement	

noise	contribution	to	the	measurement	uncertainty	is	propagated	in	the	form	of	rectangular	

distribution	 with	 inexactly	 prescribed	 limits,	 CTrap(‐Szflatness/2,	 Szflatness/2,	 σSz),	 that	 has	 a	

variance	equal	to	the	Sz2flatness/12	+	σ2Sz/	9	(BIPM	2008b).	

It	is	likely	that	in	the	case	of	the	CSI	and	ICM	with	the	50×	magnification	objective	lens	the	Sz	

value	 is	 influenced	by	 the	 topography	of	 the	 flat	whereas	 in	 the	 case	of	 ICM	with	 the	20×	

lens	the	topography	of	 the	 flat	plays	no	role	because	 it	 is	relatively	small	compared	to	the	

flatness	deviation.	This	alternative	method	does	not	isolate	the	measurement	noise	from	the	

flatness	deviation.	However,	it	finds	the	combined	effect	of	the	measurement	noise	and	flat‐

ness	deviation	to	the	z	axis	measurements.	

Table	5.9	Combined	effect	of	the	measurement	noise	and	flatness	deviation	

Measurement	ID	

CSI	 ICM	 stylus	

20×	 50×	 20×	 50×	 1	mm/s	 5	mm/s	

Sz	/	nm	

1	 2.4	 2.7	 180	 30	 115	 48	

2	 2.2	 2.8	 164	 40	 165	 49	

3	 2.4	 3.8	 178	 41	 113	 58	

4	 3.0	 4.1	 163	 33	 108	 39	

5	 2.5	 2.9	 175	 36	 65	 244	

Average	 2.5	 3.3	 172	 36	 113	 88	

Standard	deviation	 0.13	 0.29	 4	 2.1	 16	 39	

uNF	/	nm	 0.7	 0.9	 50	 10	 33	 28	
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5.5 Summary	

Currently	there	are	established	methods	for	testing	the	measurement	noise	and	flatness	de‐

viation	 of	 areal	 surface	 topography	 measuring	 instruments,	 including	 those	 presented	 in	

sections	5.1	and	5.2,	that	are	used	by	national	measurement	institutes,	academic	institutions	

and	 the	 research	 and	development	 facilities	 of	 instrument	manufacturers.	 These	methods	

are	based	on	the	assumption	that	measurement	noise	is	stationary	in	a	statistical	sense	and	

the	flatness	deviation	behaves	as	a	systematic	error.	However,	as	demonstrated	in	in	chap‐

ter	5,	such	assumptions	do	not	always	apply.	This	makes	the	measurement	noise	and	 flat‐

ness	deviation	tests	difficult	to	apply	or	unreliable	in	a	quality	control	system.	Other	difficul‐

ties	that	arise	when	implementing	the	averaging	and	subtraction	methods	into	a	production	

quality	system	are:	the	long	time	required	to	perform	the	tests;	spurious	measurement	data	

that	affect	the	effectiveness	of	the	tests;	and	the	validity	of	the	tests,	especially	in	the	case	of	

the	measurement	noise	test	for	optical	instruments	when	there	is	a	difference	between	the	

optical	properties	of	the	flat	and	the	surface	being	measured.	

An	alternative	to	the	averaging	and	subtraction	methods	for	testing	the	measurement	noise	

and	flatness	deviation	 is	 the	method	presented	 in	section	5.4.	This	alternative	method	has	

the	tendency	to	overestimate	the	combined	contribution	of	the	measurement	noise	and	flat‐

ness	deviation	to	the	z	axis	scale	uncertainty,	but	in	most	cases,	this	will	not	be	significant	

unless	sub‐nanometre	measurement	uncertainties	are	required,	such	as	 in	the	CSI	case.	 In	

the	case	of	large	flatness	deviation	errors	(for	example,	in	the	case	of	the	ICM	with	the	20×	

magnification	objective	 lens)	 the	measurement	uncertainty	 is	not	affected,	whereas	 for	 in‐

struments	 that	 are	 characterised	by	nanometre‐order	 residual	 flatness,	 the	 topography	of	

the	flat	begins	to	affect	the	magnitude	of	the	measurement	uncertainty,	but	with	no	serious	

effect	because	 it	will	not	affect	 the	overall	measurement	uncertainty	associated	with	 the	z	

axis	measurements.		
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None	of	the	methods	discussed	requires	a	calibrated	flat	such	that	the	traceability	could	be	

under	debate.	In	practice,	it	is	very	difficult	to	comprehensively	and	appropriately	calibrate	

a	 flat	over	the	full	measurement	spatial	bandwidth	of	areal	surface	topography	measuring	

instruments.	The	traceability	of	the	flat	is	often	established	through	calibrations	that	have	a	

sampling	distance	of	0.5	mm	(for	example	using	a	Fizeau	interferometer),	which	is	compa‐

rable	 to	 the	 field	of	view	of	a	 large	number	of	optical	areal	surface	 topography	measuring	

instruments.	In	reality,	the	flatness	measurements	are	traceable	to	the	calibration	of	the	in‐

strument	 using	 measurements	 of	 a	 small	 and	 calibrated	 step	 height	 that	 should	 be	 per‐

formed	as	part	of	 the	 calibration	of	 the	amplification	 and	 linearity	of	 the	 scales	of	 the	 in‐

strument.		

A	 simple	 procedure	 for	 flatness	 deviation	measurement	 can	 be	 based	 on	 the	method	 de‐

scribed	in	section	5.4	and	should	consist	of	at	least	five	measurements	uniformly	distributed	

in	the	instrument	measurement	volume.	The	contribution	to	the	measurement	uncertainty	

should	follow	the	guidelines	presented	in	section	5.5.	

If	a	calibrated	flat	is	preferred	during	the	flatness	deviation	tests,	the	traceability	could	come	

from	an	 instrument	such	as	a	CSI,	which	has	 in	 turn	been	calibrated	against	a	primary	 in‐

strument,	 but	 the	 compatibility	of	 the	measurement	bandwidth	and	 calibrated	bandwidth	

has	to	be	carefully	considered	(Leach	and	Haitjema	2010).	
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6 Amplification,	linearity	and	perpendicularity	of	the	scales	

Amplification	and	linearity	tests	establish	the	relationship	between	the	ideal	response	curve	

and	the	instrument	response	curve	on	each	of	the	x,	y	and	z	scales.	Figure	6.1	shows	a	typical	

example	of	a	linear	scale	response	curve.	The	linearity	of	the	axes	is	given	by	the	maximum	

deviation	 of	 the	 instrument	 response	 curve	 from	 the	 linear	 curve,	where	 the	 slope	 is	 the	

amplification	coefficient.	

	
Figure	6.1	Example	of	an	instrument	response	curve,	

where:	1	measured	quantities,	2	input	quantities,	3	ideal	
response	curve,	4	response	curve,	5	linear	curve	whose	
slope	is	the	amplification	coefficient	(from	ISO	25178‐

601	2010)	

Amplification	and	linearity	tests	require	calibrated	material	measures	capable	of	providing	

multiple	values	uniformly	distributed	within	the	 instrument	range.	However,	 this	 is	a	pre‐

requisite	 rarely	 fulfilled	 in	 practice,	 especially	 during	 the	 test	 that	 provides	 information	

about	the	z	axis	linearity	and	amplification	coefficient	(but	see	Boedecker	et	al.	2011).	

The	amplification	and	 linearity	tests	of	 the	z	scale	are	discussed	 in	section	6.1.	Section	6.2	

describes	the	amplification	and	linearity	tests	of	the	x	and	y	scales.	Before	the	summary	sec‐

tion,	 the	contribution	of	 the	amplification	and	 linearity	 to	 the	measurement	uncertainty	 is	

discussed	in	section	6.3.	
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6.1 z	scale	

Areal	surface	topography	measuring	instruments	are	potentially	very	accurate	height	meas‐

uring	devices	(Brand	and	Hillmann	1995,	Haitjema	1997)	as	long	as	the	instruments	are	cal‐

ibrated,	and	if	the	instruments	are	not	challenged	by	the	design	of	the	height	standard	or	its	

orientation	relative	to	the	z	axis	of	the	instruments.	

The	 design	 of	 the	 height	 standards	 could	 introduce	 errors,	 for	 example	 those	 standards	

manufactured	using	two	different	materials	(chrome	on	glass),	for	both	stylus	(due	to	differ‐

ent	mechanical	properties	of	the	two	materials	(Whitehouse	1994))	and	optical	instruments	

(due	to	different	optical	properties	of	the	materials	(Doi	et	al.	1997)).	The	aim	of	the	calibra‐

tion	of	the	z	scale	is	to	isolate	and	measure	only	the	response	curve	of	this	scale	from	which	

amplification	coefficient	and	any	non‐linearity	errors	can	be	derived,	avoiding	the	effect	of	

other	influence	parameters	into	the	z	measurement.	The	surface	of	the	calibration	standard	

should	be	nominally	parallel	to	the	areal	reference	of	the	instrument	such	that	the	mathe‐

matical	 process	 of	 tilt	 removal	 and	 the	 quality	 of	 the	 xy	 scale	 have	 limited	 effects	 on	 the	

height	analysis.	

Another	limitation	for	achieving	small	z	measurement	uncertainties	is	the	uniformity	of	the	

height	standards.	Small	depth	height	standards	are	generally	of	good	quality,	which	allows	

for	nanometre	measurement	uncertainty.	Large	height	standards	are	characterized	by	non‐

uniformity	of	the	groove,	which	generates	non‐repeatability	in	the	profile	assessment	of	the	

order	of	tens	of	nanometres	(Haitjema	1997).	The	areal	measurement	should	overcome	the	

effect	 of	 standard	 uniformity	 because	 the	 height	measurement	 could	 be	 expressed	 as	 the	

average	of	a	greater	number	of	profiles	(for	example	1000	profiles)	than	in	the	profile	case	

(up	to	twenty	five	profiles	to	as	low	as	five	profiles).	Areal	measurements	also	allow	for	pre‐

cise	positioning	over	the	calibrated	area	of	the	height	standard	that	will	also	help	to	provide	

more	reliable	results.	
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One	situation	to	avoid	is	the	calibration	of	the	z	axis	using	a	single	height	standard,	which	is	

also	used	to	adjust	the	software	of	the	instrument.	This	is	because	it	could	only	shift	the	re‐

sponse	curve	in	such	a	way	that	 it	crosses	the	ideal	response	curve	only	at	one	point.	One	

height	standard	does	not	provide	sufficient	information	about	the	z	axis	response	curve.	In‐

stead	z	axis	calibration	should	involve	different	height	standards	with	various	heights	that	

establish	 the	 relationship	 between	 the	 ideal	 response	 curve	 and	 the	 instrument	 response	

curve.	 The	 height	 standards	 should	 cover	 the	 entire	 range	 of	 the	 z	 axis,	 or	 at	 least	 they	

should	range	from	the	minimum	to	the	maximum	height	of	interest	and	be	measured	at	dif‐

ferent	positions	inside	the	instrument	range.	The	linearity	and	amplification	coefficient	can	

be	extracted	from	the	measurement	results	by	simply	performing	a	linear	fit	against	the	cer‐

tified	values	of	the	height	standards.	

Currently	 there	 is	 no	 standardised	 analysis	 of	 the	 height	 standard	measurement	 in	 areal	

mode.	One	method	of	measuring	the	height	of	the	height	standard,	which	uses	the	areal	data	

and	standard	height	analysis	(ISO5436‐1:	2000),	is	to	calculate	the	depth	from	the	average	

of	all	the	parallel	profiles	that	run	nominally	perpendicular	to	the	step	direction.	Figure	6.2	

presents	a	flowchart	of	the	analysis	of	the	measured	height	standard	in	areal	mode	(figure	

6.2	 top).	 The	 ISO	 5436‐1	 (2000)	 analysis	 (figure	 6.2	 bottom)	 is	 performed	 on	 the	middle	

groove	of	the	average	profile	(figure	6.2	middle).	

The	 range	 of	 the	 z	 scale	 of	 the	 CSI	 instrument	 is	 100	µm	 and	 the	maximum	depth	 of	 the	

available	height	standards	is	nominally	17	µm,	height	which	does	not	cover	the	instrument	

range.	However	 the	 instrument	can	measure	a	similar	depth	at	any	position	 inside	 the	 in‐

strument	range	such	that	the	z	scale	has	to	be	certified	for	such	a	situation.	

The	CSI	measurement	results	were	compared	to	the	values	reproduced	by	the	height	stand‐

ards	that	were	measured	using	the	NPL	Areal	Instrument	(see	chapter	2).	The	height	stand‐

ards	were	measured	in	five	positions	within	the	range	of	the	instrument	(10	%,	30	%,	50	%,	

70	%	and	90	%	of	the	instrument	working	range),	which	allowed	a	determination	of	the	re‐
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producibility	of	the	measurements	within	the	instrument	range.	At	each	of	these	five	posi‐

tions,	 the	 height	 standards	were	measured	 five	 times,	which	 allows	 the	 calculation	 of	 the	

repeatability	of	the	measurements	(type	A	uncertainty	–	BIPM	2008a).	

	
Figure	6.2	Flow	chart	of	height	standard	analysis	

The	 summary	of	 the	 results	 is	presented	 in	 table	6.1:	 the	 repeatability	of	height	 standard	

measurement	was	taken	to	be	the	maximum	standard	deviation	of	the	mean	value	calculat‐

ed	at	each	of	the	five	positions	inside	the	instrument	range;	the	reproducibility	was	calculat‐

ed	as	the	standard	deviation	of	the	average	values	of	the	height	standards	measured	in	each	

of	the	five	positions;	and	the	calibration	standard	uncertainty	of	the	height	standards	with	

the	NPL	Areal	Instrument	(see	chapter	2)	was	taken	to	be	the	traceability	contribution.	
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The	error	plots	of	the	CSI	20×	and	50×	magnification	lenses	are	presented	in	figure	6.3	and	

figure	6.4	respectively.	The	value	of	the	error	bars	is	calculated	as	the	quadratic	sum	of	the	

repeatability,	reproducibility	and	traceability	values	presented	in	table	6.1.	

Table	6.1	CSI	z	scale	calibration	results	

Nominal	height	 19	nm	 350	nm	 3	µm	 17	µm	

Magnification	 20×	 50×	 20×	 50×	 20×	 50×	 20×	 50×	

Error	(at	50	%)	/	nm	 ‐0.91	 ‐0.78	 ‐0.37	 ‐1.06	 ‐6.8	 ‐9.8	 4.9	 1.1	

Repeatability	/	nm	 0.11	 0.03	 0.19	 0.09	 2.0	 0.3	 3.5	 3.5	

Reproducibility	/	nm	 0.04	 0.03	 0.40	 0.36	 1.6	 4.0	 5.4	 6.0	

Traceability	/	nm	 0.90	 0.90	 0.90	 0.90	 0.9	 0.9	 0.9	 0.9	

	

	
Figure	6.3	Calibration	of	the	z	axis	of	the	CSI	equipped	

with	20×	magnification	lenses	–	error	plot	

	
Figure	6.4	Calibration	of	the	z	axis	of	the	CSI	equipped	

with	50×	magnification	lenses	–	error	plot	
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In	the	ICM	case	the	same	experiments	were	carried	out	as	outlined	above	for	the	CSI	case.	

Due	to	the	large	flatness	errors	across	the	z	working	range	of	the	ICM	(10	mm	‐	see	chapter	

5)	the	reproducibility	values	were	relatively	large	to	those	of	the	CSI	(see	table	6.2).	In	the	

20×	magnification	 lens	 configuration	of	 the	 ICM,	 the	 ISO	5436‐1	method	 failed	 to	provide	

any	results	at	90	%	of	the	instrument	working	range,	which	would	limit	the	lower	value	of	

the	certified	z	measurement	range	to	350	nm	above	70	%	of	the	working	range	of	the	z	scale.	

Table	6.2	ICM	z	scale	calibration	results	

Nominal	height	 18	nm	 350	nm	 3	µm	 17	µm	

Magnification	objective	 20×	 50×	 20×	 50×	 20×	 50×	 20×	 50×	

Error	(at	50	%)	/	nm	 ‐3.3	 1.1	 ‐14.4	 ‐5.7	 ‐13.5	 5.3	 ‐16.2	 6.0	

Repeatability	/	nm	 0.4	 0.3	 2.3	 1.0	 3.3	 3.8	 7.6	 10.4	

Reproducibility	/	nm	 4.6	 6.4	 8.7	 9.0	 17.4	 10.8	 13.7	 14.3	

Traceability	/	nm	 0.9	 0.9	 0.9	 0.9	 0.9	 0.9	 0.9	 0.9	

	

The	 results	 presented	 in	 table	 6.2	 do	 not	 provide	 a	 true	 reflection	 of	 the	 quality	 of	 the	 z	

scale,	but	reflect	 the	effect	of	 the	residual	 flatness	on	the	height	standard	measurement.	A	

way	around	this	issue	consists	of	measuring	a	reference	flat	at	each	of	the	five	locations	in	

the	 instrument	 range	 that	were	 used	 to	measure	 the	 height	 standards,	 then	 subtract	 the	

measured	topography	of	the	flat	from	the	corresponding	measured	topography	of	the	height	

standards	(see	table	6.3).	Table	6.3	shows	improved	reproducibility	in	the	measurement	of	

the	18	nm	height	 standard	 for	both	magnification	 lenses,	 and	on	 the	350	nm	standard	 for	

20×	magnification	lens.	 In	addition,	the	calibration	is	valid	 for	the	whole	working	range	of	

the	instrument.	

The	 ICM	error	plots,	 after	 flat	 correction,	are	presented	 in	 figure	6.5	and	 figure	6.6	corre‐

sponding	to	20×	and	50×	magnification	lenses	respectively.	
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Unlike	the	CSI	case,	where	the	calibration	of	the	z	scale	provided	similar	results	for	both	20×	

and	50×	magnification	lenses	(see	figure	6.3	and	figure	6.4),	the	z	calibration	results	for	the	

two	lenses	of	the	ICM	show	different	error	trends	(see	figure	6.5	and	figure	6.6),	which	could	

be	explained	by	the	effect	of	different	vertical	scanning	speeds	and	the	number	of	confocal	

planes	between	the	two	lens	configurations.	

Table	6.3	ICM	z	scale	calibration	results	‐	flat	corrected	

Nominal	height	 18	nm	 350	nm	 3	µm	 17	µm	

Magnification	objective	 20×	 50×	 20×	 50×	 20×	 50×	 20×	 50×	

Error	(at	50	%)	/	nm	 0.1	 0.4	 ‐11.3	 ‐5.7	 ‐10.1	 5.3	 ‐16.2	 6.0	

Repeatability	/	nm	 0.6	 0.2	 2.3	 1.0	 3.3	 3.8	 7.6	 10.4	

Reproducibility	/	nm	 1.8	 1.0	 6.6	 9.0	 17.3	 10.8	 13.7	 14.3	

Traceability	/	nm	 0.9	 0.9 0.9	 0.9	 0.9	 0.9	 0.9	 0.9	

	
Figure	6.5	Calibration	of	the	z	axis	of	the	ICM	equipped	
with	20×	magnification	lenses	–	error	plot	after	flat	cor‐

rection	
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Figure	6.6	Calibration	of	the	z	axis	of	the	ICM	equipped	
with	50×	magnification	lenses	–	error	plot	after	flat	cor‐

rection	

Five	repeated	measurements	at	each	of	 the	 five	positions	 inside	 the	 instruments’	working	

range	could	be	a	lengthily	task.	Instead	one	measurement	at	each	of	the	five	positions	inside	

the	instruments	working	range	(10	%,	30	%,	50	%,	70	%	and	90	%	of	the	instrument	work‐

ing	range)	can	be	performed	because	the	measurement	repeatability	will	be	included	in	the	

reproducibility	term.	

Instruments	that	use	xy	raster	scanning	method	should	have	the	fast	axis	oriented	nominally	

perpendicular	to	the	groove	length	of	the	height	standard	(stylus	and	ICM	case).	In	this	ori‐

entation	of	 the	height	standard	relative	 to	 the	 fast	axis	of	 the	 instrument,	 the	effect	of	 the	

flatness	errors	of	the	slow	axis	on	the	height	measurement	will	be	minimised.	

The	stylus	instrument	measurement	results	are	presented	in	table	6.4.	Unlike	the	two	opti‐

cal	instruments,	the	calibration	of	the	stylus	instruments	was	performed	only	in	the	centre	

of	the	working	range	of	the	z	scale,	such	that	the	reproducibility	was	not	calculated.	

Table	6.4	Stylus	instrument	z	scale	calibration	results	

Nominal	height	 18	nm	 350	nm	 3	µm	 17	µm	

Error	(at	50	%)	/	nm	 1.5	 11.6	 99.7	 547.2	

Repeatability	/	nm	 0.5	 0.1	 0.7	 2.1	

Traceability	/	nm	 0.9	 0.9	 0.9	 0.9	
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The	calibration	of	the	z	scale	of	the	stylus	instrument	(see	figure	6.7)	shows	an	amplification	

coefficient	significantly	different	from	unity.	Unlike	in	the	CSI	and	ICM	cases	where	the	am‐

plification	coefficients	do	not	necessarily	need	to	be	corrected,	the	amplification	coefficient	

of	the	stylus	instrument	has	to	be	adjusted.	

The	amplification	coefficient	can	be	calculated	using	equation	6.1	

,
2


 n

i
i

n

i
ii

C

IC
 	 6.1

where	α	is	the	amplification	coefficient,	Ci	is	the	calibrated	value,	Ii	is	indicated	value	and	n	

represents	the	number	of	different	height	standards	used.	

	
Figure	6.7	Calibration	of	the	z	axis	of	the	stylus	–	error	

plot	

The	amplification	coefficient	of	the	z	scale	of	the	stylus	instrument	was	found	to	be	1.032	18.	

The	slope	correction	does	leave	an	absolute	residual	error,	which	is	a	measure	of	linearity	of	

the	z	scale	–	lz,	in	excess	of	2.1	nm	(see	figure	6.8).	

The	 perpendicularity	 between	 the	 areal	 reference	 and	 the	 z	 axis	 can	 be	 determined	 by	

measuring	 the	pitch	of	 a	periodic	 structure	mounted	at	different	angles	 relative	 to	 the	 in‐
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height	surface.	On	the	other	hand,	the	calibration	of	the	z	axis	scale	with	multiple	step	height	

artefacts	can	correct	for	the	perpendicularity	errors.	The	cosine	error	that	is	introduced	by	

the	z	axis	scale	perpendicularity	behaves	as	an	amplification	error.	

	
Figure	6.8	Calibration	of	the	z	axis	of	the	stylus	–	residual	

error	plot	

6.2 x	and	y	scale	

Often	pitch	measurements	on	sinusoidal	artefacts	are	used	to	estimate	the	characteristics	of	

the	x	and	y	scales.	Such	measurements	are	not	sufficient	to	fully	satisfy	the	requirements	of	

the	scale	calibration	because	only	information	about	the	amplification	coefficient	can	be	ob‐

tained.	The	x	and	y	axes	amplification	and	the	perpendicularity	can	be	measured	using	a	cal‐

ibrated	(using	traceable	areal	surface	topography	measuring	instruments	‐	Leach	and	Giusca	

2009,	 Thomsen‐Schmidt	 and	Krüger‐Sehm	2008)	 areal	 cross‐grating	 artefact	 (Leach	 et	al.	

2006)	or	pyramidal	structures	(Ritter	et	al.	2007),	for	example.	

Using	a	calibrated	cross‐grating	artefact,	both	amplification	coefficient	and	linearity	errors	

of	the	x	and	y	axes	were	estimated	by	measuring	the	positions	of	the	centre	of	gravity	of	the	

squares	of	the	cross	gratings.	In	addition	the	angle	between	two	nominally	orthogonal	rows	

of	 square	 holes	 of	 the	 cross‐grating	 artefact	 can	 be	 used	 to	measure	 the	 perpendicularity	

between	the	x	and	y	axes.	Although	the	centre	of	gravity	analysis	method	is	not	commonly	

used	in	surface	texture	analysis	software,	this	method	can	be	easily	implemented	by	the	in‐

strument	manufactures	as	additional	modules.	
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Two	cross‐gratings	were	used	to	calibrate	the	scales	of	the	test	instruments;	a	100	µm	pitch	

cross‐grating	was	used	to	calibrate	the	stylus	instrument	and	the	optical	instruments	in	the	

20×	magnification	lens	configuration,	and	a	30	µm	pitch	cross‐grating	was	used	to	calibrate	

the	 50×	 magnification	 lens	 configuration	 of	 the	 optical	 instruments.	 Both	 cross‐gratings	

were	initially	calibrated	using	the	NPL	Areal	Instrument	(see	chapter	2).	

In	order	to	minimise	the	effect	of	the	scales	cross‐talking,	the	cross‐gratings	were	oriented	

such	that	rows	of	squares	were	as	parallel	as	possible	to	the	x	and	y	axis	of	operation	of	the	

test	instruments.	A	five	degrees	misalignment	of	the	cross‐grating	axis	to	the	x	and	y	axes	of	

the	instrument	under	test	will	have	no	effect	in	terms	of	measurement	uncertainty	contribu‐

tion	of	one	axis	of	 the	 instrument	 to	another	 if	 the	measurement	uncertainties	 associated	

with	the	x	and	y	scales	of	the	instrument	are	comparable.	That	is	not	to	say	that	the	contri‐

bution	of	one	axis,	say	the	y	axis,	has	to	be	excluded	completely	 from	the	measurement	of	

the	cross‐grating	along	of	the	other	axis,	say	the	x	axis,	and	vice	versa.	

A	feature	identification	algorithm	should	be	used	to	isolate	the	square	holes.	The	position	of	

the	centre	of	gravity	of	the	square	holes	in	the	x	direction	can	be	calculated,	for	example,	us‐

ing	the	equation	6.2.	

,





j
ij

j
ijij

i z

zx

x 	 6.2

where	xi	is	the	position	of	the	centre	of	gravity	of	the	i‐th	hole	along	the	x	axis,	(xij,	zij)	is	the	

location	of	the	j‐th	measured	point	on	the	i‐th	holein	the	xz	plane.	

The	CSI	measurement	results	at	10	%,	30	%,	50	%,	70	%	and	90	%	of	the	instrument	vertical	

working	range	were	compared	to	the	values	reproduced	by	the	calibrated	cross‐grating	ar‐

tefacts.	At	 each	of	 the	 five	positions	 the	 cross‐grating	 artefacts	were	measured	only	once.	

The	 20×	magnification	 lens	 results	 are	 presented	 in	 figure	 6.9	 and	 figure	 6.10.	 The	 error	

bars	are	a	combination	of	the	measurement	reproducibility	and	the	calibration	standard	un‐
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certainty	of	 the	cross‐grating	standards	 (see	section	6.3).	Both	 the	x	 and	y	 axes	of	 the	CSI	

present	similar	error	trends,	which	could	be	improved	by	adjusting	the	scales	using	a	com‐

mon	amplification	coefficient.	

	
Figure	6.9	Calibration	of	the	x	axis	of	the	CSI	equipped	

with	20×	magnification	lenses	–	error	plot	

	
Figure	6.10	Calibration	of	the	y	axis	of	the	CSI	equipped	

with	20×	magnification	lenses	–	error	plot	

Using	equation	6.1,	 the	x	 and	y	axis	 amplification	coefficients	were	 found	 to	be	0.998	638	

and	0.998	631	respectively.	If	both	axes	are	to	be	corrected	with	the	average	amplification	

coefficient	(0.998	635)	the	absolute	residual	error	does	not	exceed	0.3	µm	(see	figure	6.11	

and	figure	6.12).	
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Figure	6.11	Calibration	of	the	x	axis	of	the	CSI	equipped	
with	20×	magnification	lenses	–	residual	errors	after	cor‐
recting	the	results	using	the	0.998	635	amplification	fac‐

tor	

	
Figure	6.12	Calibration	of	the	y	axis	of	the	CSI	equipped	
with	20×	magnification	lenses	–	residual	errors	after	cor‐
recting	the	results	using	the	0.998	635	amplification	fac‐

tor	

The	 calibration	 of	 the	 50×	magnification	 lens	 found	 the	 amplification	 coefficients	 of	 the	 x	

and	 y	 scale	 to	 be	 0.999	832	 and	 1.000	329	 respectively	 (see	 figure	 6.13	 and	 figure	 6.14).	

There	is	no	need	to	correct	the	scales	using	an	average	amplification	coefficient	because	it	

will	not	produce	a	significant	improvement	of	the	quality	of	the	scales.	
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Figure	6.13	Calibration	of	the	x	axis	of	the	CSI	equipped	

with	50×	magnification	lenses	–	error	plot	

	
Figure	6.14	Calibration	of	the	y	axis	of	the	CSI	equipped	

with	50×	magnification	lenses	–	error	plot	

In	the	CSI	case	the	linearity	and	amplification	errors	are	smaller,	or	at	least	comparable	to,	

the	pixel	size,	or	to	the	optical	resolution,	of	the	instrument.	In	similar	calibration	conditions	

the	ICM	results	for	both	20×	and	50×	magnification	lenses	show	that	the	x	and	y	amplifica‐

tion	coefficients	are	on	the	opposite	sides	of	unity	(see	figure	6.15	and	figure	6.16),	such	that	

a	common	correction	factor	for	x	and	y	scales	will	not	improve	the	quality	of	the	scales.	

Instead	one	common	amplification	coefficient	for	the	x	scale	and	another	for	the	y	scale	can	

be	used	to	improve	the	readings	of	the	instruments	in	both	lens	configurations.	This	is	pos‐

sible	because	 the	difference	between	 the	calculated	amplification	coefficients	of	one	scale,	

either	x	or	y,	in	the	two	magnification	lens	configurations	is	within	the	measurement	uncer‐

tainties	associated	with	the	amplification	coefficient	calculation	(see	section	6.3).	
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Figure	6.15	Calibration	of	the	axes	of	the	ICM	equipped	

with	20×	magnification	lenses	–	error	plot	

	
Figure	6.16	Calibration	of	the	axes	of	the	ICM	equipped	

with	50×	magnification	lenses	–	error	plot	

Correcting	 the	 readings	of	 the	x	 scale	of	 the	 ICM,	of	 the	magnification	 lens	used,	using	 an	

amplification	coefficient	equal	to	1.001	90	will	generate	a	linearity	error	in	excess	of	500	nm	

in	the	20×	configuration	(see	figure	6.17)	and	120	nm	in	the	50×	configuration	(see	figure	

6.18).	In	the	same	way,	an	amplification	coefficient	of	0.993	57	will	produce	a	linearity	error	

smaller	than	300	nm	in	the	20×	configuration	(see	figure	6.19)	and	140	nm	in	the	50×	con‐

figuration	(see	figure	6.20).	
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Figure	6.17	Calibration	of	the	x	axis	of	the	ICM	equipped	
with	20×	magnification	lenses	–	residual	errors	after	cor‐
recting	the	results	using	the	0.	1.001	90amplification	fac‐

tor	

	
Figure	6.18	Calibration	of	the	x	axis	of	the	ICM	equipped	
with	50×	magnification	lenses	–	residual	errors	after	cor‐
recting	the	results	using	the	1.001	90	amplification	fac‐

tor	

	
Figure	6.19	Calibration	of	the	y	axis	of	the	ICM	equipped	
with	20×	magnification	lenses	–	residual	errors	after	cor‐
recting	the	results	using	the	0.993	57	amplification	fac‐

tor	
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Figure	6.20	Calibration	of	the	y	axis	of	the	ICM	equipped	
with	50×	magnification	lenses	–	residual	errors	after	cor‐
recting	the	results	using	the	0.993	57	amplification	fac‐

tor	

The	calibration	of	the	lateral	scale	of	the	stylus	instrument	consisted	of	five	repeated	meas‐

urements	performed	only	in	the	centre	of	the	working	range	(x,	y	and	z)	of	the	instrument.	

The	results	of	the	x	scale	calibration	found	an	amplification	coefficient	close	to	unity,	which	

does	not	necessarily	need	to	be	adjusted	(see	figure	6.21).	In	contrast	the	amplification	coef‐

ficient	 of	 the	 y	 scale	 is	 approximately	 13	%	 larger	 than	 the	 ideal	 amplification	 coefficient	

while	the	linearity	errors	will	not	exceed	4	µm	(see	figure	6.22).	

	
Figure	6.21	Calibration	of	the	x	axis	of	the	stylus	instru‐

ment	–	errors	plot	
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Figure	6.22	Calibration	of	the	y	axis	of	the	stylus	instru‐
ment	–	residual	errors	after	correcting	the	results	using	

the	1.126	09	amplification	factor	

The	perpendicularity	of	the	x	and	y	axes	can	be	determined	by	measuring	the	angle	between	

two	nominally	orthogonal	rows	of	square	holes	whose	perpendicularity	is	known.	The	ori‐

entation	of	each	row	of	squares	can	be	calculated	by	fitting	a	line	though	the	centre	of	gravi‐

ty	of	the	corresponding	squares.	

Using	 the	 same	 cross‐grating	 results	 used	 to	 calculate	 the	 amplification	 and	 linearity,	 the	

absolute	perpendicularity	error	between	the	x	and	y	axes	was	calculated.	The	absolute	per‐

pendicularity	errors	were	found	to	be	smaller	than	0.03º,	0.3º	and	1.1º	for	CSI,	ICM	and	sty‐

lus	respectively.	The	maximum	effect	of	these	perpendicularity	errors	corresponds	to	errors	

of	0.000	014	%,	0.001	4	%	and	0.02	%	of	measured	length.	Therefore,	for	a	measured	length	

of	 1.4	mm,	 which	 is	 a	 diagonal	 measurement	 in	 the	 1	mm	×1	mm	 area,	 the	 cosine	 errors	

translate	in	an	absolute	length	error	of	0.2	nm,	20	nm	and	0.25	µm	respectively.	The	magni‐

tude	of	the	effect	of	the	cosine	errors	to	the	length	measurements	is	at	least	ten	times	small‐

er	than	the	linearity	errors,	such	that	they	do	not	have	to	be	taken	into	account	during	the	

calculation	of	the	measurement	uncertainties	(for	the	instruments	used	here).		

6.3 Measurement	uncertainty	

There	are	two	ways	to	account	for	the	contribution	of	the	amplification	of	the	scales	to	the	

measurement	uncertainty.	The	first	way	is	to	split	the	contribution	of	the	amplification	coef‐

ficient	 from	the	contribution	of	 the	 linearity,	which	can	be	 inconvenient,	as	 it	requires	un‐
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certainty	propagation	using	 the	equation	of	 the	 line	 fit.	The	second	way	 is	 to	consider	 the	

combined	effect	of	the	amplification	coefficient	and	scale	linearity.	In	this	way	the	uncertain‐

ty	 contribution	of	 the	magnification	of	 the	 scales	will	be	given	by	 the	 largest	error	 that	 is	

measured	against	a	calibrated	line	scale.	

The	measurement	errors	(δerror)	contribution	to	the	measurement	uncertainty	is	propagated	

in	the	form	of	a	rectangular	distribution	that	has	a	variance	equal	to	the	square	of	the	value	

of	 the	 error	 divided	 by	 three	 (BIPB	 2008a).	 The	 repeatability	 (δrepeat)	 and	 reproducibility	

(δreprod)	contribution	to	the	overall	measurement	uncertainty	is	propagated	in	the	form	of	a	

normal	distribution	that	has	an	expectation	equal	to	zero	and	a	variance	equal	to	the	square	

of	the	value	of	the	repeatability.	The	combined	effect	of	the	measurement	errors,	traceabil‐

ity,	 repeatability	 and/or	 reproducibility	 on	 the	 co‐ordinate	measurement	 standard	uncer‐

tainty	uT‐x,	u	T‐y	and	u	T‐z	is	given	by	

3

2
error2

reprod
2
repeat

2
tytraceabili

  uu iT ,	 6.3

where	i	=	{x,	y,	z}.	

A	 summary	 of	 the	 standard	measurement	 uncertainties	 associated	with	 the	 calibration	 of	

the	z	scale	of	the	all	three	instruments	used	as	test	cases	are	presented	in	table	6.5.	In	com‐

parison	to	the	optical	instruments,	the	stylus	instrument	has	lower	linearity	errors	that	al‐

low	the	z	scale	calibration	contribution	to	the	standard	measurement	uncertainty	to	be	be‐

low	3	nm	throughout	the	calibrated	range,	when	the	z	scale	amplification	is	adjusted.	Start‐

ing	 with	 3	µm	 and	 above,	 the	 z	 scale	 calibration	 contribution	 of	 the	 CSI	 to	 the	 standard	

measurement	uncertainty	is	dominated	by	the	linearity	errors,	whereas	in	the	ICM	case	the	

repeatability	and	reproducibility	have	equal	magnitude.	
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Table	6.5	Summary	of	the	standard	measurement	uncer‐
tainties	associated	with	the	calibration	of	the	z	scale	

Nominal	height	

CSI	 ICM	 Stylus	

20×	 50×	 20×	 50×	 unadjusted	 adjusted	

uT‐z	/	nm‐1	

18	nm	 1.0	 1.0	 2.1	 1.4	 1.3	 1.1	

350	nm	 1.0	 1.2	 10	 10	 7	 1.0	

3	µm	 5	 7	 19	 12	 58	 1.6	

17	µm	 7	 7	 18	 18	 316	 2.3	

	

Summaries	 of	 the	 standard	measurement	 uncertainties	 associated	with	 the	 calibration	 of	

the	 lateral	scales	of	 the	all	 three	 instruments	used	as	 test	cases	are	presented	 in	 table	6.6	

and	table	6.7.	

Table	6.6	Summary	of	the	standard	measurement	uncer‐
tainties	associated	with	the	calibration	of	the	lateral	

scales	when	30	µm	cross‐grating	was	used	

Nominal	
length	

CSI	50×	 ICM	50×adjusted	

uT‐x	 uT‐y uT‐x uT‐y

µm‐1	

30	 0.03	 0.02	 0.06	 0.08	

60	 0.02	 0.04	 0.05	 0.04	

90	 0.03	 0.05	 0.05	 0.07	

120	 0.03	 0.03	 0.02	 0.03	

150	 0.04	 0.05	 0.03	 0.04	

180	 0.05	 0.06	 0.04	 0.06	

210	 0.04	 0.02	 	 	

240	 0.07	 0.06	 	 	

270	 0.07	 0.10	 	 	

300	 0.05	 0.10	 	 	
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Table	6.7	Summary	of	the	standard	measurement	uncertainties	
associated	with	the	calibration	of	the	lateral	scales	when	100	µm	

cross‐grating	was	used	

Nominal	
length	

CSI	20×	adjusted	 ICM	20×	adjusted	 Stylus	

uT‐x	 uT‐y uT‐x uT‐x uT‐x uT‐yadjusted	

µm‐1	

100	 0.10	 0.09	 0.24	 0.10	 0.33	 1.0	

200	 0.14	 0.14	 0.19	 0.12	 0.18	 1.5	

300	 0.11	 0.17	 0.18	 0.16	 0.31	 1.7	

400	 0.07	 0.12	 0.09	 0.12	 0.21	 2.6	

500	 0.03	 0.08	 0.17	 0.19	 0.26	 1.5	

600	 0.04	 0.02	 	 	 0.33	 1.2	

700	 0.07	 0.09	 	 	 0.25	 2.2	

800	 0.06	 0.14	 	 	 0.24	 	

	

6.4 Summary	

Calibration	of	the	amplification	coefficient,	linearity	and	squareness	of	areal	surface	topog‐

raphy	measuring	instruments	is	often	performed	using	techniques	developed	for	calibration	

of	 profile	measuring	 instruments.	 The	 calibration	 of	 step	height	 artefacts	 involves	 the	 as‐

sessment	of	a	small	number	of	profiles,	as	low	as	five,	such	that	the	measurement	uncertain‐

ty	is	strongly	affected	by	the	non‐uniformity	of	the	artefact.	Areal	characterization	allows	an	

improvement	in	the	measurement	uncertainties	because	it	permits	for	accurate	positioning	

over	the	calibrated	area	of	the	step	height	artefact	and	averages	the	results	of	a	considerably	

larger	number	of	profiles,	if	the	method	of	calculating	the	height	of	the	step	height	artefact	

presented	in	section	6.1	is	used.		

Currently,	the	established	methods	for	calibrating	the	lateral	scales	of	areal	instruments	are	

based	on	pitch	measurements	that	only	estimate	the	local	characteristic	of	the	scales	and	do	

not	give	information	about	the	instrument	response	curves,	therefore,	they	are	not	suitable	
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to	measure	the	linearity	errors.	The	amplification	coefficient	and	linearity	of	the	lateral	axes	

can	be	determined	by	measuring	 the	positions	of	 the	centre	of	 gravity	of	 the	squares	of	 a	

calibrated	cross‐grating	artefact.	Additionally,	the	squareness	of	the	x	and	y	axes	can	be	de‐

termined	by	measuring	the	angle	between	two	nominally	orthogonal	rows	of	square	holes	

by	fitting	a	line	though	the	centre	of	gravity	of	the	corresponding	squares.	

The	measurement	 uncertainty	 associated	with	 the	 calibration	 of	 the	 scales	 of	 the	 instru‐

ments	 can	be	 calculated	using	a	 simple	model	 that	accounts	 for	 traceability,	 repeatability,	

reproducibility	and	measurement	error.	The	measurement	error	contribution	accounts	for	

both	the	amplification	coefficient	and	the	linearity	of	the	scales.		

All	three	instruments	used	as	test	cases	have	good	quality	z	axis	scales	that	potentially	allow	

for	 nanometre‐level	measurement	 uncertainties	 associated	with	 the	measurement	 of	 step	

height	 artefacts	 that	 reproduce	 larger	 values	 than	 the	 discrimination	 threshold	 of	 the	 in‐

struments.	The	uncertainty	associated	with	the	step	height	measurement	can	be	improved	if	

the	measurements	are	performed	at	one	position	inside	the	calibrated	range	of	the	instru‐

ment	 z	 axis	 scale,	 because	 the	 reproducibility	 contribution	 is	 not	 taken	 into	 account.	 The	

contact	stylus	is	capable	of	standard	measurement	uncertainties	associated	with	the	calibra‐

tion	of	the	z	axis	scale	that	are	consistently	below	3	nm.		
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7 Resolution	

Several	factors	can	influence	the	resolution	of	an	instrument,	either	in	the	z	direction	or	in	

the	x	and	y	directions.	The	most	common	influence	factor	which	limits	the	z	resolution	is	the	

measurement	noise.	There	are	 instances	 in	which	 some	of	 the	 contact	 stylus	 instruments,	

especially	 those	 that	have	 large	z	 ranges,	are	restricted	by	 the	digitisation	step	due	 to	 the	

fixed	 dynamic	 range.	 In	 these	 instances	 a	 simple	measurement	 noise	 test	 (see	 chapter	 5)	

would	not	be	able	to	estimate	the	value	of	the	z	resolution	as	the	root	mean	square	deviation	

(Sq),	because	the	Sq	value	measured	on	a	flat	without	tilt	could	be	equal	to	zero.	The	limiting	

height	digitisation	cases	 are	 rare	nowadays	but	not	unknown,	whereas	 lateral	digitisation	

problems	are	more	often	visible	due	to	restrictions	in	sampling	distance	that,	 for	example,	

are	given	by	the	limited	pixel	number	of	a	CCD	camera.	There	are	instruments,	such	as	inter‐

ferometric‐based	techniques,	of	which	height	detection	algorithms,	supported	by	measure‐

ment	 strategies,	 demonstrate	 sub‐nanometre	 height	 measurement	 capabilities,	 although	

measurement	noise	 is	often	ten	times	higher.	Other	 instruments,	which	are	not	capable	of	

resolving	very	small	steps,	can	resolve	steps	above	a	certain	height	with	sub‐nanometre	ac‐

curacy.	As	demonstrated	in	the	previous	two	chapters,	nanometres	accuracy	is	possible	for	a	

restricted	 range	 of	 applications	 similar	 to	 step	 height	 measurements	 or	 pitch	 measure‐

ments,	where	the	length	measurements	are	taken	between	known	geometrical	shapes,	such	

as	planes,	defined	by	a	series	of	measured	points,	which	allows	a	diminished	contribution	of	

the	measurement	noise	or	of	the	resolution.	However,	from	the	coordinate	point	measure‐

ment	perspective,	the	measurement	noise	or	the	resolution	plays	an	important	role	because	

they	limit	the	length	measurement	between	two	isolated	points.	

In	contrast	to	the	other	metrological	characteristics	discussed	in	the	previous	two	chapters,	

the	topic	of	resolution	for	the	areal	surface	topography	measuring	instruments	is	still	being	

discussed	in	the	standards	committee,	ISO/TC213	working	group	16.	The	debate	is	fuelled	

by	disagreements	in	regards	to	the	definition	of	resolution,	which	leads	to	problems	in	the	
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way	resolution	is	estimated.	In	practice	the	resolution	along	each	axis	is	measured	and	stat‐

ed	 separately.	 For	 example,	 the	measurement	 of	 the	 resolution	 of	 the	 z	 axis	 can	 be	 per‐

formed	on	a	structure	such	as	a	groove	several	times	wider	than	the	lateral	resolution	of	the	

instrument,	 decoupling	 in	 this	way	 the	 influence	 of	 the	 lateral	 resolution	 from	 the	meas‐

urement	of	 the	height	of	 the	groove.	Vice	versa,	 lateral	 resolution	 tests	can	be	designed	 in	

such	a	way	that	the	instrument	can	accurately	measure	the	pitch	of	a	periodic	structure	that	

is	close	to	the	lateral	resolution	of	the	instrument	with	serious	loss	of	vertical	accuracy.	In	

this	case,	the	lateral	resolution	of	the	instrument	is	defined	as	the	smallest	lateral	separation	

between	two	points	that	can	be	distinguished.		

In	 the	z	 resolution	case,	 the	general	 consensus	 is	 that	only	 the	 combination	of	 the	z	 scale	

resolution	and	of	the	fitting	algorithm,	if	applicable,	is	taken	into	account	without	any	con‐

tribution	of	 the	lateral	component.	Therefore,	the	measurement	noise	test	and/or	digitisa‐

tion	contribution	are	enough	to	quantify	the	effect	of	the	z	resolution	from	a	measurement	

uncertainty	 point	 of	 view.	 Otherwise,	 the	 effect	 of	 the	 resolution	 along	 the	 z	 axis	will	 be	

doubly	 counted	 in	 the	 uncertainty	 analysis.	 As	 discussed	 above,	 finding	 the	 value	 of	 the	

smallest	 resolvable	 step	 has,	 to	 a	 certain	 extent,	 nothing	 to	 do	 with	 the	 resolution	 since	

some	 instruments	 cannot	 resolve	 small	 steps	 but	 they	 still	 can	 provide	 accurate	 height	

measurements	above	a	height	discrimination	threshold	(see	BIPM	2008c).	

In	the	next	section	several	definitions	of	the	lateral	resolution	are	discussed.	Section	7.2	pre‐

sents	a	method	of	estimating	the	lateral	period	limit	using	the	measurement	of	a	type	ASP	

material	measure.	Two	examples,	one	using	the	a	CSI	and	one	using	an	 ICM,	of	estimating	

the	lateral	period	limit	using	a	type	ASP	material	measure	are	presented	in	sections	7.3	and	

7.4.	Measurement	uncertainty	is	discussed	in	section	7.5	and	summary	of	the	chapter	is	pre‐

sented	in	section	7.6.	
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7.1 Definitions	and	their	implementation	

ISO/TC213	working	group	16	has	attempted	to	produce	a	new	term	for	resolution	specific	

for	areal	surface	topography	measuring	instruments.	One	of	the	new	definitions	was	for	the	

term	 topographic	 spatial	 resolution	 defined	 as	 “metrological	 characteristic	 describing	 the	

ability	of	a	surface	topography	measuring	instrument	to	distinguish	closely	spaced	surface	fea‐

ture”.	 This	 definition	 is	 closer	 to	 the	 metrological	 structural	 resolution	 introduced	 in	

VDI/VDE	2617	Part	6	(2005)	in	which	the	definition	is	“smallest	width	of	a	structure,	whose	

measured	height	agrees	with	the	real	height	within	the	specification	(e.g.	uncertainty	of	height	

measurement)	of	the	instrument”	(Krüger‐Sehm	2010).	Both	definitions	intend	to	account	for	

the	 interrelationship	 between	 the	 vertical	 and	 lateral	 resolution	 (see	 chapter	 4,	 equation	

4.2).	

Recent	developments	favour	the	use	of	the	term	lateral	period	limit	(DLIM),	which	was	previ‐

ously	defined	as	“the	spatial	period	of	a	sinusoidal	profile	at	which	the	height	response	of	an	

optical	 instrument	 falls	 to	 50%”.	 The	 latter	 definition	 is	 only	 applicable	 to	 optical	 instru‐

ments,	but	there	was	no	reason	for	 lateral	period	limit	definition	to	exclude	contact	stylus	

instruments.	Therefore,	the	definition	was	changed	to	“the	spatial	period	of	a	sinusoidal	pro‐

file	at	which	the	height	response	of	an	instrument	falls	to	50%”	(ISO/CD	25178–600	2012).	

In	the	note	of	the	definition	of	the	lateral	period	limit,	ISO/CD	21578‐600	formally	recognis‐

es	definitions	related	to	the	lateral	resolution	that	could	be	adhered	to	when	the	measure‐

ment	of	the	DLIM	is	required.	In	effect,	the	2D	types	of	lateral	resolution	definitions,	such	as	

Rayleigh	criterion,	Sparrow	criterion	or	lateral	resolution	(see	chapter	4),	are	acknowledged	

as	viable	ways	of	estimating	the	topographic	spatial	resolution	until	a	consensus	method	of	

testing	the	3D	resolution	becomes	available.	The	list	of	terms	also	includes:	stylus	tip	radius	

(ISO	 25178‐601);	 width	 limit	 for	 full	 height	 transmission	 (ISO	 25178–601);	 topographic	

spatial	resolution;	and	instrument	transfer	function.	
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The	instrument	transfer	function	(ITF)	provides	the	instrument	height	response	at	different	

spatial	frequencies.	For	stylus	instruments	the	ITF	has	been	studied	but	for	optical	systems	

this	is	in	its	infancy	(de	Lega	and	de	Groot	2012).	

Both	stylus	radius	and	 the	width	 limit	 for	 full	height	 transmission	have	been	defined	(ISO	

25178‐601	 2010)	 for	 stylus	 instruments.	 The	 implementation	 of	 the	 width	 limit	 for	 full	

height	 transmission	 definition	 requires	 a	material	measurement	 standard	 similar	 to	 type	

PGR	or	ACG	(see	chapter	3).	These	types	of	material	measurement	standards	are	character‐

ised	by	sharp	vertical	edges	that	optical	instruments	often	cannot	measure	without	errors.	

de	Lega	and	de	Groot	(2012)	identify	five	lateral	resolution	definitions	that	are	applicable	to	

optical	instruments	used	as	areal	surface	topography	measuring	instruments.	These	lateral	

optical	 resolution	 definitions	 include	 Rayleigh	 criterion	 for	 incoherent	 illumination,	 Spar‐

row	limit	for	coherent	and	incoherent	illumination	and	Abbe	criterion	for	coherent	and	in‐

coherent	 illumination	 (see	 chapter	 4).	 Resolution	 measurement	 tests	 require	 physical	

measurement	standards	that	have	been	mainly	developed	for	incoherent	systems	(Foreman	

et	al.	 2012).	However,	 the	 illumination	 conditions	 (coherent	 or	 incoherent)	 necessary	 for	

the	above	mentioned	criteria	to	be	applicable	are	rarely	met	 in	practice,	which	make	their	

practical	implementation	problematic	(de	Lega	and	de	Groot	2012).	

The	lateral	period	limit	can	be	measured	using	sinusoidal	material	measures	with	different	

pitches,	often	with	the	same	amplitude,	from	which	the	spatial	wavelength	corresponding	to	

a	50	%	drop	in	amplitude	can	be	found.	Such	an	artefact	has	been	produced	in	a	form	of	the	

chirped	artefact	 (Krüger‐Sehm	et	al.	 2007,	Fujii	et	al.	 2011).	A	3D	Siemens	 star,	ASG	 type	

physical	measurement	standard	(ISO/FDIS	25178‐70	2012),	can	be	used	to	find	the	approx‐

imate	value	of	the	spatial	period	at	which	the	height	response	of	an	instrument	falls	to	50	%	

(Leach	2006,	Sun	and	Weckenmann	2011).	Unlike	the	material	measures	that	are	capable	to	

reproduce	a	discrete	series	of	spatial	wavelengths,	frequently	unidirectional,	3D	stars	gen‐
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erate	a	continuum	of	wavelengths	that	test	the	resolution	in	all	lateral	directions,	such	that	it	

is	potentially	a	good	lateral	resolution	standard.	

The	following	section	presents	a	novel	method	of	measuring	the	resolution	of	areal	surface	

topography	measuring	instruments.	

7.2 Type	ASG	analysis	

Type	ASG	material	measures	can	be	used	to	measure	the	resolution	of	areal	instruments	in	a	

way	compliant	with	 the	definition	of	 lateral	period	 limit.	Note	 that	 the	 lateral	period	 limit	

definition	calls	on	a	sinusoidal	type	of	material	measure,	whereas	the	material	measure	used	

in	this	chapter	has	a	rectangular	profile.	However,	the	analysis	method	proposed	in	this	par‐

agraph	can	be	used	on	a	type	ASP	that	has	a	sinusoidal	profile.	

Often	the	star	patterns	are	assessed	using	circular	profiles	of	different	diameters	centred	on	

the	apex	of	 the	star	(see	 figure	7.1,	Wekenmann	2009).	However,	circular	profiles	are	 lim‐

ited	to	a	discrete	series	of	pitch	values.	

	
Figure	7.1	Example	of	circular	profile	extraction	on	a	
type	ASG	material	measure.	Batwing	like	effect	present	
on	the	extracted	profile	is	produced	during	manufactur‐

ing	process	
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One	way	 of	 fully	 exploiting	 the	 advantage	 of	 type	ASG	material	measures	 is	 to	 assess	 the	

star‐pattern	with	profiles	that	are	extracted	along	the	radius	of	the	star.	To	find	the	50	%	fall	

in	the	height	response	of	an	instrument,	two	profiles	are	required.	One	is	extracted	through	

the	centre	of	 two	diametrically	opposed	raised	petals	(see	 figure	7.2	 left)	and	one	running	

through	the	centre	of	 two	diametrically	opposed	 lowered	petals	(see	 figure	7.2	right).	The	

two	profiles	should	be	extracted	from	adjoining	raised	and	lowered	petals.	

	
Figure	7.2	Example	of	linear	profile	extraction:	left	‐	pro‐
file	extracted	through	the	middle	of	two	diametrically	
opposed	raised	petals;	right	‐	profile	extracted	through	
the	middle	of	two	diametrically	opposed	lowered	petals	

The	profile	resulting	 from	subtracting	the	height	difference	between	the	raised	petals	and	

lowered	petals	 (see	 figure	7.3),	 called	 from	now	on	 the	 instrument	 response	profile	 (IRP),	

allows	the	measurement	of	the	resolution	of	the	instrument.	
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Figure	7.3	Height	difference	between	the	raised	petals	

and	lowered	ones	(optical	response	profile)	

As	the	profiles	cross	the	apex	of	the	type	ASG	material	measure,	the	height	difference	drops,	

highlighting	the	loss	of	lateral	resolution.	To	find	out	what	the	resolution	of	the	instrument	

is	based	on	the	lateral	period	limit	definition,	the	vertical	scale	of	the	IRP	is	normalised	to	

the	maximum	height	value	and	the	lateral	scale	is	divided	by	π	/	18	(see	figure	7.4),	where	

18	is	the	number	of	raised	or	lowered	petals,	resulting	in	the	normalised	IRP.	

 

Figure	7.4	Normalised	IRP	

The	resolution	of	the	instrument	is	given	by	the	width	of	the	central	depression	at	50	%	(see	

Figure	7.5).		
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Figure	7.5	Example	of	measurement	of	the	resolution	at	

50	%	cut‐off	

The	data	used	to	produce	figure	7.1	to	figure	7.5	were	measured	using	an	atomic	force	mi‐

croscope.	Figure	7.5	suggests	that	the	sample	can	be	used	to	measure	lateral	resolution	larg‐

er	than	0.28	µm.	The	summits	flanking	the	depression	are	coming	from	the	manufacturing	

process,	which	in	this	case	was	focus	ion	beam	milling,	and	they	are	not	caused	by	a	meas‐

urement	error.		

7.3 CSI	example	

An	example	of	the	measured	topography	of	the	type	ASG	material	measure	using	the	CSI	in‐

strument	 in	 the	20×	magnification	 lens	configuration	 is	shown	in	 figure	7.6	 ‐	 left	and	with	

the	 50×	 magnification	 lens	 presented	 in	 figure	7.6	 ‐	 right.	 Both	 images	 presented	 in	 fig‐

ure	7.6	are	not	representations	of	the	full	field	of	view	of	the	instrument	but	they	are	circu‐

lar	digital	zooms	of	30	µm	radius.	
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Figure 7.6 CSI measurement of the type ASG material meas-

ure: left - 20× magnification lens results; right - 50× magnifica-
tion lens results 

According	to	the	instrument	specification,	the	resolution	of	the	20×	magnification	lens	theo‐

retically	is	limited	by	the	pixel	size,	which	is	879	nm,	whereas	for	the	resolution	of	the	50×	

lens	is	 limited	by	the	optical	resolution,	which	is	665	nm	(based	on	the	Raleigh	criterion	–	

the	pixel	size	was	approximately	350	nm).	

The	 lateral	 period	 limit	 is	 larger	 than	4	µm	with	both	magnification	 lenses	 (see	 figure	7.7	

and	figure	7.8).	

 
Figure	7.7	Measurement	of	the	resolution	at	50	%	cut‐off	

of	the	CSI	width	20×	magnification	lens	
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Figure	7.8	Measurement	of	the	resolution	at	50	%	cut‐off	
of	the	CSI	width	50×	magnification	lens	

These	results	suggest	that	the	practical	numerical	aperture	of	the	50×	magnification	lens	is	

approximately	0.09	instead	the	indicated	0.6	value.	The	low	value	of	the	practical	numerical	

aperture	was	reconfirmed	by	measurements	of	a	mercury	droplet	(see	figure	7.9)	of	approx‐

imately	77	µm	radius.	Due	to	large	surface	tension	value	of	the	mercury,	the	mercury	drop‐

lets	can	be	considered	to	be	perfect	spheres	such	that	simple	topography	measurements	of	

the	 droplet	 can	 provide	 quick	 indications	 of	 the	 numerical	 aperture	 (Mandal	 et	 al.	 2012,	

Hiemenz	and	Rajagopalan	1997).	In	figure	7.9	it	can	be	seen	that	only	a	small	portion	of	the	

ball	was	resolved	correctly	as	2π	errors	surround	the	top	of	the	sphere.	

	
Figure	7.9	CSI	measurement	of	a	mercury	droplet	using	

50×	magnification	lens	
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A	 simple	 profile	 extraction	 (see	 figure	7.10)	 can	 highlight	 the	 2π	 errors	 (Gao	 et	al.	 2008)	

and,	subsequently,	allow	identification	of	a	region	of	the	sphere	that	is	measured	correctly.	

	
Figure	7.10	Profile	extracted	across	the	top	of	the	mercu‐

ry	droplet	

Only	a	central	region	of	12	µm	was	measured	appropriately.	Using	the	height	and	the	length	

of	 the	profile	of	 the	region	 that	was	measured	without	2π	errors,	a	numerical	aperture	of	

0.08	was	obtained	that	was	close	 to	 the	numerical	aperture	value	given	by	the	ARS	meas‐

urement	 of	 0.09.	 The	 2π	 errors	 are	 caused	most	 probably	 by	misalignment	 of	 the	 optical	

components	of	the	interferometer.	

The	 results	 from	 a	 different	 CSI	 that	was	 equipped	with	 an	 adjustable	 50×	magnification	

lens	are	presented	 in	 figure	7.11.	The	magnification	 lens	 in	this	case	 is	designed	such	that	

optimal	position	of	the	reference	mirror	can	achieved.	The	results	show	an	improvement	of	

nearly	three	times	compared	to	the	50×	magnification	lens	resolution,	which	is	presented	in	

figure	7.8.	
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Figure	7.11	CSI	measurement	of	the	type	ASG	material	
measure	using	a	50×	magnification	lens	with	adjustable	
reference	mirror:	left	–	topography	results;	right	–	meas‐

urement	of	the	resolution	

7.4 ICM	example	

The	ICM	measurement	results	for	the	20×	magnification	lens	configuration	are	shown	in	fig‐

ure	7.12	‐	left	and	with	50×	magnification	lens	are	presented	in	figure	7.12	‐	right.	

	
Figure	7.12	ICM	measurement	of	the	type	ASG	standard:	
left	‐	20×	magnification	lens	results;	right	‐	50×	magnifi‐

cation	lens	results	

The	ICM	can	zoom	without	reducing	the	number	of	topography	points	(optical	zoom)	unlike	

the	case	of	the	instruments	that	use	a	CCD	camera	(CSI	example).	Hence	the	optical	resolu‐
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tion	of	 the	 instrument	can	be	tested	and	not	 the	 instrument	resolution,	which	can	be	gov‐

erned	by	sampling	conditions	or	Nyquist	limit	respectively.	The	nominal	sampling	distance	

was	80	nm	for	the	20×	measurement	results	presented	in	figure	7.12	‐	left	and	40	nm	for	the	

50×	measurement	results	presented	in	figure	7.12‐	right.	

The	IRPs	for	ICM	20×	and	50×	magnification	lenses,	presented	in	figure	7.13	and	figure	7.14,	

are	W	shaped	in	the	central	area.	The	W	shape	in	the	centre	is	attributed	to	some	defocusing	

problems	of	the	instrument	(Fujii	et	al.	2010).	The	fine	detail	obtained	by	zooming	into	the	

apex	of	the	measured	ASP	pattern	reveals	that	the	bottom	and	the	top	of	the	petals	are	in‐

verted	in	the	vertical	direction.	The	inversion	takes	place	at	around	2.4	µm	away	from	the	

apex	of	the	star	(see	figure	7.15).	

	
Figure	7.13	IRP	–	20×	magnification	lens	

	
Figure	7.14	IRP	–	50×	magnification	lens	
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Figure	7.15	ICM	measurement	of	the	type	ASG	standard	

using	50×	magnification	lens	results	–zoom	in	

In	the	ICM	case	the	profiles	have	to	be	thresholded	such	that	the	bottom	of	the	W	structure	

is	brought	to	the	level	of	the	outer	edges	of	the	IRP.		

The	 resolution	of	 both	20×	 and	50×	magnification	 lenses	 should	be	 limited	by	 the	optical	

resolution,	which	is	400	nm	and	250	nm	(based	on	the	Raleigh	criterion)	respectively.	After	

thresholding	the	W	structure,	the	lateral	topography	resolution	based	on	the	lateral	period	

limit	definition	is	larger	than	2.4	µm	and	1.07	µm	for	20×	lens	and	50×	lens	respectively	(see	

figure	7.16	and	figure	7.17).	

A	closer	analysis	of	 the	 ICM	measurement	results	 in	 the	20×	magnification	 lens	configura‐

tion	(see	figure	7.12‐	left)	reveals	that	the	instrument	is	incapable	of	resolving	appropriately	

shallow	structures	such	that	a	taller	ASG	type	standard	would	be	suitable.	For	comparison,	a	

similar	star	pattern,	but	200	nm	tall	was	measured	using	the	ICM.	
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Figure	7.16	Measurement	of	the	resolution	at	50	%	cut‐

off	of	the	ICM	width	20×	magnification	lens	

	
Figure	7.17	Measurement	of	the	resolution	at	50	%	cut‐

off	of	the	ICM	width	50×	magnification	lens	

For	comparison,	measurements	results	at	zoom	4	(four	times	smaller	in	the	x	and	y	direction	

than	 the	maximum	 field	 of	 view)	were	 acquired	 for	 both	magnification	 lenses	 that	 corre‐

sponded	to	a	nominal	sampling	distance	of	160	nm	and	60	nm	for	the	20×	and	50×	magnifi‐

cation	 lenses,	 respectively	 (see	 figure	7.18‐left	 and	 figure	7.19‐left).	 Unlike	 the	 measure‐

ments	of	the	30	nm	type	ASP	material	measure,	the	measurements	on	the	200	nm	standard	

did	not	show	any	inversion	in	the	vertical	direction	of	the	bottom	and	the	top	of	the	petals.	

Instead,	the	50×	magnification	lenses	result	presents	a	significant	width	enlargement	of	the	

raised	 petals	 that	 starts	 at	 approximately	 2.4	µm	 from	 the	 apex	 of	 the	 pattern	 (see	

figure	7.19‐right).	
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Figure	7.18	ICM	20×	magnification	lens	measurement	re‐
sults	of	the	200	nm	type	ASG	material	measure:	left	‐	4×	

optical	zoom;	right	–	detail	of	the	apex	

	
Figure	7.19	ICM	50×	magnification	lens	measurement	re‐
sults	of	the	200	nm	type	ASG	material	measure:	left	‐	4×	

optical	zoom;	right	–	detail	of	the	apex	

The	lateral	period	limit	measured	on	the	200	nm	type	ASG	material	measure	is	around	1	µm	

and	0.6	µm	 for	20×	magnification	 lens	and	50×	magnification	 lens,	 respectively.	The	 latter	

results	 are	 significantly	 improved	 comparing	 to	 the	 30	nm	 type	 ASG	 material	 measure	

measurement	results.	
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7.4.1 Fitting	algorithm	effect	

The	lateral	resolution	of	the	ICM	can	be	improved	by	selecting	a	different	type	of	algorithm	

to	estimate	the	position	of	the	measured	point	on	the	surface	relative	to	the	vertical	scale	of	

the	instrument.	In	the	examples	presented	above,	the	ICM	was	configured	to	use	a	centroid	

method	of	 estimating	 the	 confocal	peak	position.	The	 ICM	can	also	be	used	 in	 a	measure‐

ment	configuration	that	estimates	the	peak	position	using	the	maximum	measured	value	of	

the	confocal	response.	The	measurement	results	on	the	30	nm	type	ASP	material	measure	

using	the	 latter	method	show	that	 the	vertical	 inversion	of	 the	bottom	with	the	top	of	 the	

petals	 take	 place	 at	 around	 0.46	µm	 (see	 figure	 7.20).	 This	 suggests	 that	 the	 fitting	 algo‐

rithms	are	as	 important	as	 the	quality	of	 the	optical	 components	 for	achieving	good	areal	

measurements.	

	
Figure	7.20	ICM	50×	magnification	lens	measurement	re‐
sults	of	the	30	nm	type	ASG	material	measure	in	peak	

mode	

7.4.2 Sampling	effect	

When	used	without	optical	zoom,	i.e.	maximum	field	of	view,	and	with	a	1024	by	1024	num‐

ber	of	points	in	the	x	and	y	direction,	both	ICM	magnification	lenses	measurements	should	

be	limited	by	the	sampling	conditions	(Nyquist	theorem).	Instead,	the	resolution	tests	show	
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that	the	topographic	resolution	is	at	least	twice	as	large	as	indicated	by	the	sampling	condi‐

tions	without	 optical	 zoom.	A	 summary	of	 the	 ICM	 resolution	 test	 results	when	using	 the	

200	nm	type	ASP	material	measure	are	presented	in	table	7.1.	The	tests	consisted	of	several	

measurements	using	both	magnification	 lenses	 in	different	 optical	 zoom	conditions.	 In	 all	

situations	the	measured	topographical	resolution	was	larger	than	the	calculated	resolution.	

Table	7.1	Summary	of	the	ICM	resolution	tests	results	

with	a	200	nm	type	ASP	material	measure	

Resolution	

20×	 50×	

Optical	zoom	

×4	 ×2	 ×1	 ×4	 ×2	 ×1	

/µm	

Optical	 0.4	 0.4	 0.4	 0.25	 0.25	 0.25	

Sampling	 0.3	 0.6	 1.3	 0.13	 0.25	 0.5	

Measured	 1.0	 2.2	 3.2	 0.5	 0.9	 1	

	

The	 results	 presented	 in	 table	7.1	 that	 are	 based	 on	 implementation	 of	 the	 lateral	 period	

limit	definition	do	not	negate	the	ICM	instrument	capability	of	resolving	small	2D	structures.	

In	contrast,	the	instrument	can	measure	fine	periodical	structures	that	are	close	to	the	opti‐

cal	2D	resolution.	The	fine	detail	of	the	apex	of	the	star	presented	in	figure	7.19‐right	shows	

that	a	circular	profile	can	be	extracted	close	to	the	apex	of	the	star,	which	matches	the	lower	

limit	of	the	resolution	reproduced	by	the	30	nm	type	ASP	material	measure,	but	with	serious	

loss	of	both	lateral	and	vertical	accuracy.	Pitch	measurement	wise,	the	ICM	instrument	can	

be	used	close	to	the	theoretical	optical	resolution	but	for	topography	measurement	that	 is	

not	the	case.	
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7.5 Measurement	uncertainty	

The	 lateral	 resolution	 contribution	 to	 the	measurement	uncertainty,	uRes,	 is	 propagated	 in	

the	form	of	a	rectangular	distribution	that	has	a	variance	equal	to	the	Res2/3,	where	Res	 is	

the	lateral	topographical	resolution.	

A	 summary	 of	 the	 standard	measurement	 uncertainties	 associated	with	 the	 calibration	 of	

the	 lateral	 topographical	 resolution	of	 the	CSI	and	 ICM	 instruments	used	as	 test	 cases	are	

presented	in	table	7.2.	

Table	7.2	Summary	of	the	standard	measurement	uncer‐

tainties	associated	with	the	lateral	topographical	resolu‐

tion	of	the	CSI	and	ICM	–	no	optical	zoom	

Magnification	
objective	
lens	

CSI	 ICM	

/µm	

20×	 2.5	 1.8	

50×	 2.5	 0.6	

	

7.6 Summary	

Most	commercial	surface	topography	measuring	instrument	manufacturers	specify	the	lat‐

eral	resolution	of	their	instruments	in	terms	of	a	2D	theoretical	value	that	does	not	take	into	

account	the	3D	nature	of	how	the	instrument	is	used.	The	new	definition	of	the	lateral	peri‐

od	limit	given	in	ISO	25178	part	600	(2012)	is	an	attempt	to	formulate	a	definition	of	lateral	

resolution	that	can	be	experimentally	determined	and	is	representative	of	the	3D	nature	of	

the	 instruments.	 Implementation	 of	 such	 a	definition	 is	 complicated	because	 it	 is	 applica‐

tion‐dependent	 and,	 therefore,	 it	 is	 impossible	 to	 produce	 suitable	 all‐purpose	 physical	

measurement	standards.	For	example,	grating‐type	artefacts	are	designed	with	a	predefined	

pitch,	which	that	allows	the	testing	of	the	performance	of	instruments	in	limited	situations.	

For	a	contact	stylus	instrument,	such	a	simple	artefact	is	enough	to	portray	the	instrument	
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behaviour,	as	these	instruments	already	have	a	well‐understood	measurement	model.	How‐

ever,	this	is	not	always	the	case	for	optical	instruments,	which	often	have	problems	due	to	

their	non‐linear	response	 to	certain	surface	 features.	Although,	 the	non‐linear	response	of	

optical	instruments	should	not	be	the	object	of	attention	during	the	resolution	tests,	to	a	cer‐

tain	extent,	 it	 is	unavoidable,	as	 these	problems	often	arise	during	measurements.	 In	such	

situations	 it	becomes	easy	 to	point	out	 to	 the	errors	and	 forget	about	resolution,	which	 is	

not	a	correct	approach	because,	 like	in	the	stylus	flight	at	high	speeds	(Whitehouse	2004),	

these	measurement	 conditions	 should	 be	 avoided	 as	 they	 do	 not	 characterise	 the	 optical	

systems	in	what	should	be	their	prescribed	operational	conditions.	

The	current	compromise	is	to	test	the	z	axis	measurement	resolution	independent	of	the	x	

and	y	axes	resolution.	In	this	situation,	the	measurement	noise	includes	the	contribution	of	

the	z	resolution	and	the	lateral	period	limit	is	used	to	determine	the	x	and	y	resolution	in	the	

areal	measurement	context.	An	easy	practical	test	has	been	described	in	section	7.2	that	us‐

es	a	type	ASP	artefact	to	test	the	lateral	period	limit.	Both	CSI	and	ICM	show	various	errors	

that	 are	 not	 easily	 captured	by	 traditional	 tests	 that	 use	 unidirectional	 grid	 patterns.	The	

lateral	period	limit	provides	useful	information	about	the	minimum	value	of	the	S‐filter	and	

allows	calculation	of	the	contribution	of	the	resolution	of	the	x	and	y	scales	to	the	measure‐

ment	uncertainty,	when	the	instrument	is	used	in	a	linear	operational	regime.	
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8 Examples of measurement uncertainty calculations 

The standard uncertainty associated with a measurement result can be written as the 

square of a quadratic sum of two components that are called the type A and the type B 

measurement uncertainty (BIPM 2008a) 

22
BA uuu +=  

8.1 

where u is the standard uncertainty, uA is the type A standard uncertainty and uB is the type 

B standard uncertainty. The type A standard uncertainty is given by the standard deviation 

from repeated measurements. According to GUM (BIPM 2008a) the components of the type 

B measurement uncertainty are taken from: experience with or general knowledge of the be-

haviour and properties of relevant materials and instrument; manufacturer's specification; 

data provided in calibration and other certificates and uncertainties assigned to reference da-

ta taken from handbooks. 

The difference between the type A and type B standard uncertainties is that former one is 

based on a frequency distribution (taken from repeated measurements) and the latter is 

based on a priori distribution (known information that can also be given by a standard devi-

ation). 

If the components of the type B standard uncertainty are uncorrelated, the type B standard 

uncertainty can be calculated using the following equation 

( )∑=
n

iiB xuCu 222

 
8.2 

where Ci is the sensitivity coefficient (BIPM 2008a) and the u(xi) is the uncertainty associat-

ed with the n-th component. Each of the metrological characteristics of the instrument rep-

resents a separate component of the type B standard uncertainty associated with the cali-

bration of the scales. 

The contribution of the scales calibration can be calculated using equation 8.2, where the 

sensitivity coefficients (Ci) are all equal to unity and u(xi) is the contribution of each of the 

metrological characteristics to the measurement uncertainty(measurement noise and resid-

ual flatness uNF; the combined effect of the measurement errors, traceability, repeatability 

and/or reproducibility on the co-ordinate measurement standard uncertainty uT-x, uT-y and 
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uT-z; lateral resolution contribution to the measurement uncertainty uRes). The models for 

calculating the contribution of the calibration of the x, y and z scales are given below. 
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8.3 

The contribution of the metrological characteristics to the uncertainty associated with the 

calculation of a parameter from an areal measurement has to be considered on a case by 

case basis. For example, the calculation of the height of a type PGR material measurement 

standard requires averaging the measured profiles along the y axis, which has a different 

effect on the residual flatness contribution then the effect of the L-filter, which is used in the 

calculation of areal parameters. In the case of calculating Sq from the measurement of a type 

ADT material measure, the sensitivity coefficient corresponding to the residual flatness and 

measurement noise is different from the one used to deduce the equations 8.3. 

8.1 Example 1 – Step height measurements 

The step height standard artefact measured in this example is similar to the 350 nm step 

height standard artefact used to calibrate the z scale of the instruments, see figure 8.1. The 

central groove is the measurement groove. The other two grooves are for position identifi-

cation only. 

 
Figure 8.1 Measurement result of a 350 nm step height standard artefact measured 
using: left – stylus instrument; centre – CCI in using the 20× magnification lens con-

figuration; and right – ICM in using the 20× magnification lens configuration 

According to equation 8.1 the standard measurement uncertainty associated with the step 

height measurement is a combination of type A and type B measurement uncertainty. The 

type A measurement uncertainty is given by the standard deviation of the mean value of 

minimum of three repeated measurements. The type B measurement uncertainty will in-
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clude the measurement noise and flatness deviation contribution, and a linearity and ampli-

fication contribution, and it can be written as 

22222
zTzTNFNFB uCuCu −−+= . 8.4 

Measurement noise and residual flatness contribution 

Since the step height analysis in areal mode averages the profiles along the x axis of the in-

strument some of the effects of the y axis flatness of the stylus instrument into the meas-

urement uncertainty associated with step height calculation are diminished (see figure 8.2 

left). As the step height calculation uses a limited area of the measured topography, only 0.3 

mm in the 350 nm standard artefact case, the contribution of the measurement noise and 

residual flatness has to be calculated on a reduced length of the mean profile (see figure 8.2 

right). 

 
Figure 8.2 Extraction of mean profile along the x axis of stylus instrument (right) and 

zoom operation of the mean profile (left) 

The residual flatness and the measurement noise can be estimated by measuring Pt directly 

without any other surface averaging on a flat. The measurement noise and the residual flat-

ness are superimposed such that their combined contribution is propagated in the form of a 

rectangular distribution with inexactly prescribed limits, which has a variance equal to the 

Pt2/12 + σ2PT/9, where σPT is the standard deviation (BIPM 2008a). 

It follows that the uNF for the 350 nm step height measurement using the stylus instrument 

at 0.5 mm s-1 scanning speed, is 0.66 nm (see table 8.1). Similarly the uNF for CSI and ICM in 

20× lens configuration, is 0.08 nm and 5 nm respectively. 
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Table 8.1 uNF calculation 

Measurement 
No. 

CCI 
20× magnification 

lens 

ICM  
20× magnification 

lens 

Stylus 
0.5 mm s-1 scanning 

speed 

Pt /nm 

1 0.22 8.8 2.64 

2 0.27 20 2.15 

3 0.15 4.2 2.50 

4 0.28 14 1.89 

5 0.36 33 2.26 

Average 0.26 16 2.29 

Repeatability (σPt) 0.08 5 0.13 

uNF 0.08 5 0.66 

 

The step height analysis algorithm calculates the distance between two parallel lines that 

are fitted through a restricted number of the topography data points (see figure 8.3, ISO 

5436-1 2000). For the analysis of a ISO 5436-1 (2000) type A1 standard , and considering 

the co-ordinate measurements to be un-correlated, the sensitivity coefficients that are used 

to propagate the measurement noise and residual flatness component are given by equation 

8.5. 

 
Figure 8.3 Example of step height analysis in profile mode 
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where CNF is the sensitivity coefficient, d is the sampling distance and W is the width of the 

groove. For a step height standard, similar to the one presented in figure 8.3 the width of the 

groove is approximately 0.09 mm. If the sampling distance is 1 µm the CNF is approximately 

0.042½, which is a typical value for CSI and stylus instrument, whereas for the ICM that is 

characterised by a sampling distance of 0.6 µm, the CNF is approximately 0.025½. 

Amplification and linearity contribution 

The contribution of amplification and linearity remains unchanged (see table 6.5) and the 

sensitivity coefficient will be equal to unity. 

Type A uncertainty 

Type A uncertainty is calculated as the standard deviation of the mean of n repeated meas-

urements. Repeatability values in table 6.1, table 6.3 and table 6.4 are representative for 

type A uncertainty. If the non-uniformity of the standard artefact is not known, the three 

repeated measurement can be performed at slightly different positions along the length of 

the groove such that the type A uncertainty will account for non-uniformity of the standard 

artefact. 

Coverage factor 

The calculation of the combined measurement uncertainty requires the value of the cover-

age factor (k) for a 95 % confidence level. The value of the coverage factor is based the num-

ber of effective degrees of freedom (ν) that can be calculated with the following formula 

(BIPM 2008a): 

4

4

Au
u

=ν . 8.6 

The k values can be obtained from table G2 at page 78 of GUM (BIPM 2008a). For these ex-

amples, the coverage factor is equal to two. 

Uncertainty 

A summary of the uncertainty associated with the measurement of a 350 nm step height 

standard is presented in table 8.2. 
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Table 8.2 Uncertainty budget associated with the measurement of a 350 nm step 

height standard 

Contribution 

/nm 

CCI 
20× magnification 

lens 

ICM  
20× magnification 

lens 

Stylus 
0.5 mm s-1 scanning 

speed- adjusted 

CNF × uNF 0.042½ × 0.08 0.025½ × 5 0.042½ × 0.66 

CT-z × uT-z 1 × 1.0 1 × 10 1 × 1.0 

Type B 1.0 10 1.0 

Type A (typical values) 0.19 2.3 0.1 

u 1.0 10 1.0 

U (k = 2) 2.0 20 2.0 

 

8.2 Example 2 – Pseudo-random standard artefact 

In this example type ADT material measure was measured (see figure 8.4) and only the Sq 

parameter was compared with the calibrated value. The measurement area of the standard 

artefact is a square with a nominal side of 1.5 mm. 

 
Figure 8.4 Measurement of a type ADT material measure using the stylus instrument 

i. Three stylus measurements were performed at 0.5 mm s-1 x axis scanning speed 

with a 2 µm sampling distance in both x and y directions. The Sq value was calculat-

ed in a central region of 1 mm by 1 mm of the measurement area of the standard ar-

tefact (see figure 8.5 left). 
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ii. Three CSI measurements were performed in the 20× magnification lens configura-

tion (see figure 8.5 centre). The Sq value was calculated in a central region of 0.9 mm 

by 0.9 mm of the measurement area of the standard artefact with a 0.9 µm sampling 

distance in both x and y directions. 

iii. Three ICM measurements were performed in the 20× magnification lens configura-

tion (see figure 8.5 right). The Sq value was calculated in a central region of 0.6 mm 

by 0.6 mm of the measurement area of the standard artefact with a 0.6 µm sampling 

distance in both x and y directions. 

 
Figure 8.5 Measurement result of the central area of the ADT type standard artefact: 
left – stylus instrument; centre – CCI in using the 20× magnification lens configura-

tion; and right – ICM in using the 20× magnification lens configuration 

The standard uncertainty associated with the type ADT measurement is a combination of 

type A and type B measurement uncertainties. The type A measurement uncertainty is given 

by the standard deviation of the mean value of minimum of three repeated measurements. 

The type B measurement uncertainty will include the measurement noise and the residual 

flatness contribution, a linearity and amplification contribution, and is given by equation 8.2, 

where the sensitivity coefficients have to be calculated to suit the conditions of the current 

measurement example. 

Measurement noise and residual flatness contribution 

The value of Sq is calculated using the model given by 

( )
 

2

NM

zz
Sq NM

ij∑ −
=  

8.7 
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where N is number of points measured along the x axis, M is number of points measured 

along the y axis, the zij is a height measurement corresponding to an arbitrary position in-

side the NM grid of points and z  is 

 
NM

z
z NM

ij∑
= . 8.8 

Cij is the sensitivity coefficient corresponding to zij and is calculated using 

NM
zz

Sqz
SqC ij

ij
ij

−
≅

∂
∂

=
1

. 8.9 

Considering that the contribution of the NM height measurements to the Sq measurement 

uncertainty has a correlated effect, the residual flatness and measurement noise contribu-

tion to the Sq measurement uncertainty can be calculated as follows 

NF
NM

NFij u
Sq
SauCNFu ==∑)( . 8.10 

The values of the measurement noise and residual flatness uncertainty component, which 

affects the z axis measurements, is directly taken from table 5.9 for the stylus instrument 

and the CSI, whereas for ICM the Sq value was calculated using 5 µm S-filter nesting index 

and a limited portion of the measured area of which side was equal to the value of the L-

filter nesting index (0.55 mm). 

Amplification and linearity contribution 

The contribution of the amplification and linearity to the measurement uncertainty associ-

ated with Sq can be calculated in the same manner as in the u(NF) case 

zT
NM

zTij u
Sq
SauCzTu −− ==− ∑)( . 8.11  

It follows that 

22
zTNFB uu

Sq
Sau −+= . 8.12  

The contribution of amplification and linearity can be taken from table 6.5. 
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Type A uncertainty 

Type A uncertainty is calculated as the standard deviation of the mean of three repeated 

measurements (see table 8.3). Similarly to the step height measurement, if the non-

uniformity of the standard artefact is not known, the repeated measurement can be per-

formed at slightly different positions, such that the type A uncertainty will account for non-

uniformity of the standard artefact. 

Note that the difference in Sq value obtained using different instruments is due to different 

filter settings and positions. The CSI and stylus instrument results are similar because the 

values of the L-filter are close to each other. 

Table 8.3 Measurements of type ADT standard 

Measurement ID 

CCI 
20× magnification 

lens 

ICM  
20× magnification 

lens 

Stylus 
0.5 mm s-1 scanning 

speed- adjusted 

Sq / nm 

1 955.30 1021.7 920 

2 955.50 1021.48 941 

3 955.07 1020.94 942 

Average 955.29 1021.37 934 

uA 0.13 0.23 7 

 

Uncertainty 

A summary of the uncertainty associated with the measurement of type ADT standard is 

presented in table 8.4. 

The values obtained in table 8.3 were compared with the NPL Areal Instrument measure-

ment results on the type ADT material measure. The summary of the areal measurement 

results is presented in table 8.5. The measurement errors do not exceed the combined 

standard uncertainties (see figure 8.6). 
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Table 8.4 Uncertainty budget associated with the measurement of type ADT material 

measure 

Contribution 

/nm 

CCI 
20× magnification 

lens 

ICM  
20× magnification 

lens 

Stylus 
0.5 mm s-1 scanning 

speed- adjusted 

CNF × uNF 0.78 × 0.7 0.78 × 21 0.78 × 28 

CT-z × uT-z 0.78 × 7 0.78 × 18 0.78 × 2.3 

Type B 5.9 22 28 

Type A (typical values) 0.13 0.23 7 

u 5.9 22 29 

U (k = 2) 12 44 58 

Table 8.5 Summary of the NPL Areal Instrument measurement results on ADT type 

standard  

 
Field of view of CCI 
20× magnification 

lens 

Field of view of ICM  
20× magnification 

lens 

Stylus 
measured area 

Sq / nm 961 1027 918 

uSq / nm 9 5 5 

 
Figure 8.6 Sq measurement error plot. Error bars are the combined standard uncer-

tainty of the instruments and of the NPL Areal Instrument 
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9 Summary and conclusions 

The aim of this PhD was to develop a traceability infrastructure for industrial areal surface 

topography measurements. The traceability route for industrial users had to be proven 

through to a calibration routine that is composed of a series of simple measurement tests 

involving calibrated areal physical measurement standards that are traceable to the defini-

tion of the metre. The main focus of the PhD was on the development of: a primary areal sur-

face topography measuring instrument; physical measurement standards; methods for cal-

culating uncertainties associated with areal surface texture measuring instruments and sur-

face texture parameters; and, as a side benefit, good practice guides of calibrating areal sur-

face texture measuring instruments. 

The research work described in this thesis started with the task of finishing the develop-

ment of the NPL Areal Instrument. The instrument was designed and put together by a team 

of researchers at NPL; however the instrument was never used for metrological purposes. 

Initial tests showed that the signal to noise ratio of the z interferometer did not allow for 

nonmetric measurement uncertainties, which lead to a change of the original design of the 

instrument. With the z interferometer mounted in a horizontal position and the probe in 

vertical position, the z metrology required a complicated optical layout that did not favour 

the operation of the instrument. In consequence the position of the z interferometer was 

redesigned such that the interferometer was mounted collinear with the probe. Hereafter, a 

complex measurement model was developed that accounted for all known error sources as 

shown in chapter 2. Each error source was studied separately and the contribution to the 

instrument measurement uncertainty was estimated. The error sources were input quanti-

ties in the measurement model and based on that the measurement uncertainty associated 

with the instrument co-ordinate measurement was calculated. The measurement uncertain-

ty model was unique because it was developed for a bespoke instrument. 
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Industrial users favour a simple model to calculate measurement uncertainties, which uses a 

limited number of input quantities. A simpler method of calibrating areal surface topogra-

phy measuring instruments was very difficult to envisage without changing the way that 

international draft standards were being developed. Specification standards have been 

drafted for several types of instruments without any consistency in terminology, this activi-

ty mainly being driven by instrument manufacturers. As a result, for each type of instrument 

a long list of influence quantities was developed despite that all these instruments were de-

signed to measure point co-ordinates. One of the major contributions of the research work 

presented in this thesis is that the international standardisation community accepted a 

common ground for all areal surface topography measuring instruments, materialised in the 

form of the set of metrological characteristics.  

The metrological characteristics approach developed in this thesis allows for a simpler way 

of calibrating the areal surface topography measuring instruments because it is capable of 

quantifying the combined effect of several influence factors. Metrological characteristics are 

input quantities in a measurement model that can be measured, generally using a limited 

number of calibrated material measures (see chapter 3), and make an immediate contribu-

tion to the measurement uncertainty associated with the measured coordinates provided by 

the instrument. A summary of the metrological characteristics is: measurement noise, flat-

ness deviation (chapter 5), amplification coefficient, linearity errors, perpendicularity of the 

axis (chapter 6), and resolution (chapter 7). The experimental work used three different in-

struments that were described in more detail in chapter 4. 

The aim of the work that followed was to find the optimal measurement procedures. How-

ever, new measurement procedures were developed. In the case on the measurement noise 

and flatness deviation it was found that known measurement methods were not always 

easily implementable. The presence of non-stationary noise in the system and spurious data 

led to two new developments. In response to the former issue, a measurement procedure 

that accounts for both the measurement noise and flatness deviation was developed (see 
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section 5.4). The presence of spurious data led to the development of a new procedure that 

does not rely on filtering the measured topography (see section 5.2). 

Two major challenges were to be addressed in the case of the calibration of the amplifica-

tion coefficient, linearity and squareness of areal surface topography measuring instru-

ments: development of an areal method of calibrating step heights and development of a 

calibration procedure of the lateral scales of areal instruments that were not based on pitch 

measurements. In response to the first of these two challenges, a method based on profile 

standard of calculating the step height was developed (see section 6.1). For the calibration 

of the lateral scales a method that relies on the measurement of the relative position of the 

pits of a cross-grating was proposed (see section 6.2). 

Unlike the metrological characteristics discussed above, in the case of the resolution of the 

axis there was not an international consensus on the definition of the lateral resolution. 

However, just in the last year it has been finally decided that the best way forward was to 

estimate the lateral resolution using the definition of the lateral period limit. Once this deci-

sion was taken a practical method of measuring the lateral period limit has been developed 

(see section 7.2). 

Finally, measurement uncertainty models that use the metrological characteristics as input 

quantities have been developed for a step height measurement and calculation of Sq (see 

chapter 8). 

To summarise, the flatness deviation tests could be considered to be the basis of a routine 

calibration of the instruments and in consequence can be included in the ISO 25178 specifi-

cation standards as pre-calibration steps in order to quantify the instrument contribution to 

the measurement uncertainty. The measurement noise test, due to the complex interaction 

between the probe and the sample, can only be considered as a performance test of the in-

strument. The measurement noise has to be evaluated for the measured sample in order to 

be included in a measurement uncertainty analysis that is associated with any particular 
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measurement. In the latter situation, the measurement noise does not strictly estimate the 

measurement uncertainty associated with the z axis scale of the instrument (the calibration 

of the instrument is only a constituent part of the overall measurement uncertainty associ-

ated with areal surface texture measurements). 

A combination of linearity errors, repeatability and reproducibility can increase the z axis 

scale calibration uncertainty, but they may not be the main factors affecting the uncertainty 

associated with the z axis measurements, compared to the flatness deviation and measure-

ment noise contributions. 

The quality of the lateral scales of the instruments is often better than the lateral resolution 

of the instruments, with the exception of the y axis scale of the contact stylus. The square-

ness of the x and y axes contribution to the measurement uncertainty is often small enough 

to be omitted in the calculation of measurement uncertainties. 

In conclusion, a clear traceability route for areal surface topography measurements has 

been demonstrated, which includes a primary areal surface topography instrument, a set of 

areal material measures that are used as measurement standards, procedures that allow 

calibration of the axes of operation of the areal surface topography measuring instruments 

and examples of methods for calculating measurement uncertainties. As the result of the 

work, NPL good practice guides for calibrating three types of areal surface topography 

measuring instruments have been developed (Giusca and Leach 2013a,b,c) and six journal 

papers have been published (Leach et al. 2009, Giusca et al. 2011a,b, Giusca et al. 2012a,b, 

Giusca and Leach 2013d). My contribution to the project comprises work on the final design, 

measurement model and uncertainty budget of the NPL Areal Instrument, development of 

the set of metrological characteristics and associated measurement procedures including 

the experimental setups and data analysis. 

The traceability of areal surface topography measuring instruments is frequently debated 

because it is difficult to find a significant improvement in the instrument performance after 
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the instruments have been calibrated, unless the height of step height artefacts and the pitch 

of a grating are measured. The results presented in chapter 6 show that often the calibration 

of the amplification and linearity of the scales, which also infer the traceability route, do not 

affect the surface topography measurements in a manner that will concern the general prac-

titioner. The filtration operations that are employed during surface texture analysis, the 

more intimate effects of the optical probe interaction with the sample and the industrial 

samples measurement reproducibility contribution to the measurement uncertainty, often 

diminish the traceability contribution to the extent that it can be considered negligible, but 

that is not to say that the calibration of the scales should not be performed. From the outset 

of the thesis, it was clearly pointed out the calibration is a two-step process in which the cal-

ibration of the scales of the instrument is only one step. Traceability of areal surface topog-

raphy measurements via an areal primary instrument held at a national measurement insti-

tute is also debated, and for good reasons. As long as the traceability to the standard of the 

metre is demonstrated any route is acceptable (see for example Evans 2010). 

Further research is necessary to determine the spatial frequency response of the instru-

ment, because testing the current metrological characteristics is not enough to qualify an 

areal surface topography measuring instrument for the measurement of complex, rough sur-

faces. The way forward is to measure the ITF. The problem with the ITF of the optical in-

struments is that it is determined from the height data. For example, a CSI instrument cap-

tures the envelope (and phase) information from the interference fringes, and from this 

fringe data, the height is calculated. This calculation is the non-linear step. If the instrument 

response can be found at the fringe level, what is referred to as the optical transfer function 

(OTF), then the full range of surface heights and gradients that can be measured. As has 

been shown in Mandel et al. (2012), the OTF can be determined using a sphere. The sphere 

is larger than the lateral resolution of the instrument but smaller than its field of view, 

therefore, all the gradients that can be measured are captured. 
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Future work aims to develop methods of calibrating the optical transfer function for CSI and 

ICM types of areal surface topography measuring instruments, which requires the develop-

ment of an uncertainty model based on sphere measurement technique and a primary mi-

crometre sphere interferometer. The uncertainty in the nonlinear response of the optical 

instruments will also be investigated. 
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Appendix – Aerotech stage angular errors 

 
Figure A.1 x axis – pitch 
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Figure A.2 x axis – yaw 
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Figure A.3 x axis – roll 
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Figure A.4 y axis – pitch 
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Figure A.5 y axis – yaw 
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Figure A.6 y axis – roll 


