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�r(ω) = �∞ −
�∞ω2

p

ω(ω − ivc)
(2)

µr(ω) = µ∞ +
(µs − µ∞)ω2

0

ω2
0 − ω2 + iωδ

(3)

Fig. 4 The real component of equations 2 and 3, with the

parameters � = 1.62, µ∞ = 1.12, µs = 1.26, ωp = 2π14.62
GHZ, ω0 = 2π9.56 GHz, vc = 30.7x10

6
, and δ = 1.24x10

9
.

ω is the frequency of the incident EM wave, �∞ the
permittivity in the high frequency limit, ωp the radial
plasma frequency, vc collision frequency. µs (µ∞) the
permeability at the low(high) frequency limit, ω0 radial
resonant frequency, and δ damping frequency. Consider-
ing equations 2 & 3, as shown in figure 4, we note that
�r and µr show a small frequency range over which both
�r and µr are negative, this region is where the mate-
rial is a DNG. A consequence of the relationship shown
from equations 2 and 3 leads to interesting transmission
and reflection of EM waves from MM, Simovski analyzed
this dependence deriving an expression for the reflection
coefficient as;

R =
(η0/η)−

�
�eff/µeff

(η0/η) +
�

�eff/µeff

(4)

Where η is the refractive index of the material. This
ability of a MM to achieve both negative �r and µr has
several interest consequences. The first is to do with the
”handedness”, in conventional materials the cross prod-
uct ÊXB̂ forms a right-handed system, whereas in the
DNG case the cross product ÊXB̂ forms a left-handed
system, which results in the counter intuitive case where
in a DNG the poynting vector is in the opposite direction
to wave propagation. Simultaneous negative �r and µr

also presents a material with a negative refractive index.
This enables us to artificial control the both �r and µr

giving us the ability to to tailor the dispersion curve of
materials and structures to suit specific purposes. Figure
5 shows the frequency dependence of the dispersion re-
lationship of a metamaterial, below the dashed line the
material behaves as a ”normal” dielectric above the line
the material behaves as a DNG. At first sight the cusp
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Fig. 5 The dispersion relationship for a metamaterial loaded

waveguide derived using eqns 2 and 3.

in the dispersion seems to imply faster than light group
velocity, this is not the case, what is occurring here is a
breakdown in the group velocity as at the cusp there is
no group to define.
This novel behavior of MM has been used by many au-
thors to consider a variety of technologies such as; In [34]
the authors introduce a metamaterial into the FWTWT
at the interaction region between beam and wave to trig-
ger a novel gain-frequency phenomena. Controlling the
FWTWT dispersion relationship via the metamaterial,
to define a unique beam-wave interaction phenomenon.
The authors of [35] considered the use of metamateri-
als to line the sides of TWT structures examining losses
and efficiency. This approach to use the novel dispersion
curve and zero reflection of MM has been used for sev-
eral other high power applications; The authors of [36]
consider the use of MM to suppress HOM’s in acceler-
ating structures; In [37] the authors consider the use of
metamaterial for self amplification of EM waves propa-
gating in a waveguide filled with two differing types of
MM, and possible one of the more exciting aspects being
considered by several research groups (see for example
[38]) is the use of MM to realize an inverse Cherenkov
accelerator.

4 Summary

In this paper we have taken a brief look at current work
into the application of PC and MM to high power RF
applications. We examined what is PC and where the
band gap arises from we have also identified what makes
these structures distinct from conventional crystals. We
have have briefly examined MM and the basis for the of
the dispersion curve. we have discussed the novel aspects
that can arise from the use of DNG MM. Noting that the
difference between a MM and PC is one of length scale.
For a PC the physical size of the structure (spacing be-
tween scatters) is comparable to the wavelength of the
EM spectrum of interest, with a long range periodicity.

[16]. This is demonstrated in figure 3, taken from [10],
here we see from the experimental results of a PC that
only one mode is supported in the structure at the de-
sign frequency of 9.4561 GHz, the higher order modes
(¿13 GHz) propagate away from the structure.

Fig. 3 Band structure for holes in dielectric 2D structure.

Another advantage of PC is field distribution in the cav-
ity compared to a conventional pill-box cavity this leads
to the peak field in photonic crystal slightly higher than
that in a conventional structure, which is an advantage
of photonic crystals for particle accelerator applications
by offering higher acceleration gradient, see [17] for full
discussion on this. We have also found that this high
mode select who are examining the use of lasers to excite
accelerating fields inside dielectric PC, and have shown
this techniques can be used to accelerate particles to rel-
ativistic energies [18].
Any physically realizable structure will inherently have
some degree of disorder, for PC crystals this has been
done by several authors examing different aspects of dis-
order [7,17,19]. The results of [17] show that a 5% dis-
order to both (radius and position) leads to a maximum
0.5% variation in resonant frequency (40 MHz) and a
maximum 5% variation in peak electric field (1V/m).
This behaviour is predominantly determined by the dis-
order in ring 1 of the rods only. Examination of the re-
sults show that a 1% disorder in ring 1 has a greater
effect than a 10% disorder in all other rods. We have
also shown that a small disorder (∼1%) of the inner-
most ring of rods can actually lead to an increase in
peak field, by decreasing the volume over which the en-
ergy of the EM field is distributed. Increasing disorder
leads to a decrease in the structures average peak field,
where as the mean resonant frequency remains constant
with an increasing standard deviation. In [17] the au-
thors show how this behaviour is dependant on varying
the radius and position of the rods, which detune the
cavity. Also that randomly introduced disorder and sys-
tematically moving individual rods, results in the ability
to ‘tune’ the PBG structure and have found it possible
to increase peak field by approximately 10%. This could
prove beneficial in the design of PBG based accelerat-
ing structure where there is a requirement to maximize

the peak electric field and thereby maximize accelerating
gradient.

3 Metamaterials

Over the past few years extensive research has focused
on the emerging class of ordered composite materials
termed metamaterials. A metamaterial is an artificial
macroscopic composite with a periodic cellular struc-
ture which produces two or more responses not avail-
able in nature in response to a specific excitation [2]. In
this paper we focus on the class of metamaterials with
negative permittivity and permeability, termed ”Dou-
ble NeGative materials” (DNG). Veselago [20] showed
that a DNG material can control the phase of the EM
field to give an effective negative index of refraction.
The origin of this field can be traced back nearly 130
years to the early work on artifical dielectrics of Bose
[4], where he considered an array of macroscopic twisted
jute fibers, some with right-hand twists, others with left-
hand twists. These ”molecules” gave either right or left-
hand polarization twists, and jointly, no twist, this sys-
tem gave us the first artificial dielectric.
A DNG material is achieved by the DNG presenting a
relatively high opposing EM field to control the phase
of the EM field. Physical realization of a DNG material
generally uses the microstructure proposed by Pendry
et al. [21], composed of split-ring resonators (SRRs) and
conducting wires. The SRRs are used to generate mag-
netic resonance and to provide negative permeability,
and the conducting wire can produce a negative permit-
tivity, although less commonly loaded transmission lines
[23–26] have been used to achieve DNGs. These metama-
terials have been used to construct a range of novel mi-
crowave devices such as antennas [25–27], phase-shifters
[28,29], couplers [30,31], broadband/compact power di-
viders [32] and other devices such as beam steerers, mod-
ulators, bandpass filters and lenses.
In a macroscopic medium the interaction with an elec-
tromagnetic wave is described through the constitutive
relationships;

D̂ = �0Ê + P = �Ê
B̂ = µ0Ĥ + M = µĤ

(1)

where D̂ and B̂ are the averaged electric and magnetic
flux density, Ê and Ĥ are the averaged electric and
magnetic field, P is the averaged polarization (electric
dipole moment density), and M is the averaged magneti-
zation (magnetic dipole moment density). � and µ denote
the effective permittivity and permeability of the mate-
rial, these parameters define how a material responds to
an applied EM field. Equation 1 represents a slab of a
isotropic, homogeneous material and can be described
by a dispersive Drude (permittivity) and Lorentz (per-
meability) model [27]. Where the effective permittivity
and permeability can be defined as:
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Metamaterials (MM) enable the construction of devices whose electromagnetic 

characteristics are independent of the wavelength of incident radiation. Advantages of 

this include size reduction of devices and engineering a specific dispersion relation  of a 

structure.  

The interaction region between the dispersion of a MM device and a beam line can be 

increased from point-like interactions (normal materials, Fig 1) to a range of interactions  

(Fig 2), enabling significant energy transfer between a structure and beam in a shorter 

physical space.  

 

Fig 1: Point interaction between beam and 
structure for normal materials. 

Fig 3: Absorption curve of a resonant structure 

Conventional MMs depend on 

resonating structures, for example 

Split Ring Resonators (SRR). This 

creates a large absorption peak at the 

resonant frequency of the device (Fig 

3). This absorption leads to high 

losses in the device, making it 

essential that alternative High Power 

Microwave (HPM) MM devices are 

investigated. 

Fig 2: Large interaction region (green) for a 
Metamaterial Device 

High Frequency Structure Simulator (HFSS) [3] and ANSYS [4] software packages 

were used to determine the effects of electromagnetic heating. HFSS determined EM 

wave-structure interactions, the results from which were then imported into ANSYS for 

calculation of the thermal dependent behaviour.  
 

Fig 4: Dimensions of the unit cell. 

Fig 5: The experimental setup. MM is loaded into X-

band waveguide, the RF propagates in the direction 

of the red arrow and interacts with the structure. 

Right -  loaded waveguide before the experiment. 

Experimental data was required to validate the HFSS/ANSYS models. SRR strips of 

4 unit-cells were loaded into a two-port section of X-band waveguide (Fig 5) and 

exposed to 1W of RF at 10GHz  (as in the simulation) for 15 seconds.  

A unit-cell consisting of a SRR on an 

FR4 PCB with a single strip line along 

the back (Fig 4) was simulated. This 

was split into 30K elements, and the 

steady-state loss density was 

calculated for each element. A 10GHz, 

10W EM plane wave was incident on 

the structure. 

This research presented here focused on determining the high power capabilities of 

existing metamaterial technologies. We see that the models used by HFSS and ANSYS 

can accurately predict the thermal behaviour of the metamaterial structures, validated by 

good agreement to experimental results. 

Further work will continue to determine whether how high power RF interacts with 

different compositions of material (for example Quartz with SRR) and different 

geometries, such as Electromagnetically Induced Transparency (EIT) configurations. 

Analysis on the effects of the thermal expansion on the unit cell has also been 

performed, along with the effect this deformation has on the properties of the structure. 

These results will be published at a later date.  

The Authors would like to thank the Airforce Office of Scientific Research for 

their support of this work under grant FA8655-13-1-2111, and the EPSRC for 

their continued support. 
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Plots of the loss density (HFSS) and the temperature (ANSYS) are shown in Fig 6. Temperatures 

exceeding 600 Celcius  the combustion point of FR4 PCB - are predicted. 

The simulation results are in good agreement to the experimental data obtained. Fig 7 shows the 

combustion of the structure after exposure to the RF. The highest temperatures are reached in the bottom 

left of the structure, as predicted. 

Fig 6: Left - HFSS predictions  of the loss density. Right -ANSYS predicted temperature . 
Determined using the HFSS loss density plot. 

Fig 7: Cross section of the loaded system before (A) and after (B) exposure 
to 1W at 10GHz for 15 seconds. 
(C) And (D)  show the resulting damage to the front and back of an individual  
unit cell respectively. 
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Wave Energy Amplification in a Metamaterial based Traveling Wave Structure

Y. S. Tan and R. Seviour
Dept. Physics,

Lancaster University,
LA1 4YB UK.

(Dated: March 30, 2010)

We consider the interaction between a particle beam and a propagating electromagnetic wave
in the presence of a metamaterial. We show that the introduction of a metamaterial gives rise to
a novel dispersion curve which determines a unique wave particle relationship, via the frequency
dependence of the metamaterial and the novel ability of metamaterials to exhibit simultaneous
negative permittivity and permeability. Using a modified form of Madey’s theorem we find that the
novel dispersion of the metamaterial leads to a amplification of the EM wave power.

PACS numbers:

I. INTRODUCTION

Metamaterials are artificial macroscopic composites
with a periodic cellular structure which produce two or
more responses not available in nature in response to a
specific excitation [1]. In this paper we focus on a class of
metamaterials with negative permittivity and permeabil-
ity, termed ”Double NeGative materials” (DNG). Vese-
lago [2] showed that a DNG material can control the
phase of the EM field to give an effective negative index
of refraction, achieved by the DNG presenting a relatively
high opposing EM field. Realization of DNG materials
has been achieved using two different techniques; a lat-
tice of split-ring resonators and thin wires [3], and loaded
transmission lines [4–7]. These metamaterials have been
used to construct a range of novel microwave devices such
as antennas [6–8], phase-shifters [9, 10], couplers [11, 12],
broadband/compact power-dividers [13] and other de-
vices such as beam steerers, modulators, band-pass filters
and lenses.

In this paper we consider the application of metama-
terials to Traveling Wave Tubes (TWT). The TWT pro-
posed in the 1940’s by Kompfner [14] remains the driving
technology for many applications ranging from commu-
nications to radar. The principle of the TWT is to am-
plify an applied EM wave of a specific frequency. This is
achieved by passing the EM wave through a Slow Wave
Structure (SWS) simultaneously with an electron beam,
such that wave and beam pass through the structure with
similar velocities, for the EM wave this is determined by
the dispersion relationship of the SWS . The interaction
between electron beam and EM field results in an energy
transfer from beam to wave. To date three papers [16–18]
have considered metamaterials in TWTs, all used meta-
materials to line the side of the structure to minimise
losses and increase efficiency. We consider the case where
the metamaterial forms part of the SWS. The basis of our
structure is a Folded Waveguide (FWTWT) with a meta-
material inset, as shown in figure 1, where a TE01 wave
propagates along the waveguide. We introduce metama-
terial at the interaction region between beam and wave,
controlling the FWTWT dispersion relationship via the

FIG. 1: The traveling wave structure considered here, con-
sisting of a folded waveguide with a metamaterial insert, the
electron beam passes through the middle of the structure.

metamaterial, to define a unique beam-wave interaction,
triggering a novel gain-frequency phenomena.

II. METHODOLOGY

For effective energy transfer between beam and EM
wave the phase velocity (determined by the dispersion)
of the wave must approximately match the velocity of
the electron beam. In the conventional FWTWT this
is achieved via the periodicity of the folded waveguide
[19] to slow down the wave, generating Spatial Harmon-
ics Wave Components (SHWC) parallel to the beam.
The SHWC interact with the beam resulting in energy
transfer. By a superposition of the spatial harmonics
( !Em(x, y)) the field parallel to the beam can be expressed
by Floquets theorem [20] as;

!E(z) =
∞
∑

m=−∞

!Em(x, y)e−iβmz,βm = β +
2mπ

p
(1)
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To ensure that the phase of the EM field is the same at
each point where wave and beam interact, the wave takes
the long path around the folded wave guide, hence the
period in the beam frame of reference is half the geomet-
rical period of the structure shown in figure1. This phase
shift results in a propagation constant β [21]:

β = β0

(

1 +
h

p

)

+
π

p
= ωt = ω(p/ve) (2)

β0 = c−1
√

ω2
− ω2

c (3)

ω is the frequency of the incident EM wave, ωc is the
waveguide cutoff frequency, p and h are the period and
height of the structure, and β0 is the TE01 rectangular
waveguide propagation constant. This form of equation
2 ensures that wave arrives at the interaction region with
the same phase as previously seen by the beam. Using
equations 1 and 2 we can derive the dispersion relation-
ship for the mth SHWC;

ω =

√

ω2
c +

c2

(1 + h/p)2

(

βm −

2mπ + π

p

)2

(4)

For the conventional TWT the dispersion relation-
ship and hence the phase velocity (ω/β) is solely defined
through the physical dimensions of the structure. We
now consider the effect caused by inserting a metama-
terial, of length ∆h into the waveguide at the point of
interaction between wave and beam. In a macroscopic
medium the interaction with an electromagnetic wave is
described through the constitutive relationships;

D̂ = ε0Ê + P = εÊ
B̂ = µ0Ĥ +M = µĤ

(5)

where D̂ and B̂ are the averaged electric and magnetic
flux density, Ê and Ĥ are the averaged electric and mag-
netic field, P is the averaged polarization (electric dipole
moment density), and M is the averaged magnetization
(magnetic dipole moment density). ε and µ the permit-
tivity and permeability of the material define how the
material responds to an applied EM field. Equation 5
represents a slab of a isotropic, homogeneous material
and can be described by a dispersive Drude (permittiv-
ity) and Lorentz (permeability) model [8]. Where the
permittivity and permeability can be defined as:

εr(ω) = ε∞ −

ε∞ω2
p

ω(ω − ivc)
(6)

µr(ω) = µ∞ +
(µs − µ∞)ω2

0

ω2
0 − ω2 + iωδ

(7)

FIG. 2: The real component of equations 6 and 7, with the
parameters ε∞ = 1.62, µ∞ = 1.12, µs = 1.26, ωp = 2π14.62
GHZ, ω0 = 2π9.56 GHz, vc = 3.07 · 107, and δ = 1.24 · 109.

ε∞ the permittivity in the high frequency limit, ωp

the radial plasma frequency, vc collision frequency. µs

(µ∞) the permeability at the low(high) frequency limit,
ω0 radial resonant frequency, and δ damping frequency.
Considering equations 6 & 7, as shown in figure 2, we
note that εr and µr show a frequency range over which
both εr and µr are negative, in this region the material
is a DNG. Assuming the metamaterial is isotropic the
phase constant (βmm) describing TE01 propagation is no
different to that describing a dielectric,

βmm(ω) = c−1
√

ω2εr(ω)µr(ω)− ω2
c (8)

This results in the modification of equation 2 to accom-
modate the phase shift due to the metamaterial region
as;

γn = β0
p+ h−∆h

p
+ βmm(ω)

∆h

p
+ (2n+ 1)

π

p
(9)

Rearranging equation 9 yields the dispersion relation-
ship, equation 10. Comparing the dispersion relation-
ships for the non-metamaterial structure (equation 4)
and the metamaterial structure (equation 10), in the
non-metamaterial the dispersion (and wave velocity) is
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FIG. 4: Increase in EM power due to interaction with an
electron beam, for different electron beam energies.

gain-frequency characteristics, compared to the con-
ventional FWTWT where the characteristics de-
pend on the waveguide dimensions. Figure 4, the
change in power between wave and beam, shows that as
the accelerating potential is increased the frequency at
which maximum energy exchange is achieved is shifting
towards lower frequency. Although we note that even
for large differences in accelerating voltage the frequency
shift is small, this offers a precise way to tune the fre-
quency of operation.

The disadvantages are that the design is bandwidth
limited, and highly dependent on the metamaterial used.
Inherent ohmic losses associate with the MM are unavoid-
able. Future work in this area is to consider the use of a
MM which offers a broadband of negative behavior, and
a full discussion on the derivation of equation[15].
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Figure 1. Band gap diagram of a sapphire-in-air, triangular lattice calculated using the
commercial software package RSOFT [33].

where Fµν is the usual electromagnetic field tensor and Bµν is the equivalent hidden sector
field tensor with associated gauge field Bµ.

2. Photonic structure

2.1. General properties

A PBG structure is a periodic array of varying permittivities forming a lattice of scatterers of
EM radiation. PBGs have been extensively studied and have demonstrated a range of novel
physical phenomena [23] leading to many applications [23, 24], particularly in lasing where
defects in the lattice are used to produce highly-intense coherent radiation [24].

For certain lattice configurations, EM waves with specific frequencies are not able
to propagate through the lattice. Figure 1 shows the band structure (wavenumber versus
frequency) for a triangular 2D lattice of sapphire rods with the frequency normalized to the
speed of light. A ‘band gap’ in propagating frequencies is clearly present.

It follows that PBG structures containing a defect in the periodic lattice can behave
analogously to a conventional microwave resonant cavity. Wave propagation in this periodic
structure is governed by Bloch–Floquet theory [23]. If an EM wave has a half-wavelength
comparable to the size of the defect region and a frequency that lies inside the band gap, the
‘mode’ becomes spatially localized at the defect site [23]. The frequency dependence of the
localization effect makes it possible to create a structure where a specific mode is confined,
but all other modes propagate away from the defect site through the PBG lattice. The ability
of the lattice to confine an EM field by virtue of the periodicity of the lattice alone, means
the structure can confine EM modes to the defect regions without the need for any external
waveguide or cavity to support the mode.

To define the EM field tensor in equation (1) and hence the range of χ which is measurable,
we consider a specific PBG geometry consisting of a two-dimensional triangular lattice of
sapphire scatterers with relative permittivity of 9.0 and filling factor 0.183, in a vacuum.
These parameters define the propagation of EM waves in the photonic structure, the frequency
and size of the band gap, and the frequency/Q of the confined EM state [25]. The choice of
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lattice, as shown in figure 4.1.

Figure 4.1: 2D triangular PC lattice with a defect.

Considering a finite lattice, where the top and bottom of the lattice shown in

figure 4.1 are covered by metal plates, the defect region hence becomes a semi-

enclosed space where EM waves can be excited. EM waves confined in the defect

region see the surrounding global lattice, which presents band gap(s) only for

TM polarised waves according to figure 2.6. Therefore, only the TM waves at

frequencies inside the band gap can be confined in the defect, other TM waves and

all the TE waves are not able to be confined, but propagate through the lattice,

as they are in the propagation bands of the lattice.

According to this frequency-selective property, PCs bring the opportunity to

make mode-control resonators that only hold specific resonant states. This is an

advantage over the conventional pillbox cavities, as a pillbox cavity with fully en-

closed boundary confines all the resonances formed by both TE and TM polarised

waves. In the application to RF generation, only the TM01-like (or monopole-like)

resonance state is needed, which is similar to E. I. Smirnova’s application to par-

ticle accelerators [4, 42]. E. I. Smirnova examined a metallic PC with a triangular

lattice and a single site defect (figure 4.2 (a)), and found that by having the rod

radius-spacing ratio r/a between 0.1 and 0.2, only a TM01-like state was confined
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Figure 4.19: Top and side views of the fabricated input and output PCs.

which would make the rods slightly deformed when large frictional force imposed

on them. This issue, together with the accuracy limit from the CNC machine,

lead to the resultant uncertainties of up to 10µm from both the rod diameter

and spacing. The frequency mismatches due to the variations are presented and

discussed in Section 4.4.1.

4.4 Characterisation of PC Input and Output

Structures

4.4.1 Uncertainties, Tuneabilities and Determination of

Working Frequency

The resonance frequency, reflection and coupling status of each PC structure were

obtained from the S11 plots measured by the Agilent E8362B vector network

analyser. The measurement system setup is shown in figure 4.20.

Before going further, the frequency shifts in the input and output PCs due to

fabrication uncertainties were first addressed. Since it was very difficult to obtain

precisely the tuners’ depths in the structures, the TM010-like states in the input

and output PCs were measured without the tuners and the results were compared

with the HFSS eigenmode simulation results in the same situations, as shown in
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Figure 5.3: Graphical view of the electron bunch driven harmonic excitation in (a)
a pillbox and (b) a PC resonator from VORPAL code.

quencies and spectrum strengths can be diagnosed by performing a Fast Fourier

Transform (FFT) upon the transient fields. Figure 5.4 shows the spectrums of the

fundamental and first higher-order resonances in the pillbox and PC resonators

respectively after 16 and 34 resonant periods. The spectrums in figure 5.4 were

computed by importing the transient fields data from VORPAL into the commer-

cial FDTD based code CST Microwave Studio [88], whose post-processing function

produced direct solutions for FFT.

Figure 5.4: Spectrums of the fundamental and first higher-order resonances in
pillbox and PC resonators after 16 and 34 resonant periods.

Figure 5.4 shows that the fundamental resonances have been excited in both
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Figure 5.2: The wave patterns, frequencies and Q-factors of the fundamental and
first higher-order resonances in the pillbox cavity and the output PC, obtained
from Ansoft HFSS.

achieved using the Particle-In-Cell (PIC) code VORPAL [87], in which both the

pillbox and PCs were built as Perfect Electric Conductor (PEC) in free space.

This was to exempt their ohmic losses and hence only examine effects arising from

their geometry. An electron bunch with a very low charge, 5.1 × 10−6 nC, with a

gaussian distribution in a cylindrical region of 1.8 mm length and 1.6 mm width,

was emitted at a voltage of 30 kV into each resonator through the beam tube.

According to the findings in [36], to efficiently excite the higher order harmonics,

the electron bunch was slightly offset transversely by 1 mm away from the beam

tube centre, to ensure that each bunch substantially coupled to the in-phase field

pattern of the first higher-order harmonic in each resonator. Graphical views of

the particle bunch passing through each resonator from the VORPAL simulations

are shown in figure 5.3.

Being a plasma medium containing a very wide range of frequency components,

the electron bunch excited all the possible resonances in each resonator, whose fre-

82

Figure 5.2: The wave patterns, frequencies and Q-factors of the fundamental and
first higher-order resonances in the pillbox cavity and the output PC, obtained
from Ansoft HFSS.

achieved using the Particle-In-Cell (PIC) code VORPAL [87], in which both the

pillbox and PCs were built as Perfect Electric Conductor (PEC) in free space.

This was to exempt their ohmic losses and hence only examine effects arising from

their geometry. An electron bunch with a very low charge, 5.1 × 10−6 nC, with a

gaussian distribution in a cylindrical region of 1.8 mm length and 1.6 mm width,

was emitted at a voltage of 30 kV into each resonator through the beam tube.

According to the findings in [36], to efficiently excite the higher order harmonics,

the electron bunch was slightly offset transversely by 1 mm away from the beam

tube centre, to ensure that each bunch substantially coupled to the in-phase field

pattern of the first higher-order harmonic in each resonator. Graphical views of

the particle bunch passing through each resonator from the VORPAL simulations

are shown in figure 5.3.

Being a plasma medium containing a very wide range of frequency components,

the electron bunch excited all the possible resonances in each resonator, whose fre-

82

Figure 5.2: The wave patterns, frequencies and Q-factors of the fundamental and
first higher-order resonances in the pillbox cavity and the output PC, obtained
from Ansoft HFSS.

achieved using the Particle-In-Cell (PIC) code VORPAL [87], in which both the

pillbox and PCs were built as Perfect Electric Conductor (PEC) in free space.

This was to exempt their ohmic losses and hence only examine effects arising from

their geometry. An electron bunch with a very low charge, 5.1 × 10−6 nC, with a

gaussian distribution in a cylindrical region of 1.8 mm length and 1.6 mm width,

was emitted at a voltage of 30 kV into each resonator through the beam tube.

According to the findings in [36], to efficiently excite the higher order harmonics,

the electron bunch was slightly offset transversely by 1 mm away from the beam

tube centre, to ensure that each bunch substantially coupled to the in-phase field

pattern of the first higher-order harmonic in each resonator. Graphical views of

the particle bunch passing through each resonator from the VORPAL simulations

are shown in figure 5.3.

Being a plasma medium containing a very wide range of frequency components,

the electron bunch excited all the possible resonances in each resonator, whose fre-

82

Figure 5.2: The wave patterns, frequencies and Q-factors of the fundamental and
first higher-order resonances in the pillbox cavity and the output PC, obtained
from Ansoft HFSS.

achieved using the Particle-In-Cell (PIC) code VORPAL [87], in which both the

pillbox and PCs were built as Perfect Electric Conductor (PEC) in free space.

This was to exempt their ohmic losses and hence only examine effects arising from

their geometry. An electron bunch with a very low charge, 5.1 × 10−6 nC, with a

gaussian distribution in a cylindrical region of 1.8 mm length and 1.6 mm width,

was emitted at a voltage of 30 kV into each resonator through the beam tube.

According to the findings in [36], to efficiently excite the higher order harmonics,

the electron bunch was slightly offset transversely by 1 mm away from the beam

tube centre, to ensure that each bunch substantially coupled to the in-phase field

pattern of the first higher-order harmonic in each resonator. Graphical views of

the particle bunch passing through each resonator from the VORPAL simulations

are shown in figure 5.3.

Being a plasma medium containing a very wide range of frequency components,

the electron bunch excited all the possible resonances in each resonator, whose fre-

82



Interna'onal	  Ins'tute	  for	  	  
Accelerator	  Applica'ons	  

Figure 3.1: Schematic diagram of a two-cavity klystron.

is the angular frequency of the input signal, which is usually the same as the

resonant frequency of the input cavity. Electrons that see a forward electric field

are accelerated and those see a backward electric field are decelerated. This process

is known as velocity modulation [6, 7, 8, 9]. The electrons leave the input cavity

at time t1 and transit the drift tube for a distance L, during which the velocity

modulation results in a bunching effect, where accelerated electrons catch up with

decelerated electrons. The electrons arrive at the output cavity at time t2 when

optimum bunching has been formed, resulting in an electron beam of RF current It.

An RF signal is induced and accumulated to a higher power in the output cavity,

which is coupled to an external load. Finally, the electrons leave the output cavity

and are absorbed in the collector.

3.2 Velocity Modulation

Velocity modulation is the fundamental principle for klystrons. The analysis of

velocity modulation in this section is carried out with the following assumptions

[6]:

(1) The cross-section area of the electron beam is small.

(2) The DC electron beam has uniform charge density.

(3) The DC beam current I0 is small, so that space charge effects are ignored.

(4) The input signal V1 sin ωt is perfectly longitudinal and V1 ! V0.

28
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Figure 4. Velocity-modulated beam dynamics: (a) beam profile, velocity

modulation and charge density distribution; (b) beam transverse phase-space

plots at points A, B, C and D.

Figure 5. Proof-of-principle experimental setup and results. (a) The two-PC

module and experimental system setup. (b) Spectrum of output signal excited by

a beam of Vdc = 20 kV and Idc = 100 µA, modulated by an EM field in ML of

Pin = 2.5 W at 9.532 GHz. (c) Pout versus Pin at 9.532 GHz, at Vdc = 20 kV and

Idc = 100 µA. (d) Pout versus Idc at Vdc = 20 kV and Pin = 5 W at 9.532 GHz.

(e) Pout versus Vdc at I dc = 100 µA and Pin = 5 W at 9.532 GHz.

the beam profile, axial velocity modulation and charge density distribution at saturation. The

strength of the EM field excited by the modulated beam in the EL defect was significantly

limited by the low beam current. Hence the energy exchanged from the electron bunches to the

New Journal of Physics 14 (2012) 013014 (http://www.njp.org/)

Xu	  and	  Seviour	  2012	  New	  J.	  Phys.	  14	  013014	  
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with the central rod coupler dedicated to the monopole-like state and the side rod

couplers for the sextupole-like state. Notice that unlike the central rod coupler

with additional tuning rods around it, the side rod coupler solely lies in the unique

lattice, hence is not tunable unless changing the lattice r/a.

6.2.4 Analyses of a 6-Beam 2-PC Dual-State Klystron

A 6-beam 2-PC dual-state klystron can be formed by having two identical 6-defect

PCs shown in figure 6.19, one as input and one as output, separated by 6 beam

tubes of a certain distance, as shown in figure 6.21.

Figure 6.21: A 6-beam 2-PC dual-state klystron.

Considering all the 6 electron beams used in this klystron are identical, with

each beam accelerated by a DC voltage of V0=100 kV with a DC current of I0=2 A

at beam radius rb=5 mm, this gives low beam perveance 63.246 nPerv at beam

current density 2.5478 × 104 A/m2 and beam filling factor rb/ra = 0.77 for each

beam.

141

Figure 6.5: Coupled-defect schemes of 6-defect PCs with defect centre-to-centre
spacing lbb = (a)

√
3a, (b) 2a, (c)

√
7a, (d) 3a, (e) 2

√
3a and (f) 4a.
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COMSOL 2D eigenmode simulation. The results are shown in figure 6.2.

Figure 6.2: Resonant states in a 6-defect PC: (a) monopole-like state, (b) and
(c) dipole-like degenerate states, (d) and (e) quadrupole-like degenerate states, (f)
sextupole-like state.

Figure 6.2 shows that the 6-defect PC presents 4 resonant states: monopole-like

(figure 6.2 (a)), dipole-like (figure 6.2 (b) and (c)), quadrupole-like (figure 6.2 (d)

and (e)) and sextupole-like (figure 6.2 (f)), ranged from the lowest frequency to

higher. The dipole-like and quadrupole-like states are degenerate, which split each

into two with the same frequency and pattern but arranged differently among the

defects. All other states are in the propagation band and are not localised in the

defects. Notice that figure 6.2 (a)-(f) present only the regions around the defects.

In fact the full lattice was set to have 6 rows of rods around the defects. According

to E. I. Smirnova’s research in [42], 3 rows of rods can produce a diffractive Q-

factor of the order of 105, which is much higher than the Ohmic Q-factor of the

order of 103. Therefore 6 rows of rods were considered to be well sufficient for EM
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COMSOL 2D eigenmode simulation. The results are shown in figure 6.2.

Figure 6.2: Resonant states in a 6-defect PC: (a) monopole-like state, (b) and
(c) dipole-like degenerate states, (d) and (e) quadrupole-like degenerate states, (f)
sextupole-like state.

Figure 6.2 shows that the 6-defect PC presents 4 resonant states: monopole-like

(figure 6.2 (a)), dipole-like (figure 6.2 (b) and (c)), quadrupole-like (figure 6.2 (d)

and (e)) and sextupole-like (figure 6.2 (f)), ranged from the lowest frequency to

higher. The dipole-like and quadrupole-like states are degenerate, which split each

into two with the same frequency and pattern but arranged differently among the

defects. All other states are in the propagation band and are not localised in the

defects. Notice that figure 6.2 (a)-(f) present only the regions around the defects.

In fact the full lattice was set to have 6 rows of rods around the defects. According

to E. I. Smirnova’s research in [42], 3 rows of rods can produce a diffractive Q-

factor of the order of 105, which is much higher than the Ohmic Q-factor of the

order of 103. Therefore 6 rows of rods were considered to be well sufficient for EM
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presented in figure 6.6 show that the state split is very sensitive to the defect

separation (lbb). With the increase of lbb, i.e. defects are separated by more rods,

the states split significantly less. In fact, the 4 split states only keep considerable

frequency separation in the first 2 schemes; from the third scheme the split fre-

quencies become very close to the single-defect frequency. This can also be seen

from the change of β shown in figure 6.7. Sufficiently large values and separation

of β1, β2 and β3 can only be seen from the first 2 schemes, which indicates that

only the first 2 schemes offer strong defect couplings.

6.2 Design of 6-Beam 2-PC Klystrons

6.2.1 An S-band 6-Defect PC

In general, a conventional multi-beam klystron cavity presents one mode that

spatially has multiple peaks, each of which interacts with one beam of the same

phase, so as to synchronise and accumulate the EM waves excitation from each

beam. In a multi-defect PC, this requires each defect localises one peak of the

pattern and strongly couples to the others, presenting tightly coupled resonant

states. From this point of view, the 6-defect lattice shown in figure 6.5 (a) is ideal

for the use of a 6-beam PC based klystron. The lattice has been scaled to be

used for an S-band 6-beam PC klystron at around 3.5 GHz, with the key design

parameters listed in table 6.1.

Table 6.1: List of the design parameters of the S-band 6-defect PC.
Parameters Design values
Rod radius (r) 5.7 mm
Rod spacing (a) 34.5 mm
Rod radius-spacing ratio (r/a) 0.1652
Lattice depth (d) 20 mm
Beam hole radius (rt) 6.5 mm
Adjacent beam centre-to-centre spacing (lbb) 59.756mm

This PC was examined by HFSS eigenmode simulation with adaptive meshing

based on an initial total mesh number of 100,000. The HFSS model is shown in
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figure 6.8.

Figure 6.8: HFSS model of an S-band 6-defect PC with beam tubes.

Similar to the 2D results from COMSOL in Section 6.1, the 3D HFSS eigen-

mode simulation also presented 4 different resonant states in the 6-defect PC, with

each of the dipole-like and quadrupole-like states degenerate into two. The results

are listed in table 6.2.

Table 6.2: Resonant states in the 6-defect PC from HFSS eigenmode simulation.
Resonant States Frequency (GHz)
State 1 (Monopole) 3.36284
State 2 (Dipole degeneracy #1) 3.41790
State 3 (Dipole degeneracy #2) 3.41812
State 4 (Quadrupole degeneracy #1) 3.53895
State 5 (Quadrupole degeneracy #2) 3.53932
State 6 (Sextupole) 3.60578

To verify whether all the states in table 6.2 can be physically excited, the

same PC was analysed using VORPAL code, excited by an electron bunch of total

charge 1.5× 10−2 nC, with a gaussian distribution in a cylindrical shape of 30mm

length and 10 mm width. The bunch was emitted at a voltage of 100 kV and

transited through one of the defects. The Fast-Fourier-Transform (FFT) of the

axial electric fields excited by the bunch is presented in figure 6.9, showing that

all the four resonant states were excited. Since the degeneracies of the dipole and

quadupole states are very close in frequency for each, they are not distinguished
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where !Hij =< !E0(!r− !Ri)|Ô| !E0(!r− !Rj) > and !Sij =< !E0(!r− !Ri)|ε(!r)| !E0(!r− !Rj) >.

According to equation (6.5), the !Hij in equation (6.7) can also be written in

the form

!Hij = < !E0(!r − !Ri)|Ô| !E0(!r − !Rj) >

=

∫

!E0(!r − !Ri)
(ω0

c

)2
ε(!r − !Rj) !E0(!r − !Rj)d!r

=
(ω0

c

)2
∫

!E0(!r − !Ri)ε(!r − !Rj) !E0(!r − !Rj)d!r (6.8)

To ease future estimations, the real eigenstate in the single-defect system !E0(!r)

is normalised to

< !E0(!r)|ε(!r)| !E0(!r) >=

∫

!E0(!r)ε(!r) !E0(!r)d!r = 1 (6.9)

Equation (6.9) also applies to equation (6.8) at the case i = j. Therefore,

equation (6.8) for a 6-defect PC can be estimated as

!Hij = < !E0(!r − !Ri)|Ô| !E0(!r − !Rj) >

=



































(ω0/c)2 = α (i = j), the same defect

(ω0/c)2β1 (i "= j), the first-neighbour defect

(ω0/c)2β2 (i "= j), the second-neighbour defect

(ω0/c)2β3 (i "= j), the third-neighbour defect

(6.10)

where βij =< !E0(!r − !Ri)|ε(!r − !Rj)| !E0(!r − !Rj) > and its magnitude describes the

coupling strength between defects.

Meanwhile, by assuming each individual defect state is highly localised in the

defect [92] (which is a good assumption according to figure 6.2), the EM fields

have a very small over-lap between defects. Hence the values and variation of the

overlap integral term !Sij in equation (6.7) are very small for all i and j. This gives

the approximation
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!Sij =< !E0(!r − !Ri)|ε(!r)| !E0(!r − !Rj) >≈ δij (6.11)

As discussed previously, the coefficient Cni should be restricted to minimise

the variational problem in equation (6.7), this indicates that Cni gives stationary

values, i.e. the differential of equation (6.7) over Cni is zero for i = 1, 2, · · ·m.

This associated with equation (6.11) gives

m
∑

j=1

[

!Hij −
(ωn

c

)2

δij

]

Cnj = 0 (6.12)

which is restricted by the solvability of Cni to

det

[

!Hij −
(ωn

c

)2
δij

]

= 0 (6.13)

Equation (6.13) indicates that the allowed resonant frequency in the coupled-

defect PC ωn can be determined from the single-defect resonant frequency ω0 under

different defect coupling effects βij , as described in equation (6.10). Applying

equation (6.13) to a 6-defect PC yields
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= 0 (6.14)

in which γ = (ωn/c)2 and β̃i = (ω0/c)2βi.

The determinant in equation (6.14) is a sixth-order circulant and hence equa-

tion (6.14) is equivalent to

6
∏

n=1

[(α − γ) + enβ̃1 + e2
nβ̃2 + e3

nβ̃3 + e4
nβ̃2 + e5

nβ̃1] = 0 (6.15)
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Figure 6.6: Split of resonant states in the first 6 coupled-defect schemes of 6-defect
PCs at r/a = 0.1652.

Figure 6.7: Change of coupling strengths (β1, β2 and β3) between defects with lbb
in a 6-defect metallic PC with a = 34.5 mm.
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in the FFT spectrum.

Figure 6.9: The FFT of the axial electric fields excited by one electron bunch in
one of the 6 defects.

A further analysis in VORPAL was taken by sending one electron bunch of the

same profile into each defect at the same time, i.e. all the bunches were in phase.

In this case the FFT spectrum presented only the monopole-like state, as shown in

figure 6.10. When the electron bunches were tuned to have 180◦ phase difference

between any adjacent two, the FFT spectrum presented only the sextupole-like

state, as shown in figure 6.11. This means even though all the resonant states can

be physically excited, as they are all at different phases, only the one synchronous

to the phase of the electron beams can be effectively excited. Therefore, to further

develope a 6-beam 2-PC klystron, a matched resonant state in the input PC is

essential, to velocity-modulate electron beams of the right phase.

Figure 6.10: The FFT of the axial electric fields excited by one electron bunch in
each defect of the 6-defect PC at the same time.
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Figure 6.11: The FFT of the axial electric fields excited by one electron bunch in
each defect of the 6-defect PC, with 180◦ phase difference between any adjacent
two bunches.

Furthermore, the sensitivities of the resonant states excitation were examined

by comparing the excitations from a bunch train in each defect containing 5 in-

phase bunches and 5 bunches with 1% random disorder. The FFTs of the fields

excited in the 6-defect PC by the synchronous and disordered bunches from VOR-

PAL PIC simulations were plotted together for comparison. Comparisons for the

monopole-like and sextupole-like states are presented in figures 6.12 (a) and (b),

respectively.

Figure 6.12: Comparisons of the FFTs of the fields excited by 5 synchronous
and 1% disordered bunches in each defect for (a) the monopole-like and (b) the
sextupole-like states.

Figure 6.12 shows that none of the monopole-like and sextupole-like states

distinguishes the excitations from the synchronous and 1% disordered bunch trains.

This indicates that disorder in bunches up to 1% has negligible effects on the
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Figure 6.11: The FFT of the axial electric fields excited by one electron bunch in
each defect of the 6-defect PC, with 180◦ phase difference between any adjacent
two bunches.
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by comparing the excitations from a bunch train in each defect containing 5 in-

phase bunches and 5 bunches with 1% random disorder. The FFTs of the fields
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and 1% disordered bunches in each defect for (a) the monopole-like and (b) the
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distinguishes the excitations from the synchronous and 1% disordered bunch trains.

This indicates that disorder in bunches up to 1% has negligible effects on the
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COMSOL 2D eigenmode simulation. The results are shown in figure 6.2.

Figure 6.2: Resonant states in a 6-defect PC: (a) monopole-like state, (b) and
(c) dipole-like degenerate states, (d) and (e) quadrupole-like degenerate states, (f)
sextupole-like state.

Figure 6.2 shows that the 6-defect PC presents 4 resonant states: monopole-like

(figure 6.2 (a)), dipole-like (figure 6.2 (b) and (c)), quadrupole-like (figure 6.2 (d)

and (e)) and sextupole-like (figure 6.2 (f)), ranged from the lowest frequency to

higher. The dipole-like and quadrupole-like states are degenerate, which split each

into two with the same frequency and pattern but arranged differently among the

defects. All other states are in the propagation band and are not localised in the

defects. Notice that figure 6.2 (a)-(f) present only the regions around the defects.

In fact the full lattice was set to have 6 rows of rods around the defects. According

to E. I. Smirnova’s research in [42], 3 rows of rods can produce a diffractive Q-

factor of the order of 105, which is much higher than the Ohmic Q-factor of the

order of 103. Therefore 6 rows of rods were considered to be well sufficient for EM
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lower than 10−2 eV [3], a mass range over which the parameters of HSPs are also relatively
unconstrained by experiment. In this paper we propose a novel experimental technique to
detect WISPs with masses in the range 10−4.5 < m < 10−3.5 eV.

Axion searches endeavour to detect the conversion between a photon and an axion in the
presence of a static magnetic field via the Primakoff effect. Examples include astrophysical
observations in helioscopes, such as the CERN axion solar telescope (CAST) which uses
an LHC dipole magnet mounted with its primary axis directed toward the sun [4], and
cavity searches for axions with galactic origins, such as the axion dark matter experiment
(ADMX) [5]. A disadvantage of these approaches is that there is no direct control of the axion
(or other WISP) source. In the case of helioscope searches, the production conditions are
generally well-understood, and the limits obtained are only weakened in the case of specific
temperature-dependent or density-dependent WISP models. More significantly, limits from
galactic searches rely on assumptions regarding the local density of dark matter.

Alternatively, ‘light shining through wall’ (LSW) laser experiments [6, 7] use purely
laboratory-based methods, free from external models. In these experiments intense infra-
red/visible radiation impinges on a wall, on the other side of which is a sensitive photon
detector. To maximize the conversion probability, strong magnetic fields and intense radiation
sources are required [8–10].

Unlike axions, massive HSPs would couple to standard model (SM) photons via kinetic
mixing, resulting in vacuum oscillation between them, similar to flavour-changing neutrino
oscillations. Current constraints on the associated coupling constant come from Cavendish-
type tests of Coulomb’s Law in the µeV to meV mass range [11, 12]. Sub-µeV constraints
arise from the non-observation of distortions in the cosmic microwave background that would
be produced by resonant production of HSPs [13]. In the few meV range model-independent
bounds are being set by optical laser and intense accelerator-based free electron laser LSW
experiments [8, 14, 15] but these have recently been surpassed by solar lifetime calculations
[16, 17] which dominate the meV to keV range, including the region previously excluded by
non-observation of photon regeneration in CAST [4].

To date none of these approaches has revealed evidence for the existence of WISPs,
although they have been used to significantly constrain the allowed parameter spaces for both
axion and HSP models. One direction for future experimental searches comes from Jaeckel and
Ringwald [18] who propose realizing the LSW technique at RF frequencies with microwave
cavities. This allows the theoretically interesting µeV mass range to be investigated with
potentially four orders of magnitude greater sensitivity than other approaches. The primary
reason for this vast improvement is the high quality factor (Q) of RF cavities [19–22]. At
microwave frequencies standard copper cavities and superconducting cavities have Qs of
order 103 and of order 109 respectively.

In the following sections we propose to extend the regime of WISP searches using photonic
band gap (PBG) structures at microwave frequencies as an analogue to the LSW experiments
of [6, 7] and to the proposals of Jaeckel and Ringwald. We concentrate on demonstrating the
potential of this approach for HSPs as this allows for a simpler experimental design. However,
as PBG structures do not require to be superconducting to achieve high Qs, a strong magnetic
field could be applied to enable the same technique to be sensitive to axions.

The key parameters to be determined by any HSP search are the mass of the HSP mγ and
the probability that a HSP will convert to a photon, which is proportional to the square of the
hidden sector mixing parameter χ . These parameters are referred to in the remainder of this
paper and can best be understood by reference to the Lagrangian density [18]

L = −1
4

FµνFµν − 1
4

BµνBµν − χ

2
FµνBµν +

m2
γ

2
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Figure 5. Maximum G factor between a source and defect region for the PBG structure
used in figure 2 as a function of separation between the source and defect.

Figure 6. Current bounds on hidden-sector photons from some of the different
experiments discussed at the beginning of the paper. The dashed line indicates the
potential bounds of the PBG proposed experiment calculated in this paper corresponding
to a range of lattices parameters of the order of millimetres.

We have analysed the EM field distribution of the PBG structure to determine the χ

exclusion sensitivity for a given mγ , where we can relate mγ of the HSP to the frequency of
excitation of the source. Assuming that the seven-defect structure is cooled to liquid nitrogen
temperatures, each defect is separated by 30 lattice spacings and 1 kW of power is supplied
to the central defect via a coaxial waveguide we obtain an estimated exclusion which is
shown by the dashed curve in figure 6. The curve corresponds to the expected 3σ exclusion
with approximately 1 year of running, or equivalently to the expected 5σ exclusion with less
than 3 years of running. The operating parameters used have been deliberately chosen to be
conservative.

The bounds on the range of operation of the PBG structure for HSPs from figure 6 enable
us to specify the parameters of the lattice. Although detailed analysis needs to be undertaken
for a specific geometry we can estimate to an accuracy of 1% the dimensions required for our
proposed structure. At 10 GHz our sapphire scatterers would have a radius of 2 mm and a
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Figure 5. Maximum G factor between a source and defect region for the PBG structure
used in figure 2 as a function of separation between the source and defect.

Figure 6. Current bounds on hidden-sector photons from some of the different
experiments discussed at the beginning of the paper. The dashed line indicates the
potential bounds of the PBG proposed experiment calculated in this paper corresponding
to a range of lattices parameters of the order of millimetres.

We have analysed the EM field distribution of the PBG structure to determine the χ

exclusion sensitivity for a given mγ , where we can relate mγ of the HSP to the frequency of
excitation of the source. Assuming that the seven-defect structure is cooled to liquid nitrogen
temperatures, each defect is separated by 30 lattice spacings and 1 kW of power is supplied
to the central defect via a coaxial waveguide we obtain an estimated exclusion which is
shown by the dashed curve in figure 6. The curve corresponds to the expected 3σ exclusion
with approximately 1 year of running, or equivalently to the expected 5σ exclusion with less
than 3 years of running. The operating parameters used have been deliberately chosen to be
conservative.

The bounds on the range of operation of the PBG structure for HSPs from figure 6 enable
us to specify the parameters of the lattice. Although detailed analysis needs to be undertaken
for a specific geometry we can estimate to an accuracy of 1% the dimensions required for our
proposed structure. At 10 GHz our sapphire scatterers would have a radius of 2 mm and a
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Figure 3. The dependence of the defect coupling coefficients βi on the defect separation
Ibb in units of the lattice constant ‘a’. β1 represents coupling between nearest neighbours
and β2 represents coupling between next-to-nearest neighbours.

such that it decouples from all other defects. This is achieved when the overlap term Si j in
equation (4) tends to zero for all i != j such that,

Si j = 〈!E0(!Pi)|ε(!r)|!E0(!Pj)〉 ≈ δi j. (8)

The coefficientsCni should be restricted to minimize the variational problem in equation (4)
with the condition that Cni gives stationary values, resulting in,

det
[

Hi j −
(ωn

c

)2
δi j

]
= 0. (9)

This indicates that the allowed frequencies in a coupled-defect photonic lattice, ωn, can be
determined from the single-defect resonant frequency, ω0 and the coupling coefficient βi j.

Solving equation (8) using the least-squares method [31] enables us to study the
dependence of the βi j on the lattice properties. In the case of our example structure, the
six-fold symmetry means that there are only three possible values of the coupling coefficient,
corresponding to the coupling between nearest neighbours (β1), next-to-nearest neighbours
(β2) and next-to-next-to-nearest neighbours (β3). Figure 3 shows the dependence of both the
nearest neighbour and next-to-nearest neighbour couplings on the separation between defects
Ibb in the lattice. Coupling coefficients of order 10−24 were obtained when the separation
between defects was 16 lattice constants. This semi-analytical study also acts to benchmark
the more-detailed numeric simulations described below.

To verify that the source and detector defects are sufficiently decoupled, suppressing all
SM transport of photons, MEEP simulations of the EM field were performed. The natural
symmetry of the lattice was used to reduce the simulation domain to a two-defect sub-domain
of figure 2. An excitation at the decoupled frequency ω0 was simulated in the source defect
and operated for approximately 40 RF cycles. Frequencies outside the band gap were allowed
to disperse over a duration of 4200 RF cycles and then the EM field across the lattice and the
detector defect was monitored for a further 120 RF cycles, where the latter is a small part of
the data-taking period of the envisaged experiment. A representative example of the results
is presented in figure 4 which shows suppression of the electric field strength in the detector
defect by a factor of 105 relative to the field in the source region for a defect separation of 13
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where !Hij =< !E0(!r− !Ri)|Ô| !E0(!r− !Rj) > and !Sij =< !E0(!r− !Ri)|ε(!r)| !E0(!r− !Rj) >.

According to equation (6.5), the !Hij in equation (6.7) can also be written in

the form

!Hij = < !E0(!r − !Ri)|Ô| !E0(!r − !Rj) >

=

∫

!E0(!r − !Ri)
(ω0

c

)2
ε(!r − !Rj) !E0(!r − !Rj)d!r

=
(ω0

c

)2
∫

!E0(!r − !Ri)ε(!r − !Rj) !E0(!r − !Rj)d!r (6.8)

To ease future estimations, the real eigenstate in the single-defect system !E0(!r)

is normalised to

< !E0(!r)|ε(!r)| !E0(!r) >=

∫

!E0(!r)ε(!r) !E0(!r)d!r = 1 (6.9)

Equation (6.9) also applies to equation (6.8) at the case i = j. Therefore,

equation (6.8) for a 6-defect PC can be estimated as

!Hij = < !E0(!r − !Ri)|Ô| !E0(!r − !Rj) >

=



































(ω0/c)2 = α (i = j), the same defect

(ω0/c)2β1 (i "= j), the first-neighbour defect

(ω0/c)2β2 (i "= j), the second-neighbour defect

(ω0/c)2β3 (i "= j), the third-neighbour defect

(6.10)

where βij =< !E0(!r − !Ri)|ε(!r − !Rj)| !E0(!r − !Rj) > and its magnitude describes the

coupling strength between defects.

Meanwhile, by assuming each individual defect state is highly localised in the

defect [92] (which is a good assumption according to figure 6.2), the EM fields

have a very small over-lap between defects. Hence the values and variation of the

overlap integral term !Sij in equation (6.7) are very small for all i and j. This gives

the approximation

120

!Sij =< !E0(!r − !Ri)|ε(!r)| !E0(!r − !Rj) >≈ δij (6.11)

As discussed previously, the coefficient Cni should be restricted to minimise

the variational problem in equation (6.7), this indicates that Cni gives stationary

values, i.e. the differential of equation (6.7) over Cni is zero for i = 1, 2, · · ·m.

This associated with equation (6.11) gives

m
∑

j=1

[

!Hij −
(ωn

c

)2

δij

]

Cnj = 0 (6.12)

which is restricted by the solvability of Cni to

det

[

!Hij −
(ωn

c

)2
δij

]

= 0 (6.13)

Equation (6.13) indicates that the allowed resonant frequency in the coupled-

defect PC ωn can be determined from the single-defect resonant frequency ω0 under

different defect coupling effects βij , as described in equation (6.10). Applying

equation (6.13) to a 6-defect PC yields
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∣

∣

∣

= 0 (6.14)

in which γ = (ωn/c)2 and β̃i = (ω0/c)2βi.

The determinant in equation (6.14) is a sixth-order circulant and hence equa-

tion (6.14) is equivalent to

6
∏

n=1

[(α − γ) + enβ̃1 + e2
nβ̃2 + e3

nβ̃3 + e4
nβ̃2 + e5

nβ̃1] = 0 (6.15)
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Figure 6.6: Split of resonant states in the first 6 coupled-defect schemes of 6-defect
PCs at r/a = 0.1652.

Figure 6.7: Change of coupling strengths (β1, β2 and β3) between defects with lbb
in a 6-defect metallic PC with a = 34.5 mm.
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Figure 2. Multi-defect triangular lattice of scatterers showing the electric field
distribution of a highly spatially-localized TM010 wave, generated using MEEP.

materials is determined by the thermal and mechanical properties, the frequency stability of
the permittivity, and the permittivity contrast between the materials. In this case, sapphire is
chosen as the authors of [26] have demonstrated that microwave sapphire PBG structures of
the form discussed here can operate at powers over 2 MW if required, and the high permittivity
contrast creates a well-defined band gap ideal for the experiment we propose.

The lattice parameters (and hence the filling factor) were determined using the numerical
EM solver MEEP [27] to ensure that each defect in the lattice supports a narrow bandwidth
EM state inside the band gap of the lattice. Using the technique presented in [27, 28] we have
verified that Qs of 106–109 can be achieved using this type of lattice (comparable to those
of SC cavities). In addition to potentially higher Qs, the use of PBG structures enables us to
reach frequencies higher than those accessible to conventional microwave structures, thereby
covering the regime from a few GHz to the infra-red. Typical lattice sizes are given later in
section 2.3.

It is worth noting that as the lattice is formed from dielectric material, the application of a
magnetic field through the lattice is straightforward, thereby enabling axion searches as well
as HSP searches.

Figure 2 shows a simulation of the electric field distribution of a lattice with the described
geometry, where defects have been created by the removal of scatterers so that there is a
spatially-localized TM010 state in one of the defects. The natural symmetry presented by the
lattice can be exploited to include multiple equivalent defects increasing the detector volume
relative to a simple two-defect arrangement. In the configuration shown, the inner defect
acts as an EM source (fed by an external source), and the outer defects act as detectors. For
illustration, the detector defects have been placed close together so that they are clearly all
coupled to the central defect. Conversely, if the detector defects are sufficiently distant that
they are electrically decoupled from the source then any detected photons above the noise
threshold represent transport mediated by non-SM processes. The requirements for achieving
the necessary decoupling are explored in the next section.
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Figure 4. The normalized electric field along the central line between the source and
detector. The position of the dielectric scatterers is indicated by the grey lines.

lattice constants. At 16 lattice spacings the suppression factor increases to 107, and at greater
separations the simulations are limited by numerical noise.

The results from both the semi-analytical and full numeric simulations suggest that
separations of 16 lattice spacings are sufficient to make the frequency shift due to coupling
between detector defects negligible compared to the natural frequency width of the states
localized in the defects. However, for maximum sensitivity, the coupling between the source
and detector defects should be small enough that the dominant background in the detector
defect is thermal noise. At liquid nitrogen temperatures, this requires that the power coupled
into the detector defect through the lattice should be less that 10−24 W assuming a 1 mHz
frequency resolution for the detector electronics. For a 1 kW source we therefore require a
factor 1027 (260 dB) of suppression. Extrapolating from the MEEP simulations this requires
a minimum of 30 lattice spacings, which is the number used in the remainder of this paper to
determine the sensitivity of such structures to the presence of HSPs.

2.3. HSP sensitivity

Any photons mediated by HSPs between the source and detector defects in our structure would
produce an excess above the thermal noise background. The probability of transmission of
photons via the hidden sector is determined by the Q factors and by the geometric factor
G [32],

G(k/ω0) ≡ ω2
0

∫

v′

∫

v

d3x d3y
exp(ik|x − y|)

4π |x − y|
Aω0(y)A′

ω0(x), (10)

where x and y are the co-ordinate systems centred on the source and detector regions
respectively, Aω0 and Aω0′ are the (electric) field vectors of the source and detector states
and k/ω0 is a measure of the velocity of the HSP in the rest frame of the lattice. Figure 5 shows
a plot of the G factor for the PBG structure used in figure 2 as a function of defect separation,
where we take the optimal case of resonant HSP production corresponding to k/ω0 being close
to zero. As can be seen, for the types of lattices we consider in our paper where defect regions
are separated by 30 lattice constants (as required from the studies highlighted in section 2.2)
the value of G is approximately 0.001.
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Figure 5. Maximum G factor between a source and defect region for the PBG structure
used in figure 2 as a function of separation between the source and defect.

Figure 6. Current bounds on hidden-sector photons from some of the different
experiments discussed at the beginning of the paper. The dashed line indicates the
potential bounds of the PBG proposed experiment calculated in this paper corresponding
to a range of lattices parameters of the order of millimetres.

We have analysed the EM field distribution of the PBG structure to determine the χ

exclusion sensitivity for a given mγ , where we can relate mγ of the HSP to the frequency of
excitation of the source. Assuming that the seven-defect structure is cooled to liquid nitrogen
temperatures, each defect is separated by 30 lattice spacings and 1 kW of power is supplied
to the central defect via a coaxial waveguide we obtain an estimated exclusion which is
shown by the dashed curve in figure 6. The curve corresponds to the expected 3σ exclusion
with approximately 1 year of running, or equivalently to the expected 5σ exclusion with less
than 3 years of running. The operating parameters used have been deliberately chosen to be
conservative.

The bounds on the range of operation of the PBG structure for HSPs from figure 6 enable
us to specify the parameters of the lattice. Although detailed analysis needs to be undertaken
for a specific geometry we can estimate to an accuracy of 1% the dimensions required for our
proposed structure. At 10 GHz our sapphire scatterers would have a radius of 2 mm and a
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Figure 3. The dependence of the defect coupling coefficients βi on the defect separation
Ibb in units of the lattice constant ‘a’. β1 represents coupling between nearest neighbours
and β2 represents coupling between next-to-nearest neighbours.

such that it decouples from all other defects. This is achieved when the overlap term Si j in
equation (4) tends to zero for all i != j such that,

Si j = 〈!E0(!Pi)|ε(!r)|!E0(!Pj)〉 ≈ δi j. (8)

The coefficientsCni should be restricted to minimize the variational problem in equation (4)
with the condition that Cni gives stationary values, resulting in,

det
[

Hi j −
(ωn

c

)2
δi j

]
= 0. (9)

This indicates that the allowed frequencies in a coupled-defect photonic lattice, ωn, can be
determined from the single-defect resonant frequency, ω0 and the coupling coefficient βi j.

Solving equation (8) using the least-squares method [31] enables us to study the
dependence of the βi j on the lattice properties. In the case of our example structure, the
six-fold symmetry means that there are only three possible values of the coupling coefficient,
corresponding to the coupling between nearest neighbours (β1), next-to-nearest neighbours
(β2) and next-to-next-to-nearest neighbours (β3). Figure 3 shows the dependence of both the
nearest neighbour and next-to-nearest neighbour couplings on the separation between defects
Ibb in the lattice. Coupling coefficients of order 10−24 were obtained when the separation
between defects was 16 lattice constants. This semi-analytical study also acts to benchmark
the more-detailed numeric simulations described below.

To verify that the source and detector defects are sufficiently decoupled, suppressing all
SM transport of photons, MEEP simulations of the EM field were performed. The natural
symmetry of the lattice was used to reduce the simulation domain to a two-defect sub-domain
of figure 2. An excitation at the decoupled frequency ω0 was simulated in the source defect
and operated for approximately 40 RF cycles. Frequencies outside the band gap were allowed
to disperse over a duration of 4200 RF cycles and then the EM field across the lattice and the
detector defect was monitored for a further 120 RF cycles, where the latter is a small part of
the data-taking period of the envisaged experiment. A representative example of the results
is presented in figure 4 which shows suppression of the electric field strength in the detector
defect by a factor of 105 relative to the field in the source region for a defect separation of 13
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lower than 10−2 eV [3], a mass range over which the parameters of HSPs are also relatively
unconstrained by experiment. In this paper we propose a novel experimental technique to
detect WISPs with masses in the range 10−4.5 < m < 10−3.5 eV.

Axion searches endeavour to detect the conversion between a photon and an axion in the
presence of a static magnetic field via the Primakoff effect. Examples include astrophysical
observations in helioscopes, such as the CERN axion solar telescope (CAST) which uses
an LHC dipole magnet mounted with its primary axis directed toward the sun [4], and
cavity searches for axions with galactic origins, such as the axion dark matter experiment
(ADMX) [5]. A disadvantage of these approaches is that there is no direct control of the axion
(or other WISP) source. In the case of helioscope searches, the production conditions are
generally well-understood, and the limits obtained are only weakened in the case of specific
temperature-dependent or density-dependent WISP models. More significantly, limits from
galactic searches rely on assumptions regarding the local density of dark matter.

Alternatively, ‘light shining through wall’ (LSW) laser experiments [6, 7] use purely
laboratory-based methods, free from external models. In these experiments intense infra-
red/visible radiation impinges on a wall, on the other side of which is a sensitive photon
detector. To maximize the conversion probability, strong magnetic fields and intense radiation
sources are required [8–10].

Unlike axions, massive HSPs would couple to standard model (SM) photons via kinetic
mixing, resulting in vacuum oscillation between them, similar to flavour-changing neutrino
oscillations. Current constraints on the associated coupling constant come from Cavendish-
type tests of Coulomb’s Law in the µeV to meV mass range [11, 12]. Sub-µeV constraints
arise from the non-observation of distortions in the cosmic microwave background that would
be produced by resonant production of HSPs [13]. In the few meV range model-independent
bounds are being set by optical laser and intense accelerator-based free electron laser LSW
experiments [8, 14, 15] but these have recently been surpassed by solar lifetime calculations
[16, 17] which dominate the meV to keV range, including the region previously excluded by
non-observation of photon regeneration in CAST [4].

To date none of these approaches has revealed evidence for the existence of WISPs,
although they have been used to significantly constrain the allowed parameter spaces for both
axion and HSP models. One direction for future experimental searches comes from Jaeckel and
Ringwald [18] who propose realizing the LSW technique at RF frequencies with microwave
cavities. This allows the theoretically interesting µeV mass range to be investigated with
potentially four orders of magnitude greater sensitivity than other approaches. The primary
reason for this vast improvement is the high quality factor (Q) of RF cavities [19–22]. At
microwave frequencies standard copper cavities and superconducting cavities have Qs of
order 103 and of order 109 respectively.

In the following sections we propose to extend the regime of WISP searches using photonic
band gap (PBG) structures at microwave frequencies as an analogue to the LSW experiments
of [6, 7] and to the proposals of Jaeckel and Ringwald. We concentrate on demonstrating the
potential of this approach for HSPs as this allows for a simpler experimental design. However,
as PBG structures do not require to be superconducting to achieve high Qs, a strong magnetic
field could be applied to enable the same technique to be sensitive to axions.

The key parameters to be determined by any HSP search are the mass of the HSP mγ and
the probability that a HSP will convert to a photon, which is proportional to the square of the
hidden sector mixing parameter χ . These parameters are referred to in the remainder of this
paper and can best be understood by reference to the Lagrangian density [18]

L = −1
4

FµνFµν − 1
4

BµνBµν − χ

2
FµνBµν +

m2
γ

2
BµBµ (1)
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