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ABSTRACT

Recent studies in data mining revealed thsgociativeClassification (AC) data mining
approach builds competitive classification classifiers with reference to acouremy
compared toclassic classification approaches including decision tree and rule based.
Nevertheless, AC algorithms suffer from a numbekmdwn defects as the generation

of large number of rules which makes it hard for-esdr to maintain and understand its
outcome and thepossible ovefitting issue caused by theonfidencebased rule

evaluation used by AC

This thesis attempts to deal Wwitabove problems by presentifige new pruning
methods, prediction method and em@dlgem in an AC algorithm that significantly
reduces the number of generated rules without having large impact on the prediction
rate of the classifiers. Particularly, thew pruning methods that discard redundant and
insignificant rules during building the classifier are employed. These pruning
procedures remove any rule that either has no training case coverage or covers a training
case without the requirement of clagsikarity between the rule class and thattioé
training case. Thignables large coverage for each rule and reduces over&timell
asconstruct accurate and moderated size classitd®side, anovel class assignment
method based on multiple rules is proposdudch employs group of rule to make the
prediction decisionThe integration of both the pruning and prediction procedures has
been used tenhanced a known AC algorithm callediltple-class Classification based

on AssociatiorRules (MCAR and resulted in competent model in regrdiccuracy

and classifier sizealled "Multiple-class Classification based on Association Rules 2
(MCAR2)". Experimental results against different datasets fthe UCI data repository
showedthat the predictivpowerof the resulting classifieis MCAR?2 slightly increase

and the resulting classifierz& gets reducedomparingwith other AC algorithms such
asMultiple-class Classification based on AssociatiRules KCAR).



CHAPTER ONE

INTRODUCTION

1.1 Motivation

The rapid evolution of technology in the computer industry have enabled people,
companies and organizations to store a huge amount of data inside computers which in
some cases ranged into terabytes in size wieella new approaches to deal with these
data as well as process it. Data mining is an example on these data processing

approaches.

Data mining approaches are advantageous in dense databasest (al., 2003).

Consider for instance a large retail businesth va massive amount of purchasing
WUDQVDFWLRQV DQG FXVWRPHU V GHWDLOV ILQGLQJ D\
features can help the management people in making business related decisions. For
example, if a marketing department in a retail stwoalld like to lunch new sale on

some goods that best reach their target customers, figuring out the correlations among
WKH FXVWRPHUVY SXUFKDVHV EHKDYLRXU DV ZHOO DV V
managers to make such decision. In data miningegtnthese correlations are known

as association rules, for example: 68% of the customers who purchase soft drinks are

likely to purchase a chocolate as well. In the transactional database, suppose that those
transactions that have both items (the softldriand chocolate) form 19% of the whole
transactions size in the store database. The customers who purchase soft drinks
UHSUHVHQW WKH DVVRFLDWLRQ UXOHYY DQWHFHGHQW D
DQ DVVRFLDWLRQ UXOHYV FRS3&HtDX FHil@ WientibKed aboveR| W KH
GHQRWHYV WKH VWUHQJWK RI WKH UXOH DQG LV NQRZQ L
VWDWLVWLFDO VLIJQLILFDQFH PHDVXUH NQRZQ DV WKH U



Classification on the other hand is the process of forming a classificatbdelcl that
mapsa group of attributet aclass. This model is then used to forecast the classes of a

newdata based on the value of attributes

*LYHQ D GDWD VHW RI KLVWRULFDO WUDQVDFWLRQV DQ
discover the ClasAssociationRules (CARs) with significant supports and high
confidences (attribute values that have frequencies above user specified minimum
supportand minimum confidence thresholds). A subset of the generated GARS

chosen to build a model (classifier) that could be used to préw#cclass labels of

unseen data cases. This approach, which uses association rule to build classifiers, is
FDOOHRSFEDWMLYH FODVVLILFDWLRQ ™ $& 8QOLNH WKH Ft
such as rule inducti¢g@ohen, 1995pnd decision trees(Quinlan, 1993) which usually

construct small size classifiers, AC explores all associations between attribute values

and thei classes in the training data set aiming to construct larger size classifiers. This

is because AC methods aim to produce additional useful knowledge missed by
traditional methods which therefore should improve dlassification accuracwithin

applicatios.

There is a wide range of profitable applications from data mining techniques beside the
retail businesses and market basket such as credit card scoring, email classification, text

categorization, digital library journals indexing and medical diagnosis.

The problems that can be evaluated by classification have an outcome that is affected by
a set of indicator attributes. The basic objective is to estimate the effect of each indicator
variable and its influence on the outcome. For example, a bank wotddahaistorical

data on borrower attributes such as job stability, credit history and income. Data mining
could estimate the effect of each indicator variable on the ultimate outcome. These
weights could be applied to future customer data to determindn@ritetgrant a loaar

reject the request. Furthen a digital library journal, there are large numbers of
journals which belong to several categories; the process of assigning a journal to one or
more applicable categories by a human requires effore ead experience. An
automated categorisation system that assigns journals based on their content to the
correct category or set of categories could significantly reduce time, effort and error

rate.



The problem of discovering the complete set of CARs requires substantial CPU time
because of the requirement for multiple database passes. Hence, it is very essential to
use an efficient method for rule discovery. Besides, cutting down the number of rules
and keep the significant one may reduce the computations cost and increased the model

efficiency.

According to several experimental studies (Liu et al., 1998) ét al., 2003) (Thabtah

et al., 2005), one of the main drawbacks of AC mining is that énafienerates large
number of rules since A€xtractall the correlations among the items and the class are
discovered as rules. Thise oflarge number of rules necessitates high computation cost
and often degrades the accuracy raResent studies incluag Liu et al., 1998) Yin et

al., 2003) (Thabtah et al., 20) believedthat removing redundant and misleading rules
that often lead to wrong classification might enhance model efficiency as well as

effectiveness.

It has been also reported in some A@oaithms such as (Li et al., 2001Yif et al.,
2003) that predictions procedure that based on one rule might degraizstifcation
accuracyand lead to favouring one rule in predicting the class label for the majority of
test cases while some othdassifications rules might be used, this is called prediction
bias in classification. Yet, utilising group of rules in making prediction decision may
slightly enhance the classification accuracy and prevent favouring one rule from
predicting many test casd-urther discussions are presented in section 2.3.4.

1.2 Data mining

Data mining is one of the main phases in the knowledge discovery from database
(KDD) which uses different data analysis tools to extracts useful patterns and
knowledge from data (Agrawal et al., 1993). In this sectobrief overview on data
mining,itsPDLQ WDVNV DQG LWIViSgRéDLQ RI DSSOLFDWLRQV

KDD process compromise many phases such as data selection, data cleansing, data

reduction, pattern evaluation and visualisation of the discovered information where data

mining is one of the main phasgsimasr{and Navathe 1999). There are many tasks

can be accomplished when utilising data mining approaches , including classification,

clustering, association rule discovery and outlier analysis (Witten and Frank, 2000).



These tasks cdpe carried out using a range of data mining techniques that are adopted
from different scientific areas such as statistics (Snedecor and Cochran, 1989),
databases(Liu, et al., 1998) (Baralis, et al., 2004), probabilities (Quinlan, 1993) and
artificial intelligence (Wiener et al., 1995). There is no single data mining technique
applicable to all tasks and when it comes to choose a technique for a certain problem,
the decision is very critical since one technique could work well for one problem and
poor elsavhere. There are many criteria that can be considered before taking such a
decision such as the size and nature of the data, attribute types (multimedia, text, real,
etc), number of attributes, output format and more importantly the goal of application

(Kuonen 2004).The followingsectiors describehe different data mining tasks
1.2.1 Classification

Classification is the process of forming a model (classifier) from a historical data to
guess thelass labebf an unseen databject This model is derived byérning process

by analysing a set of training setaéeswhose class label is known). Common
applications for classificatioincluding medical diagnoses (Soni et al., 2011), credit
card scoring (Huang et al., 2007), websites type detection (Aburrous 20HD) and

fraud detection (PHUA et al., 2010). There are wide range of classification approaches
in the context of data mining, some of whatedecision trees (Quinlan, 1993) such as
C5.0, others are statistical based approaches such as naive Béjesien1993), k
nearest Neighbour (Yang, 1999) and support vector mahMapnik, 1995)Rule
indication approach such as IRIP (Furnkranz and Widmer, 1994) and RIPPER (Cohen,
1995).

1.2.2 Associations Rule Mining

Association rule mining is the process a$ativering the patterns that occur frequently

in a data such as tlfieequent itemsn a customer shopping carfErequent itemsefer to

the set of items that occurs together frequently in a transactional database (Agrawal R.
and Srikant, 1994). These fregqu items are employed to generate the set of association
rules. In otherwords, the association rulesmply describe ashopping behaviour of
customers in retail stores. Items are considered freqlémy occurs in the database

for a certain times gréer than or equal a predefined thresholds called Minimum
Support.



1.2.3 Clustering

Clustering approaches analyse data objects without knowing their class Aabetsof
objects are grouped according to a certain criterion such as the similarity among objects.
Each object in a cluster is correlated with other objects in the same cluster
(homogeneous objectsltach cluster can be viewed as a class of objects andtthen
rules can bederived from each cluster. Market segmentat@nidentifying common
characteristic for groups of people is a good example of application where clustering
can be employed (Rui Xu. 2005).

1.2.4 Regression

Regression is a statistical analysigeofused to model and analyse several variables and

it often used for numerical data prediction (Fayyad et al., 1996). Regression is a special
case of classificatiorRegression can be presented in many formats, some of them are:
1) Liner regression, thisan beused when the relationship between the predictors and
the target can be estimated with a straight [#)eNonlinear Regression, in some cases
the relations between two parameters can't be estimated as a stridtethne case the
nonlinear regession is used by pq@ocessing the data to have a linear relationship.
3)Multivariate Linear Regression, this refer to two or more indicators, here the
regression lines cannot be visualized in two dimensional rather, each line can be
comOiuted by externidg the equation of a single predictor i.e. Liner to include the

parameters for each other predictors.

Regression modelsre oftentested by computing different statistics that determine the
difference between the predicted values and the expestsdRayressiorapproactcan

be employed inmany applications in business planning, marketing, time series
prediction financial forecasting,biomedical and drug response modelling, and

environmental modellingDocs.Oracle.com)



1.3 Associative Classification(AC)

AC is a branch of studypf data mining (Liu, et al., 2001). AC approach has been
proposed and successfully employed to form classifiers (Liu et al., 1998). This study has
attractedextensiveresearch works from the knowledge discovery and machineirga
communities including (Li et al., 2001) (Yin & Han, 2003) (Thabtah et al., 2005) (Li X.

et al., 2008)Chenet al., 2012). AC is a promising approach that uses association rule
mining in forming its clasifier that would be usetb predict the class label for the
unseen datalt compromise advantages from fields, association rule mining and
classification. Further detailsbout ACwill be presentedn Chapter 2. This section

defines the AC problem, and discusses the potenti#i@o scheme.

1.3.1 AC Problem Statement
Definition 1: A row or a training case iD can be described as a combination of

attributes Ai and values;, anda class denoted ly.

Definition 2: An attribute value can be described as a term mgmaed a valueg;,
denoted <4, a)>.

Definition 3: AnAttributeValueSetan be described as a set of disjoint attribute values
contained in a training case, denotedi\s,@1  « Ay, §)>.

Definition 4: A ruleitemr is of the form < AttributeValueSet, ¢xvhere c C is the
class.

Definition 5: A ruleitem r passes the minsupp thresholdW$&Fredr)/|D _ minsupp
Definition 6: A ruleitem r passes the minconf thresholdRIKreq(r)/ AVSFreq(r .
minconf.

Definition 7: Any ruleitemr that passes the minsupp threshold is said to be a frequent

ruleitem.

Consider a training datasBtwhich containd as a set of items (attribute values), &d

as a set of classasis a data case iD whered n D that is presented kg set of attribute
values. Aruleitemis the form of < Attributevaluesgt c> whereAttributevalueseti |,

and represeirtg a set of attribute values, i.e. , andc is a class.

Attributevaluese(AVS frequency AVSFre( is the numbeof tuples inD that matches
the AVS Theruleitemsfrequency RIFreq) is the number of tuples id that matches the

ruleitems body within the same class dhe ruleitem minsuppis a user predefined



threshold that judges whetheruleitemis good enough (frequent) or ndte first step
in any AC algorithm is to discover the complete set of frequdeitems(thosewhich

has a frequency larger than or equal tonthesuppthreshold.

A rule Rin the classifier has the form where the antecedent

is conjunction of disjoinAttributevaluesetandc is a classThe set of rules produced
from the frequentruleitems and represent theuleitemsetthat pass theminconf
threshold. In other words, a frequenteitembecomes rule if its frequencyRIFreq)
divided by theAVSFreqis larger than theninconf. The ultimate aim of AC algorithms
is to extract the complete set of rules that satisfyntlresuppandminconfthresholds in

order to build the classifier which is utilisealforecast test cases.

1.3.2 Solution Scheme

AC intends to achieve two goals, firstly to generate a set of rules that survive the
minsuppand minconfthreshold startindy scanning the dataset to fitlde set of the
frequentruleitems The set of rulesre then generated from these frequeigitems

and then a punning procedure will be invoked to evaluate the set of generated rules.
Secondly it selects a significant subset of rules generated in step one to construct the
classifier Cl for predicting tle class labels of previously unseen cases. Consider for

example the training dataset given in Table 1.1

Table 1.1 Example of a training data

_|

LOCO\IO’U'I-POOI\JI—\G

Attl

N

Class
cly
cl,
cl,
cly
cl,
cly
cly
cly
cly
cly

lulivlieliviiviiviieolelel(@)

< |<| =] =] x| x| =|E

=
o

The first step in AC approach is to discover the frequaeitemsstarting by the single
ruleitems(frequent 1 ruleitemg i.e. those that consists of only a single attribute value.
Frequentoneruleitemsare used for the discovery of potential frequisva ruleitems

and frequentwo ruleitemsare the input for the discovery of potential frequémee

ruleitemsand so forth. According to Table 1.1, and witinsupp30%, the frequerine

7



ruleitemsset is:< (Attl, C),cl;>, < (Attl, D), cl;>, < (Att2, T), cl;>. The disjoint
between them results in the frequiamb ruleitemswhich is T in this example.

1.4 Research Aims, Scope and Objectives

This thesis aims to accomplish a number of aims, as a first aimhekes thas the
tendency to produce an extensive literature review on common AC approaches with
more attention paid on two important phases, rule pruning and class assignment phases.
Approaches used in both phases have been discussed in details so thmareati@ct

some future trends in AC. hEse two phasebave been discussedue to their
importance in solving the two main deficiencies in AC apprptteh large number of
producel Class Association RuleiCARS) and the overfitting problems. The thesis also
aims to investigate the impact of cutting down the number of rules on the model
efficiency and effectiveness Minimising the classifier size will done through a number
of pruning procedures that evaluate thie hased orits coverage power witbr without

class correctness.

Most of the current A@lgorithmsare employing single high confidence ralgproach

for class assignment task, the thesis aims to disthissapproach analyseit and
examine the impactfe@mploying multiple rules to predict classes for test cases on the
classification accuracyBesides, the thesis aims to develop an AC model by employing
novel pruning and class assignment procedures. FurthermexteCdtegorisation (TC)
problem will be @&ploited and its main phases will be discussed. The developed AC
modelatthe previous stage will be adapted to TC problem and compared with other TC
classifiers form AC andlassicaklassification methods.

Lastly, after achieving the above mentioned aithe thesis will answer a number of

research questions:

1 If a rule is considered significant when its body is fully match a training case
body (left right sideyegardless to the class correctn@datching between the rule's
class and the training caskass)during the classifier learning step, does the accuracy
rate affected?

2. If a rule is considered significant when its body is partially match a training case

during the classifier construction, does the accuracy affected?



3. When employingmore than onerule (multiple rule§ to make prediction
decisions, does the accuracy positively affected?

4. Although AC often produces large number of rulesedthe effectiveness and
efficiencypositively affected when adapting&o TC?



1.5 Thesis Contributions

There are several achievements in this research work including the developiinent of
pruning, andneprediction methods. Another important contribution in this thesis is the
dissemination of an AC algorithm applicable to Pp@oblem and deals with both
structuredand unstructuredata. These issues and others are addressed in the following

subsections.
1.5.3 New five rule pruning methods

AC adopts association rule mining to discover frequent ruleitems and geassitef
candidate rulesiAssociation rulesonsiders all correlation between items in a database
since the objects in a dagdsare often highly correlatethe expected number of Class
association rules is often enormous; ranged into thousands, or ewdneds of
thousands when dealing with dense data like text data. Many of the produced rules are
redundant, misleading or conflicting with other rules. Not all of the rules derived during
the learning phase can hesed to form the classifieHence, triggeng pruning
procedures including Pagruning (Pruning before generating the set of rul@sil post
pruning (during the rules generatiobecome essential tenhancehe generated rules

and filter out such uninteresting ruleBatabase coverage pruningiylLet al ., 1998)

for instance discard all rules that doesn't correctly cover at least one training case
whereas Lazy pruning (Baralis et al., 2004) urging that pruning must be limited to those
rules that will wrongly classiy a trading case and keep athers. The former may
discards some useful knowledge due to the sever pruning procedure while the latter
often generates large size classifiers that need high computational loachéhisour et

al., 2010). In this thesisye introduce five new rule prurgn(PC, PG FC, FPC and
FPCQ in AC that construct accurate and moderated size classifiers. The proposed

pruning methods are discussed in details in chapter 3.
1.5.4 New multiple rule prediction method

The ultimate goal of any classification system is to builch@del (Classifier) from
labelled training data, in order to classify unlabeled data objects known as testing data.
Predicting the class labels of test cabgsAC can be one of two types, either by

predicting the class labels by the highest precedengéesule applicable to the test

10



case (Single Accurate Rule Prediction) or prediction class labels by multiple rules
(Group of Rules Prediction).However, the former suffers sometime from bias
classification sinceisingsingle rule prediction might favoune ruleto predictmost of

the cases that satisfies its conditi@iscussed irffurther details in chapter)3 In this

thesis, we introduce a new prediction metlsatled dominant Class (DC) whidiased

on group of rules. The proposed class assignment method is discussed in details in

chapter 3.

1.5.5 New AC algorithm (MCAR2)

Recent experimental studies (Liu et al., 1998) (Thabtah et al., 2006in (et al., 2008

in data mining revealed that AC builds more accurate classification models with
reference to accuracy than traditional classification approathesgeneration of large
number of rulesn AC makeit hard for enduser to maintain and understand the
classfication modelsWe present a new MulClass classification based on association
rule mining that significantly reduces the number of generated rtles.proposed
algorithms employ new evaluation procedures that consider a rule as significant rule if

its body partially covers the training case body.

Further, MCAR2 utilise group of rule in predicting a test daserderto avoid bias in
classification. For mulClass classification rules, we introduce An Enhanced Multi
class Classification based on ségiation Rules (MCAR2)".Chapter 4 discusses the
proposed, model in details and shows the experimental results against a number of
datasets from the UCI data repository. Experimental results show that MCAR2
outperforms popular AC and traditionalassificaion techniquessuch as C5.0 and
RIPPERRIPPER, C3\, CMAR, CPAR, MCAR and CBA.

1.5.6 Application of associative classification

In recent years, TC problem has attracted many researchers due to the availability of
doauments online, digital libraries and dagjitjournals. TC involves assigning text
documents to one or more pilefined categories based on the content (Antonie M. and

Zaiane O. 2003). Manual handling for TC is time and effort consuming. Despite the

11



exporential growth of text documentthere aredw AC research works on TC problem
such as (Antonie M. and Zaiane O. 2004) (Chen et al., 2005) (Li et al., 2007).

Most of the research works on TC problem are using traditional machine learning
approachesuch asSVM (Vapnik, 1995), decision tree (Quinlat993), and KNN
(Yang, 1999where aew attempts to tackle the problem of TC using AC including (El
halees, 2006) (Antonie and Zaiane, 2004) (Qian et al., 2005) (Chen et al., 2005).

In this thesis, the develop&® model has beeappliedto TC problem ly adding a pre
processing step to transform the data into a suitable form for learning. Extensive
experimental results against common English text benchm&&atdr's modgplit)

using the developedC algorithm (Discussed in chapter 4) revealed a conmpetit

results when contrasting with other algorithms from A.

1.5.7 Experimental study in testing and comparing the developed
pruning and prediction methods and the developed AC model with

other approaches.

In this thesis, we have performed a large number of erpats comparing a number of
classification approaches including, decision trees, rule induction and AC against
different benchmarks including binary, medtass and text benchmark problems along

with discussions in order to highlight the strength pointghe proposed methods.
Particularly, we test the proposed pruning methods, perdition method and the developed

$& PRGHO DJDLQVW ZLGH UDQJH RI 88plit GeDAWMAKKHWY DQ !
(Lewis .D, 1998) Thecriteria used irthe comparisons are time taking in building the

model, number of rules produced, classification accuracy, precision and recall and

breakeven point BERoachims, 1998 EPis the point where precision equals recall
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1.6 General Structural Design

Two models were designed and used in this thesis, AC model asdcilativeText

Categorisation (ATSinodel; both are shown fgures 1.1 and 1.2
1.6.1 AC model design

The AC model is working as followThe user selects the training dataset (text file
format) and then defines the required thresholiginum support and minimum
confidencg The AC system starts processing the training data by producing the
complete frequentuleitemssetand then produce theet of Class Association Rules
subset ofthese rules is selected (interesting ones) through evaluptaredure. The
selected rules are then ugedormthe classifier. Lastly, the classifier is applied on the
testing datasetn this thesis we developed MCAR?2 algorithm which mines single label

casegqeach case is assigned to one class label.only)
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1.6.2 Associative Text Classification model design

The proposed AC model is adapted to work on the TC problermalel is working as
follow; the user selects the training dataset (text file format), the dataset go through pre
processing phase that includes stop word elimination, terms extraction and weighting
The user defines the required thresholdsn{mum suppdrand minimum confidenge

the AC system starts processing the training data by producing the complete frequent
ruleitemsset (terms)and then &et of Class Association Rules. A subset of those rule is
selected (significant ones) to form the classifiestly, the formed classifier is applied

on the testing dataset (testing Documents which arproaessed as welln this thesis

we adapt the developed MCAR2 algorithm which mines single label classifiers to deal

with text data (Spars data).

Figure 12: ATC model design

14



1.7 Thess outline

This thesis consists of 6 chapters as follows:

Chapter One introduces the motivation, the research aims and objectives. The data
mining and AC are briefly introduced; thesis contributions and the used structural

models' design are demonstrated.

Chapter Two is literature review; the contents of the literature review focused on the
association classification approach by discussing the common approaches in AC along
with methods used at each step. Particularly, the common rule pruning and prediction

approaches in AC have been discussed.

Chapter Three demonstrates the proposed pruning and prediction methods and
highlights the Impact of rule pruning on the accuracy of the resulting classifier. Beside,
experimental study in testing and comparing the lbg@esl pruning and prediction
methods with other methods with respect to the classifier diassification accuracy

and model efficacy have been conducted.

&KDSWHU IRXU SUHVHQWY DQG GLVFXVVHV Wdass SURSRVI
ClassificationEDVHG RQ $V VR HMOARR)REXp&ientalstudy in testing
and comparing MCAR?2 efficiency and effectiveness with other Algorithms has been

conducted.

Chapter Five introduces text classification domain including, TC problem, TC phases
and the commorapproaches used in each phase. Further, based on approaches and
schemes proposed in previous chapters, Chapter 5 adapts MCAR2 to text classification
problem. To the best of the author's knowledge there are very few attempts in adapting
AC approaches to TExperimental study in testing and comparing the developed AC
algorithm with other classification approaches from AC and Traditional classification

approaches on TC has been conducted.

Lastly, Chapter Six summarises this thesis and contributiendwledge. A discussion

for the future work and directions is also described.
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CHAPTERTWO

RULE PRUNING AND PREDICTION TECHNIQUES

IN ASSOCIATIVE CLASSIFICATION

2.1 Introduction

It has been reported in many research wanktuding (Liu, et al., 1998J(habtah et al.,
2005 (Baralis, et al., 2008 Hao et al., 200§ Chenet al., 2012 that AC which builds rule
based models lead to notable improvemenis accuracy rateand effectiveness when
contrased with traditional classificationdata mining algorithmsThough, this approach

suffers from two main problems

1) The largenumber of the generated rules which mayitders of thousands or even
hundreds of thousandshen dealing with dese datasets. This oftaegrade the system

efficiency and expands training time.

2) Thebiased classificatioandoverfitting during the cassfication phase Rrediction)which

usually occurs due to relying @nsinglerule in predicting test data.

Normally, an AC algorithm operates itwo phasesthe rule generabn and the classifier
building. In the first phase, theet of frequentuleitemsarediscoveredandall rulessatisfying
the confidence thresholdre then created In the second phaseyles produced inthe first
phase are sorted according to certain parameters (Confidence, Support, etcthand
evaluated bypruning procedwg(s) to discard redundant and misleading rule®nly the

survived ruleof phaseoneare usedn the second phage form theclassification model

The scope of thishapteris to reviewcommonrule pruningand class assignmetgchniques

in AC mining andto show thé& impact on the classification accuracyn otherwords we
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intend to examine the impact of rule pruniagd prediction stepsn the classification

accuracy and efficiency within AC

There are different ways uség AC algorithms teevaluatethe set of generatedles during

the classifier construction stefpor instancethe CBA algorithm (Liu, et al., 1998utilize the
database coverageruning where rulescorrectly coveing a number of training cases are
marked as accurate rulaadinsertel into the classifierHowever, theL* algorithm (Baralis,

et al., 2004)claims thatrules pruning like databasecoveragenormally discardsuseful
knowledge, therefore keeping all generated rules ngaye more power tadhe produced
classifiers. In fact, their believe vassupported byn evaluation resuieported in (Baralis, et

al., 2004)which employs dazy heuristic that stordsvo kinds ofrules:primary andsparein

the classifierThe primary rules are those that cover certain training cases and the spare rules
are those whicldo not cover any training casehere a rule is added to the spar rufea

higher ranked rule covers correctly the selected rule training caSe@) rulesstored in a
compactset aiming to use them during the prediction step especially when no primary rules

cover a test case

There are other pruningchniques baseoh mathemats such asChi-squareX?) (Snedecor

and Cochran, 1989nd pessimistic errdQuinlan, 1993) Thesetechniques usuallgvaluate

the rules statistically byneasuring theorrelation betweerule body and the class it belongs

to. Chi squareX® tendsto discard all rules thatave negative correlatiorfaccording to a

scoring function)oetveen the rule body and the class label they conBagssimistic errors

used in decision trepruning such as CB to evaluate the nodes in thdecisiontree by
calculating its estimated error in order to decide whether to replace the node and its successors

with a single leaf or leave it.

In the last step of an AC algorithmssigninghe right clas$or atest case becomes the key to
success of the algorithm. There areany class assignmentechniquesthat have been
considered in the context 8fC data mining, some of which relying on one rule to assign the
class for the test case such@GBA(Liu, et al.,1998) andMCAR (Thabtah et al., 2005)n

this approachthe first rulein the classifieapplicable tohe test case classifiesOn the other
hand some AC algorithms reply on group of rules such as CMIARt al., 2001)andCPAR
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(Yin X. and Han J. @03) where all rules applicable to the test qaselictthe class labdbr a

testcasebasedn acertainscoring procedure.

In this chapter we review in details commopruningand predictiortechniques iPAC and
discussthe majorissues related tAC. Finally, common AC algorithms such as CBA,
MCAR, CMAR, etc are surveyed.

2.2 Pruning Techniques

A numter of pruningtechniqueshave beemsed in the context of dataining some of which

is adopted from decision trees, others from statistics sudPessimistic Error Estimation

(Quinlan, 1993)ChiSquare testingSnedecor and Cochran, 1988hese pruning techniques

are employed eithaturing rules discovery phase (FPeuning)such as3SHDUVRQYV FRUUHC

coefficient testingr(KarI Pearson 2003) or during the classifier construction phase (Post

pruning) such as Database coverageu( et al., 1998 and Lazy Baralis, et al., 2004 An

early pruning step take placdkd RUH JHQHUDWLQJ WKH UXOHV E\ HOLPLQ
passed theninsuppthreshold which may occur in the process of finding frequent ruleitems.

This section discuss the current pruning techniques employed by the associative

classification algrithms.
2.2.1 Database CoveragdasedTechniques

Rule PruningTechniques thatonsider the rul@s significantrule accordingto its coverage
capacityare called database coveragechniquesfollowing sectionlist them anddiscusgs

their working mechanisms.

2.2.1.1 DatdbaseCoverage

The database coverage is the first heuristic that has been appliBé\ (Liu, et al., 1998)0
selectarules subseto form theclassifier.Database coverageethod isasimple and effective
pruning methodit evaluates the complete setgégneratedules against the trainingataset

Figure 2.1 showsthe database coverage heuristiethodin which starting with the highest
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ranked rule, all training caselat fully covered by the rul@nd theclass is matchedre

marked for deletiofirom the training dataseind the rule getsputtedinto the classifierFor

a rule coveng notraining case (the rule body does fidty match any training case) then the

rule is discardedThe database covemagnethod ends whegither the training daset getss

totally coverecor thereareno more rules tbbeadded In the case ono more rules are left for
evaluation the remaining uncovered training cases are used to generate the default class rule
which represents the largest frequency cl@smjority class)in the remainingunclassified

cases.

It should be noted that the default class rulessedduring the prediction step in cases when
there is no classifier rule applicable to the test case. Lastly, before the database coverage
terminates, the first rule which has the least number of errors is identified as the cutoff rule.
All the rules after tls rule are not included in the final classifier since tbhé&gn produce

errors (Liu et al., 1998)Database coverage method has been criticized by (Baralis, et al.,
2004) since in some cases it discard some useful knowledge. Alternativelyrgedyatrich

classifiers often provide useful and rich knowledge during the classificatian step

Input: The set o$ortedrulesR and the traininglataseD
Output: The classifie€l
For each rule; in Rdo
Mark all applicable cases M that fully matchr; TV ER G\
If r; correctly classifies an caselin
{ Insertr; into Cl

Discard all cases iB covered by

}
If r, cover no cases iD
{ Discardr;
}
}
If D is not empty
{ Generate a defaultile for the largest frequency clasdin

Mark the least error rule iR as a cutoff rule.

Figure2.1 Database coverage Prunitgghnique
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2.2.1.2Lazy Pruning

Lazy associative algorithm@®aralis, et al., 2002(Baralis, et al., 2004) (Baralis et al. 2008)
believed that pruning should be limitedttee rules that incorrectly cover the training cases.
Only these rules that lead tmcorrect classificationon the testing casesare discarded.
Database coveragechnique discardany rule that unable to fully cover a training casel
class correctnesélternatively, Lazy basethethodstoreall rulesdiscarded by database like

The lazy rule pruningnvokedwhen the complete set of rules are discovered and ranked in
descending order in which longer ruleal¢s with more item#n its antecedentarefavored

over general rules. For each rgkarting from the highest ranked rpigits covercorrectly a
training case, it will benputtedinto the primary rule set, andl af its corresponding cases

will be deletedfrom the training dataseWhereas,fia higher ranked rule covers correctly
training case(s)hen itwill be inserted into the secondary rule é&pare ruleset) Lastly, if

the selected rulés wrongly coversany training case, it will be removed. The process is
repeated until all discoved rules are tested or the trainidgtasetbecomes empty. At that
time, the output of this lazy pruning will be two rules sets, a primary set which holds all rules
that cover correctly a training case, and a secondary set which contains rules thaeesver

used during the pruning since some higher ranked rules have covered their training cases.

The distinguishing difference between the database coverage and lazy pruning is that the
secondary rules seixtracted by the lazy method atempletely removed by the database
coverage. In other words, the classifier resulting from database coverage pruning does not
contain the secondary rules set of the lazy pruning, and thus it is often smaller in size than that
of lazy basedalgorithms. Ths is indeed an advantage especially in applications that the end

user can control and maintaime rules

Empirical studiesn (Baralis, et al., 2004), againathumber of UCldatasetgevealedthat

using lazyalgorithms such ak® and 3G sometimesachie\ed better accuracy ratean CBA

like algorithmsi.e. CBA2 and MCAR Lastly, we conclude that Lazy based algorithm are
often scores high in term of effectiveness but low in the efficiency due to the large classifier

sizewhich takes more time in genergirules and learning the classifier
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2.2.2 Long RulesPruning

A rule evaluationmethod that discards long rules (specific rules) that have confidence values
larger than their siget (general rules) was introduded(Li, et al., 2001) Generalrule with
highest confidence value is used to prune the specific tmegher words, it discardsiles
redundancy since many of the discovered rules have corshayedattribute values in their
antecedentthat often results imedundant rules partically when the classifier size becomes

large.

The first algorithm usethe long rules pruning was CMAR. et al.,2001).The set of rules
firstly ranked according to the confidence, support andleulgth, the rules arinen stored in

a CR tree structureA retrieval query over the tree is activateccheck whethearule can be
removed.Chi squaretesting isapplied m eachrule R: r; A, to determine whether; is
positively correlated withc or not. The algorithm selectonly rules thatare positively
correlatedto form the classifierThere are a number &C algorithms thaemploy this type

of pruning including ARGBC (Antonie and Zaiane, 2003nd Negative Rules\(Gtonie and
Zaiane, 2004)Experimentation results reported in (Li et al.,, 2001) shtves usingthis
pruning technique will positively affect the effectiveness when contrasted with other

techniques.

2.2.3 Mathematical basedPruning

Some mathematical based pruniteghniques havéeen proposedVost of them tendo

measure the correlation between different objectlecide whether they are correlated or not

2.2.3.1 ChiSquare Testing

The chi VT X D U H?) \Wrbp@ssd bfSnedecor and Cochran, 1988) applied to decide

whether there is a significant diffei@n between the observed frequencies and the expected
frequencies in one or more categories. It is defined as a known hypothesis that examines the
UHODWLRQVKLS EHWZHHQ WZR REMHFWV :LWWH®aDQG )UL
group of objects toesttheir independence or correlation is given as:

21



§= Where:

e is the expected frequencies and, i® the observed frequencies. When #ected
frequenciesand the observed frequencies are notably different; the hypothesis that they are
correlated is rejected.

This method has been used in AC to prune negatively correlated rules. For example, a test can
be done on every discovered rule, such:as\ c, to find out whether the condition x is
positively correlated with the class c. If the result of the test is larger than a particular
constant, there is a strong indication that x and ¢ of r are positivelglated, and therefore r

will be stored as a candidatrule in the classifier. If the tesesult indicates negative
correlation, r will not take any part in the later prediction andiscarded. The CMAR
algorithm (Li, et al., 2001) adopts the dguare testing in iteules discovery step. When a

rule isfound, CMAR tests whether its body is positivetyrelated with the class. If a positive

correlation is found, CMAR keeps the rutgherwise the rule is discarded
2.2.3.2 PessimisticError Estimation

Pessimistic error estimatiomas used in data mining within decision trees (Quinlan, 1993)
which decides whether to replace a stifee with a leaf noderao keep the subree. The
method of replacing a sttbee with a leaf is calledsubtree replacemerit The probability of

an error &a nodev is giving by the followingelation that defines the pessimistic error

Where

Denotesthe number of training cas#isat node v covers is the number of training

cases belonging to the largest frequency class atwnode

The error rate at suioeeST,

The subtreeST is prunedf

22



Pessimistic error estimatiotechnique has been exploited successfully in decision tree
algorithms including C4.5 and5.0 (Quinlan, 1998). In AC mining, the first algorithm which
has employed pessimistic error pruning is CBA. For a RJI&€€CBA removes one of the
attribute value in its antecedt to make a new rul& fithen it compares the estimated error of
5 fyith that ofR. If the expected error 0b §s smaller than that dR, then the original rul®

gets replaced with the new rutef

It should be mentioned here that CBA employs two ipigitechniquespessimistic error and
database coverage. Some studies reported that employing sever pruning procedures may
affect the accuracy rate (Baralis, et al., 2004) (Abumansour et al., 2010) (Thalatah et
2011)

2233 PHDUVRQTV &R efficid@d Tegihgk Q &R

3HDUVRQYV FRUUH O D YKafk FeaFsB12003) ishridthestatstita spprQadh to

measure the correlation between two objects. HMAC dSanyun, at.el.2010) is one of the
associative classification afgaches that uses this measurteAgenerating the set of CARs,

HMAC uses two pruningprocedures SHDUVRQYV FRUUprazédwe &@)FRHIILFI
redundant ruleafter the set of rules are being ranked according to the ranking procedure
(Sangsuriyun, at.el.20100$& VWDUWYV ZLWK 3HDUVRQYV &RUUHODWL
for every positive class rule RPC to measure the correlation strength between the rules
artecedent i.e. the items and the consequent i.e. the class Adlbriles with correlation

measure@ds below a predefined thresholdll not be considered in the classifi@iree states

could be found foaruler;, (1) the rule is said to be indepentidnthe correlationmeasure

between the antecedent and consequE&fl, (2) is said to be positively correlated if @1

and (3) negatively correlated ifE<0. Only the rules that are positively correlated are
consideredThe negative redundant rule pmmg procedurds applied since some rules could

share the same items in their antecedent.

$OWKRXJIK LW LV UHYHDOHG LQ WKHLU H[SHULPHQWDO UHV

result in gaining good accuracy results, it is difficult to valid#gtes as insufficient
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experimental results are available and much of the information relating to their generation is

absent.
2.2.4 Laplace Accuracy

Laplace accuracy (Clark and Bosly 1991) is a pogpruning methogdwhich is getinvoked
during the construmn of a rule.It used to estimate the expected error ratio of a rule
pip2.....fh : C, theexpected accuracy for a given ruliss calculated by the following formula:

Laplacer) = Where

(r) Indicatesthe number of training cases coveredrlwith classc, (r) is the number

of training cases matchimgTV F R Q G Livig R&QnUINQeE of class labels in the domain.
Laplace was adopted in associative classificatio€@BAR (Yin and Han; 2003)The method
invoked after the rules being generated and sorted, the expected error is calculated for every
rule in the set of potential ruleset, if the result above a predefined value the rule is then
discardedwhich ensure that only those rules with best expected accwvdlcpe used in
classification One disadvantagef the algorithm is that (theules areoften withless quality

than those generated bgther AC algorithm, the reason is that CPAR is using greedy
algorithm (FOIL) and rule is generated for the remaining cases in training dataset instead of

the whole dataset.

Experimental results reported in (Yin and Han; 20838}he basi$JCI repository showed that
CPAR which usgelLaplace accuracy algorithshowedpromising resultsvhen compared with
than CBA and CMAR.

2.2.5 Redundant Rule Pruning

In associative classification approaches, all of the attribute combinations are cahsisiex
UXOHTV ERG usediK MNdikgXi@ idiassifier may share somenitngiitems and as a
result, some specific rules might contain many general rules. The presence of the redundant

rules in the classifier could misleadingas the number of the generated rules usually huge.
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The method was proposed in (Li, et al., 200which discards specific rules that have a
confiderce value less than general rulthe method is working as follows: once the set of
rules being generated and sorted, redundant rule evaluation is invoked to discard all rules
where there are some genetaks with higher rank and i , This method notablyeduces

the size of the classifier

Redundant rule pruning method have been used in several associative classification
algorithms including CMAR (Li, et al., 2001), ARBC (Antonie and Zaiane, 2003JACA
(Tang and Liao, 2007nd contributed in enhancing their classification.rate

2.2.6 Conflicting Rules

In some datasets in which they considered dense datasets ofabmlltie. multiple class
labels associated with a training case, there is a possibility to have two rules with same

antecedenassociated with two different class labels, such as the following two rules;
andx: ¢, conflicting rules pruning metho@Antonie am Zaine, 2003) discards them and

prevent them to take any role in the classifier. Howewehas been reported in the
experimental resultby MMAC algorithm (Thabtah, et al., 2004) that such rules could

represent useful knowledge

To benefit from such tas, a recursive learning procedure have been developed by MMAC to
combines what so called conflicting rules into one rakiel rule. For the above two rules,

MMAC combines the two rules into the following mdiltibel rule:x : ¢4 Z cp.
2.2.7 1-prune

Item prune is a recent proposed mektho (Baralise and Garza, 20132)}Prune is a pre
pruning methodtends to mark uninterestingems based on interestingness measure
(correlation measures ehi Squaré 3/LIW~ 32 G@ndUrBridvé BR& and usenty
interestng items to build a high qualityles which will be used in building theassification
model Consequently, such earpruning stepwill reduce the numbeof generated rule as

well the tme taken for learning the classifier.
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Several AC algorithms such as CBA, CPAR, CMARand MCAR consider an item
interesting according to the support count. Alternativelprune selects only those are
frequent and correlatetb a class Given an itemi that is correlated to class, an
interestingness easure is given as follows: ifinterestegnesmeasuer(i,c)> predefined
thresholdtheni is selected elsthe item isdiscardedas soon as detectefissumd is a subset
of frequent anatorrelatedtems with respect to class only the rules thatontains interesting
items are generated. On the otland, {prune mayinadvertently discard some item that
might produce useful classification ruleslater stagesExperimental results shows that Chi
Square is the best correlation measure with regpeaffectiveness (Se@aralise and Garza,
2012 for more details).

Lastly, FPrune can be easily and effectively integrated with a number of Ac algorithms
especially those are Apriority based algorithms such as, CB®2 and MCAR

2.2.9 PCBA basedPruning

Class imbalancing problem has n@ceivedbig attention in the context of information
retrieval and data mining. Classifiers with Imbalance class examples may increase the

misclassification ratio (Liu et al., 2003 lienet al,. 2012).

To deal withclass imbalancing inGQhenet al,. 2012), PCBA pruning method was proposed
.Conventional A& algorithms used one fixesiinsuppand minconfwhich might be working
properly when dealing with balartelata but not for imbalanced one. Alternatively, the
algorithm uses differenminsuppand minconfvaluesbased on the rule distributicacross

clas®s.

PCBA adjuss CBA algorithm by proposing a new pruning method that filters the set of
deened CARs to be suitable to SBA algorithm which will letm better accuracy in cases
where clasgs are imbalanced?CBA have improved twaspects in the originaCBA (1)
adopting sampling method which usually used to adjust the confidence of the minority classes
that lead to enhancement ¢he ranking effectivenssand (2)decrease the level of class
imbalancingthatconsequently makes minority classes more common. There are two sampling
approaches 3 XQEBBRSOLQJ -Ba@fes Bu¢Hothe fact that owsampling might
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cause overfitting problems; PCBA adopt undersampling approach in adjusting the
confidence bthe rare CARs. When under sampling used during the ranking procedure it

controls the amount of positive rules by decreasing the anobuegative rules.

Second issue addressed in this wisrlsetthg multiple minsups and mincons thresholds
Setting single value iaot appropriatevhen dealing with imbalanced data since two problems
might occur; when setting the support to high value, it becomes impossible to locate those
rule from the minority clsses on the other hand, setting the support to a low value in order to
locate the rule from minority class will lead to a huge number of rules which need high
computational cost and might degrade. Hence, PCBA employed diffameisups and
minconé values the method adoptedfrom (Liu et al., 2003) wherethe system userare
required todefine oneminsupp called t-minsuppwhich changed according to the class
distribution

2.2.10Discussions

AC approach which buildslassification models by employing asstion rule mining often
producevery large numbers of rules where some of tteesignificantand others are o
Hence putting constraints on selecting the classification rules which is essential for a number
of reasonsl) the generated rulesften have manyof noisy, redundant and misleading rules
that shouldbe usedn the classification step. 2) the time takingbmilding the model for
classificationwould take much timand leadto increase theomputational cost3) having

some insignificant es in the classifiemay degradéhe classification rate.

In the previous section, the most common rule prun@apniques useth the context of

information retrieval and data minirftave been reviewed, strengths and weaknesses were
highlighted Some ofwhich is adopted from decision trees such as Pessimistic Error
Estimation, others from statistics such as,-6hf XDUH WHVWLQJ DQG 3HDUVRQ
AC such as database coverage and lazy pruning. These pruning techniques can be categorised
based orthe invoking period, Pr@runing (before learning the classifier) such abReEVR Q [V
correlation coefficient)-prune and Postpruning (during the classifier construction phase)

such as Database coverage, Lazy and others. Some of these algiatbntize general rules

(long rules) over specifibelieving that general rule implicitly contains the specific one and
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this will improve the model efficiency such as Database coverage and long rule pruning
techniquesothers have a different opinion, saying thiabgetechniques favoringyeneral
rules loss some useful knowledge by discarding some good specific rules such as lazy

pruning.

Generally,a rule pruning method either score well in reducing the time taking in learning and
classification(model efficiency)ra not for the classification rate (effectiveness) OR scoring
well in the achieving competitive classification accurday time taken will increasedvery

rare evalationtechniquesaccomplished both aims.

Based on empirical studies and extensive experimental results and the investigations on the
current pruningechniguesve can infer that there should be a traffebetween the classifier
size and the classification accurawshich can be accomplished byrfming classifiers
moderate sized. Next chapter demonstrates a number of ptesmgques thatan generate

moderated classifiers with competitive classification rate in a competitive exceptional time.
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2.3 Prediction Technigues

The last stepn the life cycle of any classification algorithim data miningis to assignthe
appropriate claskbelsto test cases. This step is called class predictiariags assignment
step Thereis a number oflifferentapproache$or classassignmentaskin AC mining, some
of which employs the highest ranked rule in the classifiersirgle rule predictiorfLiu, et
al., 1998) (Thabtah and Cowling, 20qTang and Liao, 2007pand others uses multiple rules
prediction, i.e. (Li, et al., 2001}Yin and Han;2003)(Thabtah, et al., 20}1

2.3.1 SingleRule ClassAssignmentMethod(s)

The basic idea of the one rule predictisimown in (Figure 2.2) was introduced in CBA
algorithm (Liu, et al., 1998). This method works as folloth&rules are sorted in descending
order according to confidence and support thresholeBA iterates over the rules in the
classifier and assigns the class associated with the highest sorted rule that matches the test
case body to the test case. In cases there are no rules matchesdhsetéstdy, CBA takes
on the default class and assigns it to the test case.

Input: Classifier R), test datasef®), arrayTr

Output: error rat®e

Given a test datd{,

test casés in TsDo

2 ruler in the set of ranked rulésDo

3 Find all applicable rules that matstbody and store them ifr
4 IfTr is not empty Do

5 Ifthere exists a rulethat fully matchess condition
6 assignfvV FOBVV WR

7 end if

8 else assign the default classto

9 end

10 emptylr

11 end

12 end

13 calculate the totalumber of errors of 5

Figure 2.2 single rule class assignment method
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After the dissemination of CBA algorithm, a number of other AC algorithms have employed
its one rule prediction method such as (Baralis and Torino, 2000), (Baralis, et al., 2002),
(Thabtah, et al., 2005), (Tang and Liao, 2007), (Li et al., 2008), (Kundu et al., 2008¢t (

al., 2009)

2.3.2 Class assignment based orrgup of rulestechniques

Single rule prediction methodperforms well especially when there is just @ne rule
applicableto testcasets. However,in cases whemore than one rule with close confidence
values is applicable to the test case, this methemmbmesguestionableand selection of a
single rule to make the class assignment is inapproptisiag all rules contributes to the
prediction decision in thesmses ignore appropriately. In the followingection the different

multiple rulesclass assignmem¢chniques ardiscussed.

2.3.2.1 Weighted ChiSquare Method

CMAR (Li et al., 2001)is the first AC algorithm that employed the statistical method
weighted ChiSquare lax $) for class assignment tas€MAR class assignment method
works as follows:

Giventestcasets, anda set of theranked rulesR, the subset of rule® that satisfiesthe test
case conditionis selected by the algorithm. If all rulesiRa have the identical clasthen that
class will be assignet ts. If the rules inR¢ associate wittdifferent classes, CMAR divides
them into groups based on the classes and computes thgitstwéeach groupThe grougf V
strengthis identifiedby dfferent parametersuch aghe support and correlation between the
rules in a groupi.e. (Max $). CMAR assigrs the classwith thelargest group strength the
test casds.

For a ruleR: , assumeSupporfCond represents the number of training cases

associated with rule bodZond and Suppofc) denotes the number of training cases

associated with class Also assume that representshe training dataset size. TMax( $)

of R¢is defined as:
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Max

, where

Experimental results reported ¢hi, et al., 2001) showed that classification procedures that
employ a group of correlated rules for prediction slightly improvecthssificationrate when

contrastedo othertechniques

2.3.2.2Laplace basedMethod

CPAR algorithm is the first AC leaimy technique that use@.aplace Accuracyto evaluate
the rules andissign the claskbelsto the test cases durimass assignment step. Once all
rules are foundrankedand the classifier constructednd a test casds) is about to be
predicted, CPR go overthe rule set and marks all rules in the classifier that may ¢aviér
more than one rule is applicable t§§ CPAR divides them into groups according to the
classes, and calculates the average expected accuracy for each group. Finallys twélcla
the largest average expected accuracy valassigned tts.

Laplace Accuracy has been successfully used by CPAR algorithm (Yin and Han; 2003) to
ensure that the largest rule(s) accuracy contribute in class assignment for tgsivicase
therefore could positively affect the classification accuracy. Fitcar (Cerf et al., 2008) is
another AC algorithm that employed the prediction procedure of CPAR which is based on
multiple rules. Empirical evaluation using differetdtasets fronCI repositoryrevealed that
algorithms that used Laplace suchGBAR algorithmachieves slightly higher classification

accuracy thaother algorithms such as CB#éecision treeand RIPPER
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2.3.2.3Dominant Class and Highest Confidence Method(s)

Two closelysimilar predictiontechniques thatse multiple rules tpredict the class labels for

WHVW FDVHV ZHUH SURSRVHG LQ 7KDEWDK HW DO
'RPLQDQW &ODVV" ZKLFK PDUNV DOO Unaiie Yés€0ase DUH D
body) to the test case, and then groups them according to class labels, and assigns the test case
the class of the group whidghvolve the largest number of rules applicable to that case. In

cases where no rules aapplicable to the tesase, the default class (Majority class) will be

assigned to that case.

7KH VHFRQG SUHGLFWLRQ PHWKRG LV FDOOHG 3+LJKHVW *L
W KRartlal ' RPLQDQW &O0ODVVS PHWKRG LQ WK HeapplicRhle Puz&) NLQJ L
LQWR JURXSV EDVHG RQ WKH FODVVHV +RZHYHU WKH 3+L
average confidence value for each group and assigns the class of the highest average group
confidence to the test case. In cases where no ruldesatice test case, the default class will

be assigned to that case.

2.3.3 Predictive Confidence

In class assignmerstep, theforemostweight consideredh selecting the right rulér class
assignment ishe confidencevalue However, (Do et al., 2005ygued that confidencehich
calculatedrom the training dat& not enoughaloneto discriminate among rule$hus there
should beother criterion for rule selection in prediction beside the confidence vahos
instarce, the Yredictive confidencémeaure thatused tofrom the testdataseiand for each

rule in the classifier.

The predictive confidencis the averagelassificationaccuracy fora rule r whenassigning
classes ttest data cas€onsider for exampla ruler;: , assume that there is
3A “parameterepresents theest casethatmatchingr; conditionand belonging to class label
c DQG 3%  Sippd3énts Weddt cases matching ontycondition Now, whenr; is
applied on the testatasetr; will FRU U HF W @\ t8&sUddsg4 Willv pfediction accuracy of
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(A/B) which is simply the confidence value af)(on the testdataset This is predictive

accuracy of the rule that $ideen implemented on a rec&@ algorithmcalledAC-S (Do et

al., 2005). his measure is employed to select the right rules for predidioperimental

results reported in (Do et al., 2005howed that AES algorithm is very competitive to
common AC algorithms like CBA, and CMAR.

2.3.4 Discussion

There is a definite advantagé using justsinglerule in predictingclass labels fotest cases
since only the highest applicable rule in the classifier has been used which is simple and
scores high wheit comes to the efficiencpneasurement-urther, the measure of choosing
therule for prediction representsligelihood that a test cadeelongs to the appropriate class
(Thabtah and Cowling, 2007INeverthelessutilizing just a single rule for class assignment
has beerriticized by (Li et al., 2001) (Liu et al., 2003) (Abumansgcet al., 2011)that there
could be multiple rules applicable to a test case with slightly different confidence values.
Besides for datasetshat are unbalanced, using just one rule mayrseiccessful sinciere

will be very large numbers of rules ftire majorityclass (lefault classpnd few numbers or

no rules for the minority classThus, some scholars, e(.yas et al., 2008)Y(in and Han
2003) (Antonie and Zdane, 2002) (Li et al., 2001) argue that making the decision based on a
single rule leas to poor results ansliggested using a group of rules for class assignment of

test cases.

The main advantage of using multiple rules for prediction is that there is more than one rule
contributing to the final decision, which greatly limits the chanct&awdring a single rule to
predict all test cases satisfying its condition. However, algorithms that rely on multiple rules
in classifying test cases such as CMAR and CPAR do not consider the independence of the
rules (Clark and Bswell, 1991) (Hu and Li2005)since during the training phase; cases are
allowed to be covered bsnultiple rules with different class labels; this may causkes
dependency and conflict§vhen a trainingcaset is used to generate many rules during the

rule discoverythen it ispossible that in the prediction step, more than onewitledifferent

class labels could be applicable to a test case sitoilar-urther, there is rule dependency

33



since once a rule classisi@ training case during the rule evaluation phaseptiér rules,
which have used this caseeimpacted. Agorithms that utilise one rule in the prediction step
may sometimes produce good classifiers, but assume that the higbestence rule is able
to predict the majority of test casestisfying its lody.

2.4 AC algorithms

2.4.1 Classification based on Association (CBA)

CBA was proposed in (Liu, et al., 1998) as the first algorithm which used association rules to

build classification systems. CBA starts by discovering the frequedeitems €Attribute

values>, Class}hatsurvived the predefinethinsuppthreshold. Then, alluleitemsthat pass

the minconfthresholdDUH FRQYHUWHG LQWR &0ODVV $VVRFLDWLRQ 5
7TKHQ" UXOHV &%$%$ UDQNV WKH &$5V DFFRUGLQJ WR UXOH!
uses the database coverage pruning to discard insignificant rules which might lead to incorrect
prediction decisions. Moreover, CBA employs the pessimistic error pruning to further

removes negatively correlated rules

Experimental results against a number of datasets for UCI reveled thap©BéAcedbetter
accuracythan classic classificatioalgorithnms. However,when it comes to class assignment

of test cases, CBA has been criticized as it is possible that there could be more than one rule
applicable to a test case with similar confidefideet al ,. 2001) Xin et al ,. 2003) Chenet

al., 2012)

24.2 Classification based on Multiple Association Rules (CMAR)

CMAR algorithm, proposed in (Li et al., 2001), use group of rules in predicting the class label
of test data. CMAR was developed in attempt to overcoméittzeprediction when relying

on one rle. CMAR used"Weighted Chsquare"to measure the goodnedistioe rules under

two criteria (1)the support and2)the class distribution in the training dafsee section
2.3.2.1)
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To overcomethe efficiency problemin training phase, CMAR adopted the efficient “FP
growth" algorithm (Han, et al., 2000) to find frequenteitemsand generate the rules. An
empirical study reported ifLi et al., 2001) showed that the effectiveness and efficiency of
CMAR are better than #hof CBA ona number of UCtatasets

2.4.3 Classification based on Predictive Association Rules (CPAR)

CPAR proposed byYin X. and Han J. 2003ttempts to solve a number of main negative
aspect in AC such as 1g¢ducingthe high computational cosud to the large number of
generated rules by adopting greedy method called "FOIL" (Quinlan and Jones, 1993) and 2)
to deal withoverfitting problemwhich occur due to employing the higionfidence rules in
predicting class labels, by assigning bestk rules that satisfies the test case.

In rule generation step, CPAR propost#tedictive_Rule_Mining (PRM)method which
modifies "FOIL". FOIL often generates a very small high quality -sede where many
discarded may represemiseful knowledge. Alternatigly, PRM generate larger set of
predictive rulesby keepingthe covered training cases from the training datas#éad of
discardingthem but decreased their weight by multiplying a factor. For each item, CPAR
compute its information gain after knowiritge information that stored iRNArray which

stores the following detail® & N values which indicates the number of negative and positive
examples that satisfies the rule's condition and the number of negative and positive examples
for each itenpi.e. P(p)N(p).

In classifying a test case, CPARJucemultiple rules for predictiomnduses the besk best

rules of each class in predicting class labels

Experimental studies showlsat CPAR improves the efficiency of the rule generation process
when compared with populaechniques likeCBA (Liu et al., 1998) and CMAR (Li et al.,
2001). However, a number of falls for CPAR when evaluating the rules and classification
have been reported in (Hao et al., 2009), elsgsth imbalanced distribution whenaw lead

to favoring the exaple with more rulesWhen classifying test cases by CPAR, each class is
treated evenly for examples whiclaynlead to wrong classification.
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2.4.4Multi -class, Multi-label Associative Classification (MMAC)

A few studies wereonducted on muHiabel (A case may belong to more than one class)
classification if contrasted with multlass (more than two classes in the dataset)
classification; The MMACalgorithm (Thabtah et al., 2004) considers the problemnwfi-

label data inAC. It comprises three steps: rules generation, recursive learning to learn the
classifier and class assignment. As a first step, MMAC scans the training dataset once to
discover the frequentuleitemsand generates the complete set of CARs from theses item
through employindgast intersections method calldid-list (Zaki and Gouda, 2003)n the
second step, MMAC pceeds to discoveules that pass thainsuppandminconfthresholds

from the remaining cases in the training dataset until no further frequieitems can be

found.

The set of candidate rules (CARs) are generated and ranked according to their confidence,
support, cardinality and class distribution frequennyMMAC, The class labels are ranked
based on their distribution, for example a rul@ssociated with two labels and I, |1
precedesl, if it has a higher presentation in the trainidgtaset Hence,the ruler is
represented in the following form:: |1 él,  The set of rules is tested against test data after
being evaluated on theaining dataset by using Database coverage method (Discussed in
22.1.1).

The class assignment procedure in MMAC is simple, In classifying a test case, starting with
the first rule in the classifier, the first rule satisfies a test case classify itrifBepéalresults

on 28 differentdatasets(Merz and Murphy, 1996) showed that MMAC algorithm is an
accurate and effective classification technique, highly competitive and scalable in comparison
with other traditional and AC approaches such as PART, RIP&ERCBA.

2.4.5Multi -class Classification based on Association rule (MCAR)

MCAR algorithm which proposed in (Thabtah et al., 2005) consists of two steps, Rule
generation and classifier construction uses an efficient approach for discovering frequent

ruletems MCAR emgdoys a rule ranking method tensure detailed rules with high
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confidence are kept for classification. In the first phase, MCAR pass over the training dataset
once to discover frequentriileitems and then combine-ruleitemsto produce candidate

ruleitemsinvolving more attributes i.e. of size two and three and so forth.

MCAR finds frequentuleitemsof sizek by appending disjoint frequent itemsets of dize

and intersecting their rowlds. The result of a simple intexsedietween rowlds of two item

sets gives a new set which holds the rowlds where both itemsets occur together in the training
data. This set along with the class array, which holds the class labels frequencies and was
created during the first scan, can lsd to compute the support and confidence of the new

ruleitemresulted.

MCAR adds upon previous rule ranking approaches a new criterion that looks at the class
distribution frequencies in the training data and prefers rules that are associated eldsshe

with more frequency, e.g. If two rulas,andr,, have the same confidence, support and size,
butr, is associated with a class that occurred more frequently in the training data than that of
r;, MCAR selectg; onr; during the ranking step. Irases all criteria the same, then MCAR
selects one randomly. After generating the set of candidate rules, MCAR invokes the rule
evaluation procedure which was adopted form (Liu, et al., 1998).. Lastly, in classifying a test
case, MCAR starts with the firstile in the set of ranked rules, the first rule applicable to a
testcase classify it. In case no rule from the set of ranked rules icalplglito the testase

the default (Majority) class will be assigned to the test case.

Performance studies on amber ofdatasetérom UCI data collection indicated that classifier
produced by MCAR is highly competitive when compared with traditional classification
algorithms such as RIPPER and C4.5 in term of prediction accuracy. Furthermore, MCAR
scales well if conpared with popular AC approaches like CBA (Liu et al., 1998) with regards

to prediction power, rules features and efficiency. On the other hand, we believe that MCAR
can perform well if it would reconsider the pruning method; the current method used by
MCAR losses representative knowledge in some cases due to the sever pruning procedure
used in the evaluation step (Baralis, et al., 2002). Furthermore, several research works
including (Vyas et al., 2008) (Yin and Han 2003) (Antonie anthde,2002) (Li etal., 2001)

provide evidencethrough empiricaktudies thatnaking the decision based on a single rule
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(such as the one adopted in MCAR) leads to poor results and suggested using a group of rules

for class assignment of test cases.

2.4.6Class basedAssociative Classification CACA

CACA proposed in (Tang and Liao, 2007) adopts vertical data representation for frequent
item discoveryto enhanceclassification efficiency and effectiveness. CACA works as

follows:

Given a training datasd@twith M classes, CACA stasby dividing the attribute values for all
classes into smallek ones for each class in to narrow the searching space. All frequent
itemsets are transformed into vertical data represent&tiagenerating the rules and learning

the chssifier simultaneously, CACA stores and ranks the generated rules in an Ordered Rule
Tree that ofCR-Tree in (Li et al., 2001). For each rule generated,dhiisfies the predefined
thresholds, its attributes values will be stored as nodes in thEr€&Rvhereas the last node in

the leaf stores the rule's information such as class labels, support and confidence. Nodes
placed closer to the head are higher priority than those a bit below. Once a rule is generated
and stored in the Cfree in arankedorder, CACA checks whether this rule is redundant or

not, if so thenthe rulewill be discarding In classifyinga testcasethe firstmatchedrule is

used

Experimental results suggested that CACA performs betteterm of accuracy and
computation time than MAR (Thabtah et al., 2005) on a number of datasets from UCI.

2.4.7ACCF Associative Classification based on Closed Frequent Itemsets

Li et al. , 2008) proposed a new method, called ACCF. An Itemset "X" is a closed frequent
Itemset in a data set S if nooper supeitemset Y such that Y has the same support count as

X in S, and X satisfies minsupp. This method extends an efficient closed frequent pattern
mining method called Charm to discover all frequent closed itemsets (CFIs) and their tid sets
(zaki andHsiao GJ, 1999). This would help in the generation of the CARs. The experiments
on 18 data sets from UCI repository (Merz and Murphy, 1996) showed that ACCF is
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consistent, highly effective at classification of various kinds of data sets and has better

average classification accuracy in comparison with CBA.

2.4.8Lazy based associative classification

Eager associative algorithms extract the set of CARs form the training data Whity AC
algorithms ) proposed in (Baralis, et al., 200@)uce specific rules for each test case by
projecting the training data only for features then the set of CARs is induced, ranked and only
the best ones are uséazy pruning methodised inL3 discards the harmful rule that leads to
wrong classificatioryield two sets of rules wimeinvoking the classifier for predictiarone is

the set that contains the high quality rules which considered for classifi¢ttiose are
correctly cover training casegj all rules in this set failed to classify a testedbken the
second set of rules that contains rule usually discardedthsr AC algorithms is used,
Several versions of lazy based approaches have been developed (Baralis, et al., 2002, 2004,
2006) each of them was fixing some deficiencies in its predacg&aralis, et al., 2008) is

the recent version that employs compact form for representing rules which will be used later

for generating the set of rules.

L3 Learn the classifier through two steps (1. Classification rules mining that exploits the
compact representation to perform rule mining with very Minsuppvalue, the process of
mining the rules yield a high quality selection to be used in the evaluatem (2.
Classification rule evaluatior.’classifiers believe in the rule rich classifiers because they
often provide useful and rich knowledge during the classification step. Hehapproach
reduces the pruningmount byusing confidence, cksquareto discardneither representative

nor correlatedules.

L® classifierhastwo levels of CARs, Level | thatontains rules thiacorrectly cover training
casedduring the learning stepnd level llthat stores the compact rules. The classifier starts
with first rule in level | set, if a rule matchedsait classify it. Incase no applicable rules in

level | then level Il is considered

Experimental evaluation using real and synthesitasetshows that® slightly improves the
classification accuracy en contrasted with other existing AC Algorithms. However, isfill
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spent more time than otherCAalgorithms during the learning and classification steps due to

the rich learning complexity

2.49 Hierarchical Multi -Label AC using Negative rules HMAC

Hierarchical MultiLabel AC algorithmwas develogd in (Sangsuriyun, at.el.2010). HMAC

XVHV QHJDWLYH UXOHV LQ SUHGLFWLQUDWKE BXROMY @HERY
rule that have more than one class in its consequent suci\as?’sé 3QHJDWIla¥od DVVRF
UXOH" *DQ HWivéh@ rule R:Ra is the rule antecedemthich isa combination of

three itemsX: positive itemsN: negative itenand NP: negation of positive items arRt is

the rule consequent which can be one ofdhyges toqg PC: positive classNC. negative

class ofNPC. negation of the positive class means none simultaneous presence of classes; a

negative rule can be givexs2 =\ 2 ?

After generating the complete set of rules (CARs), HMii@okes the ranking procedure

based on a number of parametdfaneasure Jaccard Support ActOcc and rule length

HMAC replaced the confidence parameterfyneasureJaccard In evaluation the set of

rules, the algorithm then fires two pruning proceduy SHDUVRQYfV FRUUHODWI
procedure (Section 23.3) and (2) redundant rule pruning (Sectiad3). The classification

usesonly those rules that are not redundant argpositively correlated. Lastly, in classifying

a test cases, its compared with the set of ordered rulestsiimatchesa rule positive class

without any rules negative class it classify it, if failed to match any rule then HMAC moves to
WKH QH[W UXOH VHW LI VWLOO GLGQTW PDW BgsigheQ.\ UXOH
$OWKRXJK LW KDV EHHQ UHSRUWHG LQ WKLY DUWLFOH WKI
good accuracybut it is difficult to validate this as inadequate experimental results are

available and much of the information relating to tigeineration is absent.
2.4.10 Probabilistic CBA

Very rare since very little attention was paid@tass imbalancingSBA (Liu et al., 2003)
introdued a scoring mechanism for training cases in order to revedikéteodto that the
case belongs to rare class. Although SBA employs pessimistic error estimation measure to

perform pruning, but still the number ofles is large and resulting in complication upon
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scoringprocedureNew AC algorithm called PCBAroposed newpruning methodGhenet

al., 2012)aiming to improve CBAaccuracyof rare data cases. As discussed in sectidri 2.

CBA deal only with Class association rules of the féAm %avherel is the set of items and

is the class. filese CARs are then ranked @aating confidence, support amdle generated

first. It should be noted here that CBA ranking procedure is adequate only when classes are
evenly/ semi even distributed (Balanced data). On the otheritmwadanced data when tested

often degrade the claisation accuracy.

CBA produce Classifier such th&@=(ri, r, rs,....., Defult_clas} where the first class
applicabe to the test cases classifylit. cases where no rules apgphcable CBA assign the
default class to the case. Alternally, SBA is introducegbrobabilistic classifier that assigns
score for each case &S+\ J4)? where eachdi is mapped to a real valu& <. The

Following equation€ L < ., R =denoted that each pair d?.(Classifier and threshold

t) definesa binary classifier. Figure 2ekplain the PCBA algorithm steps.

Input: tminsupp dataset D.
Output; Set of CAR¢hat form C

D rew=Undersampling D),
Computeminsupp(p), minconf (p),minsupp(n) and minconf (n)
R, conf (undersampling )J=CBARGD, minsupp(p), minconf (p),minsupp(n) and minconf (n)),
Sort R based on Conf (undsampling)
For eaclr in Rdo
Temp=a
For eachdin D do
If d applicable ta condition then retrievd.id in tempt and mark.

©CoOoNOOA~MWOWDNE

}
If r is marked then
11. insertr into C.
12. Remove all cases those in tempt from D.
13}
14. }

[ERN
=

Figure 23: PCBA algorithm

Evaluation on six imbalanced dataset (benchmarking and real life applications) is conducted;

results revealed that the pased algorithm performs better than C5.0 and SBA.

41



2.5 Summary

In this chapter, different AC algorithntzave been revieweds summarizedin Table 2.1
Different approacks used in each algorithrmcluding rule discovery rule ranking, rules
evaluationand classissignmentThe effectiveness for their model, the issue of efficiency has
been discussed too. Research studies on AC to date have been focused on the general
classifications problemsncluding the exponential growef the rules geerated by AC
algorithms, biaslassificationwhen assigning classes to the test ca8#sA C algorithms

aiming to construct an effective classifier that overcomes the above mentioned issues

In AC context, many algorithms have been successfully addpterbnstruct effective
classifiers such as CBA, CMAR, CIRAMCAR, HMAC, where only the accurate, positive
and significant rules are kefar classification. 8metime the discarded rules may represent a
useful knowledge which domaimserscan make use ohem (Baralis et at., 2008)or the
highly correlated datasets, there should be additional ranking criteria beside the confidence,
support, length and rule generated first in order to discriminates rule and reduce or eliminate

the random selection.

Rule evaluation (Pruning) procedurese usel to reduce the sizef rules ad minimize the
possibility of oveffitting. Further, several & algorithms have adoptechorizontal data
representationApriori for instanceaequiremultiple passes over the databaseriherdiscover
the frequent ruleitems which may degrade the system efficiency andcessitatehigh
computational cost. Alternatively, other CA algoritrms have adopted vertical data
representation which requiresly one pass over the databasérnd the ®t of single frequent
items,and therfrequentruleitemsof sizek by appending disjoint frequent itemsets of dze

and intersecting their rowlds. This indeed reduces the CPU time.
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Table 2.1: summary of AC algorithms

Algorithm Pruning Method Prediction method Reference
CBA - Pessimistic error. Maximum likelihood (Liu et al., 1998)
-  Database coverage
CMAR . Chi-squarg(X?). Multi-Label CMAR (Li et al., 2001)
-  Database Coverage.
- Redundant rule
CPAR - Laplace Accuracy Multi-Label CPAR (Yin & Han, 2003)
MMAC -  Database coverage Maximumlikelihood (Thabtah et al., 2004)
MCAR - Database coverage Maximumlikelihood (Thabtah et al., 2005)
CACA - Compact set. Maximum likelihood (Tang and Liao, 2007)
- Redundant rule
ACCF - Pessimistic error. Maximum likelihood (Li X. et al. , 2008)

database coverage

Lazy Based AC

Lazy pruning

Lazy Maximum likelihood

(Baralis, et al., 2008)

ICPAR - Laplace Accuracy Multi-Label ICPAR (Hao et al., 2009)
HMAC - BHDUVRQYV &R| HMAC positive rules (Sangsuriyun, atl.,2010)
Coefficient testing Maximum likelihcod
- redundant rule pruning
PCBA - PCBA pruning SPAprobabilistic (W-C et al., 2012)
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CHAPTER THREE

THE PROPOSEDRULE PRUNING AND CLASS

ASSIGNMENTAPPROACHES

3.1 Introduction

AC is anapproach which integratessociation rulanining and classificatiorio improve
the performance of traditional classification algorithms in regards to predictive accuracy
A number ofstudiesincluding (Li et al., 2001)(Yin and Han, 2008 (Thabtah, et al.,
2004)(Thabtah, et al., 200%)i et al., 2008)(Niu et al., 2009fevealed thafC approach
is able to derive more accurate classifigr@n traditionalclassification techniques such
as decision trees (Quinlan, 1993), and rule induction (Cohen, 1995). How&ver,
approach sufferproblems such athe exponential growtlf rules sincein association
rule mining all the correlations among the items and the class are discaseratbsThe
large number of rules makes humans unable to understand or maintain., idettice
down the number of those rules by imposing prurpngcedures to discanedédundant,
noisy and misleading rulesand keep the significant onesertainly becomesvery

importanttask

Therehave been many attempts intending to minimize the size séifitas formed by
AC approaches, mainfpcusedon not allowingrules either misleadingredundannoisy
from participatingin forecastingestcases in the last stepan AC algorithm Discarding

such rules can make the classification processeaccuate

Another common problem associated with the class assignments of test €dass

assignment task iIAC algorithms is performedften by a single dominant rule. This rule

44



is usually the highest sorted ruler the test case (The rule body mattie test case
attribute values). However, there could be multipd@atchedrules in the classifier
contained within the test case which makes applying one rule in prediction highly
undesirable.

This chapter isaiming to investigate the rule prunirend class assignmestefs in AC

mining in order to

a) Eliminateunnecessary rules in the evaluation-stép against the trainirgptaset
when constructing the classifier.

b) Enhance the class assignmefaiccuracy rate)by utilizing group of rules
procedurethat in the class assignment decision and therefore improving the

classification accuracy.

Particularly, and for pruning stepwe developdifferent rule pruningproceduresand
implement them withira new developedC algorithm called MCAR (See Chapter 4)
These pruning proceduresire tested against collection of datasets fromthe UCI
repository(Merz and Murphygandthencompared with other existing prunipgocedures

in AC such as the database coveragel Lazy pruning The ground bases of the
comparisons ar¢ghe number of ruleslerivedand the classificatiomate The proposed
pruning procedures use the concepts of full and partial match for considering the rule

significant during the procesd constructing the classifier:

DEFINITION 3.1: We sy that a ruler partial coverstraining caset if r contains at

least an item in its antecedent that exists in
DEFINITION 3.2: A ruler fully coverstrainingcaset if all Ritems are irts.

For class assignment, weoposenew methodthat relieson a group of ruleso make
predictiondecision. This enables timeultiple rules in assigning the right class for the test
case which consequently may enhance the prediction rate. Experimental results in Section
3.5 using datasets from UCI reposioreveal that usinggroup of rules prediction
methods such as tlenesproposedn section3.4 generate more accuraa@d powerful
classifiers if contrasted with single rule class assignment methods such as those employed
by CBA, and MCAR AC algorithms.
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3.2 TheProposedPruning Approaches

As mentioneckarlier in the previous sectipthe proposegruningproceduresims to (1)
Cutdown the number of ruleg2) Examine the impact of pruning on classification
accuracy.Two criteria were considered when evaluating a rdiging the classifier
construction First, the correctness of the rslelasswith that of the training casand
secondhe type ofmatchingbetween the rule body and the test case attribute valbes.
second criterion means whether the evaluated rule body is contained within the test case
fully or partially. We have considered both criteria in different rule pruning procedures in

order to come out with the procedure that has the least negative efféassiners.

Partial matcing occurs wherone of the attributealuesof a rulematches at least one

item of atraining casel. Someother proposed pruningrocedures consider that beside

the partial matching the correctness ofdlessRi.e. the class ahe rule must match that

of the training caseand that ofT class such*3DUW LD O &&)M1irhtdisdussed in
Section2.2.1.1 Other pruning procedure does not require the correctnél<laks and

that of T class to overcome the problem of overfitting the training dataset sutB BsU WL D O
&RYHUDJH &R UUHKAONRE havwe Dwestighted all cases of partial matching,

and full matchingn both scenarios:

1) The necessity of class correctness between uleectasslabel and the training
case claskbel. And 2)And without class correctness

The main reason for considering partial matching wioeming the classifieis to give a
chance for more rules tparticipate in theclass labelassignment of testaseswhich
accordingly may enhance the accuracy rate since moreaharruleis usedin the
prediction In this section we showthe impact of considering partial matchiagd class
correctnes®n the classification accuracy rate. mstregard, therare severatesearch

questions in which thishapterattemps to answer

X  Whena rule body is fully matdhg a training casearethe accuracy ratand the
classifier sizeaffected?Here we investigate two scenariogith class correctness
andwithout checkng the clasgorrectness.

X  Whena rule body is partially matahg a training case during the classifier forming,

are the accuracy ratand the classifier sizaffected?Here we investigate two
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scenarios (class correctness, without checking the class)
X Is it essential that theaming case class must match thatahdidate rule class in

order toconsiderthat rulewhen formingthe classifier?

In thischapter we proposdive newrule pruning proceduresvo of them employartial

matching, oneemployfull matchingand two use both criteria (Hybridpartial coverage

pruning proceduréPC) considers partial matching between the evaluated rule and the
training case withoutequiring class correctnesbetween the rule class and that of

training cas€Sedion 3.2.1.1). On the other hanBartial covering with class correctness

(PC® considers partial matat but requires class match between the rule taed

training case's class to consider the rule as potential (8detion3.2.1.2) For full

matching PURFHGXUHV 3)XOO &RYHUDJH ™ )& QHFHVVLWDWE
contained in the training case without class correctness requiré¢Bection 3.2.1.3)
3)XOGBDUWLDO &RYis&ydrid medidd consideasrule as significant if it is

full matchinga training case bodyf failed to cover any from the training dateen it

checks the rule applicability based partial matching without class correctnesiserion
(Section3.2.21). Finally, 3)XOO 3DUWLDO &RYHUDJH?&sRslhila FW O\ &O
to (FPC) pruning procedure hitinecessitates classrrectness (Sectidh2.22).

In this section, we present the proposed pruning methods along with an example to
explain each method.able 32 shows an example of rule based model consists of fifteen
candidate rules that were produced by an AC algorithm called CBA (Liu, et al., 1998)
usingminsuppandminconfof 2% and 40%, respectively, from theitiag dataset shown

in Table 3.1
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Table3.1 Exampledata from weather dataset

Outlook | Temperature | Humidity Windy | Play/Class
1 sunny hot high false no
2 sunny hot high true no
3 overcast hot high false yes
4 rainy mild high false yes
S rainy cool normal false yes
6 rainy cool normal true no
7 overcast cool normal true yes
8 sunny mild high false no
9 sunny cool normal false yes
10 rainy mild normal false yes
11 sunny mild normal true yes
12 overcast mild high true yes
13 overcast hot normal false yes
14 rainy mild high true no

Table3.2 Example of a ruldased model (potential rulesdm weather dataset

RulelD Rule Rule Rule
RuleDesc Support Confidence | Rank

1 True Ayes 0.214286 | 0.5 13

2 High ~mild /es | 0.142858 | 0.5 14

3 False"highes | 0.142858 | 0.5 15

4 High Aho 0.285715 | 0.5714 12

5 high’rue4ho 0.142858 | 0.6667 10

6 high”hot Ao 0.142858 | 0.6667 11

7 falsehotAyes 0.142858 | 0.6667 9

8 False/Ayes 0.428572 | 0.75 6

9 Cool Ayes 0.214286 | 0.75 7

10 Cool*normal&yes | 0.214286 | 0.75 8

11 Normal Ayes 0.428576 | 0.8571 5

12 Overcastiyes 0.285715 | 1 1

13 normal*sunny®yes | 0.142858 | 1 3

14 hot*sunny/ho 0.142858 | 1 4

15 high*sunny4ho 0.214286 | 1 2

Before pruning starts, alkandidaterules are rankedin descending order ager the

following rule ranking procedure
Given two rules:r; andrs,

(1) r1>ry, if rphasahigher confidence thamn.

(2) If confidence is similar for both rulethenry >r, if it hasahigher support.
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(3) If the confidence and support values are the samefihen if it has fewer numbers

of itemsin its antecedent thathat ofr.

When we apply the above rule sorting method of the rules withloteB.2, Rule IDs 12

15 have the same confidence but RuleliDis ranked higher due to its larger support

thanRule ID-15. For rules13-14, theyhavethe same confidence and supgpaluesand

we must skect one randomly in this case sinweth rules have similar lengtbonfidence

and support valuesn chapter 4section(4.2.3 we addanother new criterioealled rule

class frequency in the training data set to distinguish further between rules. In this case,

Rule ID-13 has a higher ranthanthat of Rule ID-14 since it is ass@ated with class

3<HV® LQ 7DEOH ZKLFK KDV ODUJHU IUHTXHQF\ WKDQ
"<HV®  IUHTXHQF\ LV DQG LW LV ODUJHU WKDW RI 31R" ZK

The proposed rie pruning methods group the ruleso two main groups, onen Single

criterionPruningandone basean two critera; two criteria Pruning

3.2.1 SingleCriteria Pruning

We present three pruningroceduresn which they use single criteria, these apP€;
Partial PC* and FC. Discussionson eachprocedureare given in the following sub

sectionsFollowing section demonstrate the proposed pruning methods:
3.2.1.1Partial Coverage(PC)

The basic idea of PC prunirfghown in kgure 3.1), is that aruler is consideredadded
to the classifier)f at least onetem ofits body iscontained in the training casegardless
the class correctnes€onsider therules in Table 3.1, rq1, (Overcasiges)is the highest
ranked ruleWhen appling that rule on the training cas€gable 3.2) in the PC pruning
we find thatit coverscases 3, 7, 12, 13sor;,is added intahe classifier andases3, 7,
12, 13areremovedfrom the training set. We proceed with the second rankedg,le
found it's applicable t@even remainingasesn the training data sefi( 2,4, 8, 9 11,

14), we addhisrule into the classifier and remove the covered cases

We proceed to the next ranked rules} (14) and we seleat;3 since it 5 associated with

larger frequency class thap. All training cases covered by this ruéeg. (Cases 5,6,10)
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are deleted and the rule gets inputted into the classifier. The training data set becomes
empty onceriz got inserted and we output the classifieEventually the resulted
classifier using this pruning method will contahreerules,(r12, r1s andris) since these

rules cover all the training casad/e stop learning when either all rules are used or all
training cases got coveredere, we stopped at thiird round as all training cases were

covered.

Input: Training data sét and Set of Ranked Rules R
Output: Classifieh
1 5% sortR);

2 ruleriin 59
3 Find all applicable training casesTrthatmatchri TV F R Qe L
at least one item af's condition inti
Insert the rule at the end bf
Remove all training cases Thcovered byri.

else

4
5
6
7 Discardri and remove ifrom R
8 end

9

Nextr
Figure 3.1: PC pruning method

3.2.1.2Partial CoverageCorrectly Classify (PCY)

The basic idea athe PC® pruning (shown in Fgure 3.2) is that arule r is added to the
classifier if at least one item of it®dy isfound inthe training casartially match) and
that the classof the rule is identical the training caskass Consider Table 3.2 and
starting from the top ranked rule ), when applyinghis rule on the traininglata set of
Table 3.2 andaccording toPC’, we find that it is applicable to cas€, 7, 12, 13)and
ZLWK VLPLODU FO By, gadiBgt@Y intahe \Classifier andall of its
covered cases aremovel from thetraining setWe proceedo the secongortedrule ID
(r15), we foundit coverscasesl, 2, 8 and 14 sothe rulegets insertednto the classifier
andits covered caseare discarded. Weontinue tothe next rule ID (r13) and apply it on
the training data setnd remove its training cases (5,9,10,TT)e next rul€s) IDs (14,
ri11 r10,re) have ndraining casesoverage so they will be discarded. The next iDI€rs)

(FalseAyes coversa singletraining case 4 so it gets inputted into thassifierand the
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nexttwo rulesiIDs (rg, r7) have no coverage so they are discardée last rulehat tobe
considered by?C’ is rule ID ¢s) and at that time thpruning procedure terminates and

only Rule IDs (12,r15,r's, 's) are the classifier russand all other rules are discarded.

We stop learning when either all rules sgstedor all training casegot coveredHere,

we stopped wheall training cases were covered and four ruleg, 145 s rs) have not

even been tested on the training data set since their training cases are covered by higher
rankled rulesr, ry r3 ra). It should be notethat some rules have been deleted since they
were unable to cover any training data case even when they have been testegrhe. (

r10,r9,3, I4).

Input: Training data séft and Set of Ranked Rules R

Output: Classifieh

1 5% sort®);

2 ruleriin 59

3 Find all applicable training casesTrthatmatchri TV F R QVghe L

at least one item af's condition inti andri is correctly classify

4 Insert the rule at the end bof

5 Remove all training cases Thcovered byri.
6 else

7 Discardri and remove ifrom R
8 end

9 Nextr

Figure 3.2: &2 pruning method

3.2.1.3Full Coverage (FC)

This pruning procedure is listed Fgure 3.3in which arule r is consideredignificant

ruleif its body (attribute valuesgll within the training caséull matching) regardlesthe
classcorrectnesof the rule with that of the training casee HWV UHYLVLW 7DEOH
apply the FQoruning on it to generate the classifier. Starting withtdipesortedrule (r12),

the training caseghat are associated with this rule are73 12, 13so ri, is marked

significant and its associated training cases are removed. The process continuous and
rules €15, r13) has database representation and precisely cover training casgsg(1

(9,11) respectively. These two rules get marked as significant rules and their training
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cases are deleted from the training dataset. Therakxtr14) has no dataoverage so it
will be discarded and the next rul@ (r;1) has two data coverage in casesg510 so it
will be significantrule and its cases get removed. The followtwg rules IDs (109)
have no data coverage and they are deleted andléhtD (rg) has one data coverage (4)
so it is marked as a significant rule and its covered training case is discardddstThe
rule that hadatacoverage is rule IDr§) which has one data coverage (cddg. All
remaining rules are discarded since the trainfaga become empty. This pruning

procedure producessignificantrules classifierrz ris ris ris, rs).

We stop learning when all rules are used or all training cgsesovered. Here, we

stopped after evaluating eleven rules

Input: Trainingdata sef and Set of Ranked Rules R
Output: Classifieh
1 5% sort®);
2 ruleriin 59
Find all applicable training casedTithat fully matchri fV FRQGL
Insert the rule at the endhof

Remove all training casesTinovered byri.

Discardri and remove ifrom R

3

4

5

6 else
7

8 end
9

Nextr
Figure 3.3: FC pruning method
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3.2.2 Two Criteria Pruning

In this section we presetwo pruning methods that combine two critenben evaluating

the candidate rules
3.2.2.1Full & Partial Coverage (FPC)

This is a combination of the FC and the PC pruning procedures in which each candidate
rule is checked bywhether there are training cases that fully match the tleases
wherethe candidate rule is not fully contained within any traincage therthe PC
pruning will be invoked in which any partial matching is accepted. Lastly, in cases where
there is ndull or partial similarity between the candidate rule body and any training case
the rule will be discarded. It should be noted that in the hybrid pruning of FPC the class

similarity condition is relaxed.

When applying the FPC method on Table23rule ID (r12) andconsides it against the
training datafour case (3,7,12,13) a¥ covered by this rule, those casal be deleted
andfrom the training data set and the rulenigutted into the classifieThe next ranked
rulesIDs (ri3, r15) are appliedand both cover certain numbers of training cdbese are
(1,2,8,9,11)s0 they will be added into the classifier and their caskd¥e removed from
the training dataseThe procedure proceeds with rule (i) and found out that this rule
is pruned gice it does not cover any cases.

The nextrules IDs (11, r's) covercases (56, 10, (4) respectively and therefore both get
added to the class#i and their cases get removed. The procedure then picksreutes (

ry) and found out that these rules have no training cases coverage so it discards them.
Lastly, one case left uncovered in the training daasel4) and rule ID1(s) and at this

time the training data becomes empty. Thus, the FPC output the classifigr whic

represents six rules.

The FPC pruning procedure terminates whkmules argestedor the training dataset is

empty
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Input: Training data sét and Set of Ranked Rul&s

Output: classifieh

1 ruler ® 59

2 ifr fully match atraining case then

3 Insert the rule at the end lof

4 Remove all cases ificovered by;

5 else if partially match at least a single case then
6 insert the rule at the end lof

7 Remove all cases ificovered by,

8 else

9 Discardand remove ifrom R

10 Nextr
Figure3.4: FPCPruning Method

3.2.2.2 Full & Partial CoverageCorrectly (FPCC)

The FRCC pruningprocedureshown in kgure 3.5 is similar to FPC hybrid method with a

slight differencethat FPCC pruning invokethe full match or the partial matcthat
necessitateslass similarity between the rule and the training case. When a rule such as R

is evaluated, FPCCKHFNV ZKHWKHU WKHUH LV WUDLQLQJ FDVHV V
body is fully within any training case), if the test turns up to be true then R will be
inputted into the classifier and all of its related cases get delétlbd.test turns up to be

false, the partial matching procedure of Sec8dh1.2gets invoked and applied against

the training cases, and we repeat the same process for the next ranked rule.

After applying the FPCC pruning on Table 3tXurns out that the resulting classifier
contains six rules similar to the FPC pruning procedure. These results are restricted to this
example only (Table 3.1) and often both methods produce different results. Finally, this
pruning procedure terminatashen all rules areevaluatedor all training casesre

covered.
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Input: Training data séft and Set of Ranked Rul&s

Output: classifieh

1 ruler ® 59

2 if r fully match a training case and Correctly classify it then

3 Insert the rule at the end lof

4 Remove all cases ificovered by

5 else ifr partially match at least a single case then and the class is matched
6 insert the rule at the end lof

7 Remove all cases ificovered by

8 else

9 Discardri and remove ifrom R

10 Nextr

Figure3.5: FPCCPruning Method

Table 3.3 lists the rule that have been inputted to the classifier after applying each one of
the proposegruning procedureshich already has been discussed in each section above.
Also the final classifier islescribedThe impact of applying each pruning method will be

demonstrated in section 3.5.1

Table 33: selected rules when applying the proposed pruainthe data in Table 3.2

RulelD PC PC FC FPC FPCC

12 3,7,12,13| 3,7,12,13| 3,7,12,13| 3,7,12,13 3,7,12,13
1,2,4,8,

15 9,11, 14 9,114 1,2,8 9,11 9,11

13 5,6,10 1,286 9,11 NA NA

14 NA NA NA 5,6, 10 5,6, 10

11 NA 5,10 56,10 |4 4

8 NA NA 4 NA NA
NA NA NA NA NA

10 NA NA 14 NA NA

7 NA NA NA 14 14

5 NA NA NA NA NA

6 NA NA NA NA NA

4 NA NA NA NA NA

1 NA NA NA NA NA

2 NA NA NA NA NA

3 NA NA NA NA NA

Total Rules

in Cl 3rules 4 rules 6 rules 5 rules 5 rules
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3.3 Impact of rule pruning on classification accuracy

As mentioned beforeAC employs association rule mining techniques in discovering the
frequent itemset in transactional databases, where often the latter gelaegatesmbers

of potential rules. Dealing with suatense datavithout siting someconstraints on the
rule discovery and generatistepsor invoking appropriate pruning skiltsftenresults in

a very large numbers of ruld3iscarding redundant, noisy and those rules lead to wrong

classification and preventing them to take any roldaesifiers becomes essential.

Some associative classification algoriththat employ database coveragiech as CBA
(Liu, et al., 1998 prefergeneral rules oveahe specific ones and oftéimey produce small
classifiers (in term of the number of rules papating) unlike other techniques that

employ Lazy Pruninguch as £ (Baralisi, et al., 20P) which often form big classifier

Consider 6r instance the experimental results against two UCI dattastetst the impact

of rule pruning on classification accuracy#jazy pruning algorithm df*, the (database
coverage, pessimistic error) approach of C8Ad our proposed methodResults are
generated usingninsuppof 2% andminconf40%. The numbers of rels produced by
Lazy pruning ofL> RQ WHene 3 D QDiabetes dataset are 6999 and 9847
respectively, witttlassificationaccuracies 085.15% and78.3%%, respectivelyDatabase
coverage ofcBA derives only74 and40 rules from the sanuataset with Classification
accuracies 082.8% and74.5%, respectively while one of our pruning that adopt partial
coverage derives 108 and 96 from the same datasets with classification accuracy of
83,72% and 81,32%The abovementionedesults indicatehat approachesemployng
database coverage and/or pessimistic error pruning teseld@otgeneral rules antbrm
small classifiers which are need low computational cost but less acc(ragyet al.,
1998) (Thabta, et al., 2004)

Generally; smalklassifiers are prefred by human experthie to the fact thahey are

easy to understand and maintain. However, small classifiers suffer from some dsawback
including, their sensitivity talataset that contain redundamformation and missing
valuesand theirlack of allity to cover the whole training dathazy pruning methods
used inL® which producelarge classifiersanslightly enhance the classification accuracy

in some cases but on the expeokthe computational cost and tinmeboth, learning and

predictionphasedue t the fact that Lazy pruningethod keep the spare rules to cover
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any test cases not covered by the primary set of rdlesre should be a tradsdf
between the classifiersize and the classification acuracy Our proposed pruning
methodstake both aspects into consideration, thiiemd to choose specific rules and
produce smaller classifier when comparing with those of lazy pruning and often slightly
larger than thos@roduced by approacheses database coverage and/ or pessimistic

error.
3.4 The proposed predictionapproach (DC)

Predicting the class labels afpreviously unseen dafgestdatg is the primary aim for
classificationtaskin data mining. Generally, predicting the class labels ofdattsein

AC can be categorised into two main groufise prediction procedure basedamerule

such as those used @BA (Liu et al., 1998) and MCAR(Thabtah, et al., 20@&yks as
following, the first rule applicable to the test case classify it. Wheread#ded on group

of rules in other gorithms including CMAR (Li, etl., 2001) and CPAR (Yin X, l.,
2003)wherescoring based methods amploysfor group of rules before predicting the

test cases. The main advantage of ugigip ofrules for predition is that there is more

than one rule contributing to the final decision, which greatly limits the chance of
favouring a single rule to predict all test cases satisfying its condition. However,
algorithms that are rely on multiple rules in classifytegt cases such as CMAR and
CPAR do not consider the independence of the rules (Clark and Boswel),(H29and

Li, 2005), since during the training phase; cases are allowed to be covered by several
rules with different class labels; this may cause rdegsendency and conflicts. In other
words, when a training casas used to generate many rules during the rule discovery,
then it is possible that in the prediction step, more than one rule with different class labels
could be applicable to a test casmifar to t. algorithms that utilise one rule in the
prediction step may sometimes produce good classifiers, but assume that the highest
precedence rule is able to predict the majority of test cases satisfyimgdits In this

sectionwe discuss the praged prediction method.

The proposed prediction method will be discussed in this section along with an example
to consolidate the ide&€onsiderthe set of rules in tabld.4 that have beederived by
MCAR (Thabtah et.al2005) with Minsup and Minconf of 20% and 40% respectively.

The basic idea of the proposed prediction method that shown in Bdliseto dioose

the majority class amonittpe set of high confidence, representative and general rules in
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the set of rule®. In classifying a test case (linge, ihe proposed method counts the class
label of all rules that fully match the test case body (line 7), anduiagthe class with
the larges count (line 10)to Ts. In cases where no rule matches Tigecondition, the
default class will be assignedttee test Ts (line 8).

Input: Classifier (R), test data set (Ts), array Tr
Output: Prediction error rate Pe

Given a test data (Ts), the classification process works as follow
1 testcasets Do

2 Assign=false

3 rulerin the set of ranked rulesBo

4 Find all applicable rules that match ts body and store them in 1
5 If Tris not empty Do

6 If there exists a rule r that fully matches ts condition
7 countperclass +=1

8 else assign the default class to ts and assign=true

9 end

10 if assign is false assign the dominant class to ts

11 empty Tr

12 end

13 compute the total number of errors of Ts;

Figure 3.6: Dominant Class prediction method

Table 3.4: A rulebased model

ID | Rule confidence

1 Sunny&Hot-TempAStay in 100%
2 Hot-Temp AStay in 92%
3 Sunny AStay in 76%
4 High-Humidity A£Go out 65%
5 Its-windy & Rainy AStay in 65%
6 Not-Windy A5o out 50%
7 Its-Windy A£Think 50%

Table 3.5: Testase

| ts| Hot-Temp, ItsWindy, Sunny Low-Humidity |

To describehis method, consider the test caBewnin Table 3.5 the subset of rules that
are applicable tts is shown in Table.6.To classifyts, we count thepplicablerules per
class,we found that'stay ir' class haghe largest count sewe predict class§Stay in" for

ts.

Table 3.6: Applicable Rules fds

ID Rule confidence
1 Sunny &Hot-Temp/AStay in 100%
2 Hot-Temp AStay in 92%
3 Sunny AStay in 76%
4 High-Humidity ££Go out 65%
7 Its-Windy A£Think 50%
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Following section discusses the empiricgildy and analysifor the derived results

3.5 Evaluation and Experimental Results

In this section, different pruning methods are compared with proposedoruning
methodg(discussed in sectioB.2 with respecto the classifiesizeand accuracyate A
number of different datasest from the UCI data repositorflave been used in the
experiments. Three pruning methods are comparéd tive proposed pruning methods:
Database coverage (Liu, et al998) lazy pruning (Baralis and Torino, 2002) and
pessimistic error estimation (Quinlan, 198Vhe bases of comparison are the number of
rules and accuraagptederived bythe AC algorithmshese aré ® (lazy pruningmethod,
MCAR (database coverage pmg method and CBA (pessimistic error and datske

coverage pruningnethod.
3.5.1 Results andDiscussion

Table 3.7 depicts the number of rules derived when the proposed pruning methods and
three different pruning approaches are employed. The results @irdhesed pruning
methods in Table 3.7 have been derived using new enhanced version of MCAR algorithm
cdled MCAR2 (Chapter 4).Table 3.7 indicate that algorithmsvhich employ lazy
pruning like L*, generate largenumberof rules due to keeping rules that even cover a
single training case in the classifias well as addingules which have been never
selected during the learning phase to the spare rules into the cla3sikedatabase
coverage eliminates the spare rules and that explains its modgzateclassifiers.
Specifically, MCAR and CBA algorithms generate reasonable size classifiers if compared

with L3, which enables users to benefit from.
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Moreover, CBA algorithm, which utilises database coverage and pessimistic error

Table 3.7Number of rules produced by the proposed pruning methods and other pruning methoc

(Database The proposed methods

Coverage,

Pessimistic | Database | Lazy
Data Error) Coverage| pruning PC| PCCC| FC | FPC| FPCCC
Breast | 47 67 22183 | 60 | 69 63 |77 |78
Cleve 74 102 6999 56 | 108 107 | 103 | 105
Diabetes | 40 93 9847 35 | 96 99 | 102 | 106
Glass 29 39 11061 |21 |43 41 | 47 | 47
Heart 43 80 40069 | 29 |81 83 |85 |85
Iris 5 15 190 33 |15 17 |16 |17
Labor 17 16 7967 12 | 21 23 |27 |27
Led7 44 158 5860 91| 154 176 | 162 | 166
Pima 40 93 9842 38 | 89 97 | 103 | 103
Tic-tac | 28 28 41823 | 13 | 28 31 [35 |35
Wine 11 51 40775 |9 |56 61 |65 |65
Z00 5 9 380921 |[° |9 12 |15 |15

pruning methods, cuts down further the size of the classifdtexnatively,the proposed
pruning methods take both aspects, classifier size and classification accuracy into
considerationwhich tend to choose specific rules and produce smaller classifier when
comparing with those of lazy pruning and often slightly larger than thastuped by

approaches uses database coverage and/ or pessimistic error.

Table 3.8 shows the classification accuracy flatabasecoverage,and pessimisticerror
(CBA), database coveragdone(MCAR), Lazy pruning(L®) and our proposed pruning
methodsof MCAR2 againstnumber of datasetsfrom UCI repository The results
revealed that the competitive classification accuwaay obtainedising the proposedile

pruning methods.

One of the key reasornsehind thisappears to be that the proposed algorithneroft
derived more rules thathme other onesThis alsosupport (Baralis and Torino, 2002) in
their conclusions concerning those algorithms that use database coverageorand
pessimistic error estimation are often discards some useful knowletlige incrase in
classification rate suggests thetmoving unnecessary rules not only reduce rules
redundancy but also justifthe slightly growth of prediction power for the proposed
algorithmthat employed the new pruning methad®r otherAC algorithms.
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Table 3.8:Classification accuracy after applying the proposed pruning methods and other pruning methods

(Database
Coverage,
Pessimistic| Database | Lazy
Data Error) Coverage | pruning PC pC? FC FPC FPCC
Breast 95.85 96.1 95.99 96.3 96.77 96.3 95.8 95.79
78.39 80.06 81.32 78.4 78.5 78.53
Diabetes 745 78.96
Glass 76.53 77.6 77.57 78.37 77.79 79.3 77.6 77.2
Iris 93.91 95.49 93.33 94.61 95.99 96.7 93.9 93.91
Labor 94.99 89.92 92.98 90.01 89.93 88.7 84.3 84.32
Pima 75.23 77.8 77.99 77.65 78.93 77.5 77.3 76.32
Tic-tac 98.76 99.23 99.48 100 100 100 99.5 99.45
Wine 94.96 95 97.19 97.43 96.98 97.7 95.5 95.54
700 97.78 95.15 93.07 96.43 95.77 96.5 94.5 94.53
Average 86.48 86.96| 87.18 87.47 88.06 87.62| 86.08| 85.96

The wontied-loss records of PC method against database coverage & pessimistic error of
CBA, database coverage, and lazy pruning methods are (10, 0, 2), (8, 0, 4), (8, 0, 4)

respectively with +0.99, +0.51, +0.29 increase in accuracy respectively.

On the ober hand, théC’ won-tied-loss records gainst the abovecholarsare (10, 0,
2),(10, 1, 1),(9, 0, 3gspectively andavith +1.58, +1.1, +0.8&ccuracy increase. Further,
the wontied-loss records oFC and FPOmethod against the above mentioned methods
are(9, 0, 3),(9, 0, 3),(8, 1, 3) and (7, 1, 4),(2, 1, 9),(4, 2reSpectivelywith +1.14,
+0.66, +0.44and-0.4, -.88, -1.1in accuracyrate Finally, FPCCwon-tied-loss records
against the above mentioned methads(7, 2, 3), (2, 1, 7), (4, 1, #epectivelywith
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Figure 3.6: Accuracy rate for the three scholars against the proposed pruning methods



accuracyeffect by-0.52,-1.0,-1.22 respectivelyFigure 3.6 demonstrates the impact of
the proposed pruning on the classification rate by showing the relative classification rate

for the above scholars against the proposed pruning methods

Referring to Figure 3.@vhich depicts the accuracy results when employing the proposed
pruning methods and other algorithmddthough FPC and FPCC pring methods scores

lower than hose of CBA, MCAR but still they shows a competitive accuracy rates whe
contrasting with the above scholars. Further, the time taken to build the classifier when
employing FPC and FPCC is less than time taken in MCAR. In other words, these two
pruning methods scoreshb low in the accuracy rate but scores high in the mgime

and this is due to the fact that each rule covering more training cases and thus learning
step finished faster; as we know, the learmpnacesss stops either when rralesare left

or all training cases are coverdelgure 3.7 depicts the avemgime taking(in ms) in

building the classifier when employing the proposed pruning method and that of MCAR

(Database@verage) when applying on a number of datasets form UCI.

Referring to the research questiansntioned earliein this chapteland in the light of
revealedresults it should be noticethatconsidering theule if its antecedent is partially
matched willhave no negativeccuracyimpact on the final classifiesince only the
significant rules are selectednd inputted in the classifieDatabasecoveragebased
methodssuch as (Liu, et al., 1998) (Thabtah, et al., 2q@ang Niu et al. ,2009refer

the general rules and requiaefull matching between the rule's body and the training

caseclass matching as wellternatively, PCandPC’® pruning methodsonsider aule

1.600 Avergae runningime
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Figure 3.7: average running time of the proposed pruning method3eaaablase Coverage
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significant if its condibn partiallycoverthe training case.

Accordingto the results revealed ifable 3.8 wecan see thahe most of theproposed
pruning methodsavebetter impact on the classifier accurdlegndatabase coveragad
pessimistic error estimatiowhich results in constructingompetitive classifigs with

respect to Classification ragés well the time taken in constructing them

3.6 Summary

The numbes of rules that can be generated in tf@ning phase of AC miningften large
and accordingly leatb some drawbackge hard maintenance of the classifier and user
interpretation There are two issues that must be addressed in this cases. tDaesuch a
large number of rules could contain noisy information whichuldbomislead the
classification processAnother is that large set of rules would make the classification
time longer this could be an important problem in applications where fast responses and
accurate prediction are required. In this chaptehaweeintroduceddifferentrule pruning
methods in AC talevelop a competent AC model tlahieves mediumseizesclassifiers
with competitiveclassificationrate Moreover,a new class assignment procedure has
been proposed which employs a group of rules predittidarther improve the decision

of class prediction by a single rule.

We conducted experiments annumber ofdatasets selected from UCI repository with
reference tothe numbers ofrules generatechind accuracyrate using the MCAR2
algorithm (Chapter 4) As per the revealed results in the previous sect®@%pruning
method has outperformed all other methocluding the databaseoverage, the
pessimistic errorand thedlazy and other proposed methods

Next chapterintroduces the proposedAC model where PEpruning method and the

dominant class prediction method are employed.
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CHAPTER FOUR

MCARZ2: AN ENHANCED MULTI-CLASS

CLASSIFICATION BASED ONASSOCIATIONRULES

4.1 Introduction

Although recent research works showed some superiority of AC over traditional
classification approaches many AC algorithms including CBA (Liu, et1898),
CMAR (Li et al., 2001), MCAR (Thaiah et al., 200band(Baralis, et al., 2008tend

to produce large numbers of rules. This is mainly because the learmgnlganism
employed by AChat useall relationships among attribute values and the class value
to discover regularities in a form of simpleTlhen rules. This may produce massive
numbers of rules many of which are redundant, misleading or contradictory. The
primary motivation of this wdkr is to develop a new AC algorithm that contain
appropriate pruning procedures in order to 1) cut down the numbers of rules derived in
classifier and 2) not negatively impacting the classification rate of the classifier. The
outcome ishe newMCAR?2 thatcontains a novel pruning and prediction procedures
enhancing a known AC algorithm called MCAR. Section 4.3 we highlight the main

differences between the proposed algorithm and the original MCAR.

The proposed algorithm uses a new pruning method (Abumartal, 2010) that
evaluates each rule by considering its coverage against the training data set and
keeping only those that has training cases coverage without requiring class matching
between the training case and the rule. We show later in 4.2 Bighatuning method
reduces ovefitting and generates less number of rules if contrasted otitar AC
algorithms like MCAR. Furthermore, MCAR2 not only reduces the classifier size by
discarding unnecessary rules but also improve slightly upon the jpoediciwer. In

particular, the new prediction procedure overcomes problems associated with single
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rule prediction methods that utilise one rule to classify test cases satisfying its
condition (Left hand side) during prediction step. In this context, thisideaf class
assignment of test cases will be based on multiple rules satisfying its condition instead
of a single rule

This chapter discusses the details of MCAR2 algorithm including rule discovery, rule
sorting, rule pruning, and prediction proceglufhe proposed algorithm intends to
show the impact of rules pruning on classification accuracy and intends to enhance
the classification rate and efficiency of AC algorithms by dealing directly with these

two problems.
4.2 The MCAR2 algorithm

The proposed algorithm (shown in Figure 4.1) consist of two main phases, rules
production and classifier construction. In the first phase, MCAR2 scans the training

dataset a single time to find frequentuleitem and recursively combine ruleitems

found inthe current step to derive frequentrideitems and so on. Any frequent

ruleitemthat has enough confidence is created as a rule. Once all rules are generated,

a sorting procedures usedto discriminate among rules according to different rule

criteria ILNH UXOHYV FRQILGHQFH VXSSRUW DG OHQJIW
constructed from the set of sorted rules in which only rules which has an appropriate

training data cases are stored in the classifier.

MCAR?2 algorithm deals with nominal and contingaattributes in which continuous
attributes are treated using a discretisation technique. In this cdh&Xntropy
based discretegion method (Fayyad and Irani, 1993) has been employed. Briefly, all
training instances associated with a continuousbateiare sorted in ascending order
along with their class values that linked with each instance. Then,-poaats are
placed at every time the class value is changed and to calculate the Information gain
(IG) (Witten and Frank, 2000) for each possibledkpoint. The IG signifies the
amount of information needed to assign values of the classes given bypakitsy

At last, the brealpoint that minimises the IG over all possible breakmomts is

chosen and the procedure is started again for the atttiteute values.
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The frequent ruleitems discovery and rule generation of MCABEks as follows:
Consideing the training samples in Table 4.1. MCAR2 discovers the frequent
ruleitems from the input data sehd hen from these frequent ruleitemsgenerated

the class association rules (CARs) which are simplyhin rules.For discovering
frequent itemsetour algorithm scans the training dataset to find freqlienteitems,
those that consist of only a single attribute value. Fredquenleitems are used for
the discovery of potential frequentr@leitems, and frequentr2leitems are input for
the discovery of potential frequeBtruleitems and so forth. The frequent ruleitems
procedure terminates once no more frequent ruleitems are discovered from the
training dataset. According to Table 4.1, and WwitinSuppequals 20% antMinConf
equals 70%, the frequeft ruleitemsset are: < €Attl, C), CL1>, (Attl,C), CL2> <
(Att1, D), CL1>, < Att2, T), CL1>, < Att2, T), CL2>, < (Att2, Y), CL1> with support
frequencies (3,2,3,3,2,3) respectively. There is no frequentieRems in this

example since after

Input: Training dataet {T), MinSuppandMinConf
Output: classifier@l)

ScanT for the set  frequentl- ruleitem

While

(Figure4.2 for the generate functign

}
f Item(s) nF
Generateules as Anteceden®&
Rank(TempCLS)(Figure 3).
Cl  EvaluateTempCl onT (Figure 4.9
Output CLS
Figure 4.1 MCAR2 algorithm
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Table4.1: example ofitraining data
RowID Attl Att2 Class
1 cly
Cll
C|2
Cll
Cll
Cll

OO |NO|OA[W|N

m|o|o|o|o|o|o|o|o]o
—[N[=<|< ||| x| =]x|H

[EnY
o

Joining frequentl ruleitem and counting their frequency in the training data set
(Table 4.1) all have failed to survive tMinSuppthreshold and got discarded. The
generation of the rules is a straightforward process that relies oMiti@onf
threshold once the complefeequent ruleitems have been discovered. The rules

generated from Table 4.1 are and .Those simply

representgorrelations among attribute values and class values that hold confidence

above theMinConfthreshold.This is the second goal of the algorithm.

Once theset of rules are generated from the frequeigitems as shown in the
example aboveMCAR?2 invokes the sorting procedure shown in Figurg té.
discriminate among rules. Then, it selects a significant subset of rules to construct the

classifier which latterly will be tested in predicting the class labels of test cases.
4.2.1 Training Dataset Representation

Data in AC can be represented in onéwad layouts includingvertical and horizontal.

Many previous AC algorithms (Liu et al. ,2001) (Yongwook and Lee, 2008) (Kundu

et al., 2008) (Niu et al. ,2009 ) have used the CBA (Liu, et al., 1998) horizontal data
layout. There are fewer A@lgorithmswhich have adopted the vertical data layout,

e.g. (Thabtah et al., 2005) (Li et al., 2008). A data in horizontal layout contains a
group of records, where each record has a unique ID and a list of objects contained in
that record (Liu, et al., 2001). Havingighformat in an algorithm requires multi
passing (scans) over the training data set when finding the frequent itemset at each
level, this may lead to a highly computation cost (Zaki and Gouda, 2003) (Thabtah, et
al., 2010).

Unlike data in horizontal forntadatabases in vertical layout consist of a collection of
columns that contain an item followed by a list of row identifiers stored in a data

structure known as iadd LVW WKDW VLPSO\ FRQWDLQV WKH LWHPTYV
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data set. Empirical stuel including (Zaki and Gouda, 2003) (Thabtah, et al., 2005)
(Li X. et al., 2008) showethat the vertical layout is more efficientrigpresenting an

input data because support counting of ruleitems are facilitated by fast intersections
between theuleitems'tid-lists. A study by (Li X. et al. , 2008) revealdtht for long
transaction databases, the vertical format reduces the number of 1/O operations.
Another study (Vo et al,. 2009), whichmvestigates the integration of different AC
approaches with datase systems, revealed that vertical approaches are shown to
perform better with reference to I/O time than horizontal oDespite the advantage

of vertical data representation, when the cardinality of théstidbecomes wy large,
intersection time écomelonger, his happens particularly for large and correlated
transactional databasg&ki and Gouda, 2003). Vertical data layout has been adopted
to represent Training and classification data sets in MCAR@etailedexample of

data transformation urgy vertical data representatiashownin the next section.
4.2.2 Frequent Ruleitems Discovery and Rule Production

MCAR2 employs an intersection method called vertical mining adopted from MCAR
(Thabtah, et al., 2005) for generating the complete set ofemigit The algorithm
iterates over the training data set to count the frequenciesutdéiiems from which it
finds those that passes thBnSuppconstraint. During the scan, frequentrileitem

are determined, and their #idts are stored inside a data structure in a vertical format.
Any ruleitem that fails to pass tiinSuppthreshold is discarded. MCAR?2 utilises the
(Generate Function) showim Figure 4.2 to find frequentruleitems of size k by
merging disjoint frequent itemsets of siz& and intersecting their tilists. The result

of an intersection between the-tigts of two ruleitemsgives a new tidist, which
contains the row numb&mwhere bothuleitemsappear together in the training dataset.
This new tidlist can be used to compute the support and confidence of the new

ruleitem resulted from the intersection.
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Generate Function
Input: A set ofruleitemsS

Output:A set  of produced ruleitems

Do
For each pair of disjoint itenig I,in SDo
If (<I; %d,>, c) passes thminsuppthreshold
if (<l; %d>>, c) passes thminconfthreshold

end if
end if
end
end

Return

Figure4.2 MCAR2 Rule discovery algorithm adopted from [18]

Consider for insance the following items formable 4.1, <(Att1,C)>, <(Att2,T)>;

their occurancies are represented by the followng sets {1,2,3,4,8} and {1,3,5,6,10}
respectivly. The new iteghi.e. 2 rule item < (Att1,C,), (Att2, T)>suport can be
determined by getting the intersection of titklists sets for the items(Att1,C)>,
<(Att2,T)>, the resulting sdfl,3) represent the rows where both items occure together

in the training dtaset. If the support of ther@le item passes thdinSuppthreshold

then itsa candiate for a rule's condition.hbse items will pass th®linSupp will
recursivly be generated for those itesm that have a maller number of attributes starting

from 1-rule item generated in the first pass.

To find the support for auleitem we use thdid-list of its items to locate classes
associated with it in thdata structure (an array) and select the class with the largest
frequency. So if an item is associated with two classes we choose the class that has
larger representation with the item in the training data even though if the second class
has survived theMinSupprequirement. Then the ruleitem support is obtained by
considering the length of thel-list setwhere the itemset and its largest class count
and dividing it by the training dataset size, we can obtainulleéemsupport.

The confidence is caltated similarly except that the divisor is the size oftiidist

of the ruleitemfV D QW H F Hi€ng Q@ly. HArajuéntruleitems are produced
recursively fromruleitems'conditions with a smaller number of attributes kel
starting with frequent tuleitemswhich derived in one scan throughout the whole

training dataset.
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Consideringhe examplef datagiven in Figure 4.3vhich representthe training data

set given in Table 4.in vertical data representation wikinSuppand MinConf of

20% and 5@, respectively. In the st pass the frequentlitemsetsthat pass the
MinSupp threshold are identifiedthese are(<ATT1, C>, <ATT1, D><ATT2,
T>,<ATT2, X>,<ATT2, Y>)and all other infrequentemsetsare discarded. emsets
candidatesare then produced by merging disjoint frequehtitemsetsas shown in
Figure 4.4. Once these itemsets are identified, we check their supports and
confidencesimultaneously anfinally allocate classes where they occurred.

For examplefor the 2itemsetcandidate< (ATT1, C) (ATT2, X)> we locate its
classes inside the class array using its rowlds {2, 4}. We select the class with the

highest count, whicheither Cl; or Cl,. Assume wechose Cl;, and divide the

Attl Att2
C D E T X Y A
10

O |N |[O (o1
o |01 | W [

o |~ W N (P

10

Figure.4.3 Vertical data transformation for the training dataset in Table 4.1

cardinality of the set {4} by the training dataset size, to calculate the support value of
theruleitem<(Attl, C) (Att2, X), ¢. If it has sufficient support, we then calculate its
confidence as explained earlier. Fateitem< (Attl, C) (Att2, X), ¢, the support

and confidence values are 1/10 and 1/2 respectively. Now wheleitem survives

the minconfthreshold, we directlgonsider it as a potential rule to be in the classifier.

In this particular example, ruleitem (Attl, C) (Att2, X), ¢ is pruned before
calculating its confidence since it did not passhitieSuppthreshold.

CT CX CY DT DX DY
1 2 8 5 7
3 4 6

Figure. 4.4 Possible frequenit2msets generated from Table 4.1

Most of current AC algorithms including (Liwt al., 1998) (Yin and Han, 2003)
(Baralis, et al., 2004) (Harnsamut and Natwichai, 2008) produce frequent ruleitems
and obtain their confidences in two different stegeereas the proposedgorithm

obtain them botln one step
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4.2.3 Rule Sorting and Bilding the Classifier

MCAR?2 algorithm sorts rules based on the rule ordering procedure of MMAC
7TKDEWDK HW DO E\ DGGLQJ RQH DGGLWLRQDO

frequency in the training data set to distinguish among rules as shovigune B.5.

An experimental study performed (fthabtah et al, 2005) revealdthtin cases where

there are very large number of rules that may have identical confidence, support and

antecedent lengtill make the decision to favour among the rules veny hthis has

to invake the default class during the prediction stepmany positionsvhich may

slightly degraded accuracy rate of the classifier. The rule ranking method employed by

the proposed algorithm intends to discriminate among rules by usingledtiteria

as indicated abové&ortwo rulesr, andry,, with the same support, confidence and rule

length, butry, is linked with a class that has larger frequency in the training dataset

than that of,, the algorithm favours, overr, during the ranking. In some cases rules

ra andrp might have the same support, confident, rule length and class frequency, in

such cases the choice is arbitrary.

Given two rulesr, andry, r, precedes, (r, 2ry) if:

1. The confidence of, is greater than that of,

2. The confidence values of andr, are the same, but the support ofs greater than that of;

3. Confidence and support valuesrgfandr, are the same, buy has fewer conditions in its left han
side than of,

4. Confidence, support and cardinality of and r, are the same, but, is associated with a mor
representative class than thatpf

5. All above criteria are identical for, andr,, butr, was generated from items that have higher orde
the training dat than that of,.

Figure.4.3MCAR2 Rule sortingprocedure

After having the set of all rules eatted from the training datasehd ranked in
descending order according tiwe above procedurdlCAR2 forms the classifier as

follows:
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For each sortedule, the algorithm starts with the first rule and checks its applicability
to the trainingcaseqdata coverage), the rule is added in the classifigrabversat

least one item in training case regardless of the rule's class similarity to that of the
training instance. The class simitgr between the candidate rule and the training
instance does not necessarily indicate the mimificance besides the coverage

condition between this rule antecedent and the training instance.

Once a rule gets mar#teas a classifier rule according to the above procedure, all of the
training cases associated with it are removed from the training dataset. In situations
where a rule fails to cover any training case then it will be discarded. The process is
iterated untino more cases remains in the training dataset or all candidate rules are
tested.Finally, all marked rules get inserted into the classifier. The evaluation procedure in
our algorithm(shows in Figure 4.63ims to keemnly high confidence and quality a4 in

the final classifier.
4.2.4 Class assignment Procedure

Unlike some AC korithms such as MCAR and CBahich utilise one rule for
predicting the class label for test instandbe proposealgorithm predict the class
label based on multiple rulgsediction. Previous studies in AC have considered the

multiple rule in the prediction step such as (Li et al,. 2001) .

The significance of making prediction decision based on multiple rules lidgain
more than one rule participating in the predict@eision will significantly narrow the
chance of using one rule to predict all testsesthat satisfying its antecedent.

Input: Training data sef and Set of Ranked Rules R

Output: Classifieh

1 5% sorR);

2 ruleriin 59

3 Find all applicable training casesTrthatmatchri TV FR QW@hel L R Q
at least one item af's condition inti

Insert the rule at the end bof

Remove all training cases incovered byi.

4

5

6 else
7 Discardri and remove ifrom R
8 end

9 Nextr

Figure 44 the pruning Procedure in MCAR
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However, algorithms that are rely on multiple rules in classifying test cases such as
CMAR (Li et al ,. 2001) and CPARYinh and Han,2003) did not consider the rules
independencyWhen a training instandds used in generating several rules dgtine

rule discovery phasé, is likely thatmultiple rules with different class values could be

applicable to a testasesimilar tot.

Figure 45 H[SODLQV WKH QRYHO FODVYV SUHGLF¥gddRQ PHWKRC
MCAR2. In classifying a test case, the new prediction procedure divides all rules

which fully match the test case antecedent (contained in the test case attribute values)

into groups according to their class labels. In other words, all rules applicable to the

test casd are grouped by class values, and then assign the test case the class of the
dominant group (the group which has largest count of rulestases when naules

in the classifier are applicable to the test case, the default class (Majority class in the

training dataset) will be assigned to that case.

Input: Classifier R), test data sefl§), arrayTr
Output: Prediction error ratee

Given a test datal'6), the classification process works as follow:
1 testcasets Do

2 Assign=false

3 ruler in the set of ranked rulé®Do

4 Find all applicable rules that match ts body and store thdm in
5 IfTris not empty Do

6 If there exists aile r that fully matches ts condition
7 countperclass=1

8 else assign the default class to ts and assign=true

9 end

10 if assign is false assign the dominant class to ts
11 emptylr

12 end

13 compute the total numberesfors ofTs

Figure 45: Dominant Class prediction method

The choice of full match between the rule body and the test case attribute values is due
to the fact that the algorithm is looking for the best matching rules which signify the
chance of correct classification. Moreover, the decision of class assignnikattest

case has been voted by more than one rule in most cases which increases the

confidence in the prediction decision unlike single rule prediction algorithms.
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In thepruningstep the discovered rulemre evaluated othe training data set in order

to removeinsignificantonesand full matching principle here produces very accurate

classifier if used but only on the training data set which may-fivéire training data

set and therefore the performance of the classifier might be poor elsewheren(uns

data) this justifies the use of partial matching in the pruning step but not in the class
assignmentMeaning, the aim of classificatian data mining has not been achieved

by just testing the classifier on training data set since the classifiadgplkmows it

very well. It is like teaching someone how to drive a vehicle in a small village like
3S4AXHHQVEXW\ <RUNV™ LQ 8. IRU WKUHH PRQWKY DQG WKH!
his driving skills the tester takes him to Queensbury in which the drivemvkevery

road, pumps, curves, etc. Most likely he will pass the test easily, though if the tester

wants to generalise him as a good driver then he may let him perform the driting tes

in cities like Leeds whichth& ULYHU QHYHU GURYH d@edp&rtiaW VvV ZK\ Z
matching while evaluating the rules in pruning and full matching when it comes to

prediction.
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4.3 Featuresof the proposed Algorithm

MCAR2 algorithm has some distinctive features over the existing AC algorithms as

follows:

x Most AC algorithms adopt horizontal data representation where multiple scans
over the database are necessary to discover the frequent items and generate the
rules The proposed algorithm adopts vertical data representation and a recursive
learningprocedure bynteresting the frequent items discover rules which require
only one pass over the database to do the task. SPRINAfef, et al., 1996)
which isa traditional decision treiechniqueuses a similar data format to vertical
layout to store attribute values called attribute lists. However, it does not use fast
intersections of rowlds to discover the rules, instead it builds decision tree similar
to traditional decision tree algorithmdéhta, 1996). MCAR algorithm employs
vertical data layout however it stores both the itemdigid and the class tilists

separately unlike MCAR2 which stores them together.

X Some AC techniques, e.g. CBA, MCAR consider a rule significant during building
the classifier ifit's fully and correctly cover a training instance. MCAR2 employs a
new rule evaluation which considers the rule significant if it's partially covers
training cases. Experimental test against different classification benchmark
problems caducted in Section 4.4 show that the proposed algorithm produces

competent classifier with good classification rate and less size.

X Most of CBA based AC algorithmgtilise a single rule class assignment for test
cases.There could be more than one rule a&gble to a test case with similar
confidence(Li et al ,. 2001); Xin et al ,. 2003)The rulewith highest confidence
ordermay not be effective especially when it applied on datasets with unbalanced
distribution of class labels (Liu et al., 2003he proposedalgorithm uses new
prediction method that classify the test cases using multiple rule (details are given

is section 4.2.4)
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4.4 Experiments

In this section, different rulbased classification algorithms are compared with
MCAR2 according to thelassification rate, and the classifier size (Number of rules).
18 different datasets from the UCI data repositdvierg and Murphy, 1996hawe
been used in the experimentsheTl algorithms used in the comparison are: C4.5
(Quinlan, 1993), RIPPERCphen W.1995), MCAR (Thabtah, et al., 2005), and the
proposed algorithm. The reason behind selecting these algorithms is the different
training strategy they employ in discovering the rules. C4.5ing@msnation gain(lG)

in in the induction of treeEach path irthe decisiontree from the root node to the leaf
denotes a rule. The IG measures how well the each attribute is suited with th# class
the attribute value is associated with a single class thevghiafor this attribute will

be 1.

RIPPER is a seardilgorithm that utilises an exhaustisearchingstrategy to build the

rules. It starts with the training dataset and divides it into two sets, one is the pruning
set and other is the growing set rules. The rule growing set starts with an empty set and
then the algorithm heuristically adds one condition (an attribute value) at a time to the
rule until the rule has zero erroateson the growing sefThe algorithm repeats the
same steps until the growing set becomes empty. RIPPER uses the pruning set to

removes duplicate rules during building the classifier.

MCAR and MCAR2 are an AC mining algorithms that scan the training data set to
count the frequesies of Ztruleitems from which it finds those that passes the
MinSupp constraint. Both algorithms apply tidist intersection to discover the
remaining ruleitems. Once this step is completed, MCAR and MCAR2 employ rule

sorting and pruning to construct tblassifier.

Tenfold cross validationWitten And Frank2000) is applied as a testing mechanism to

derive the classification rate
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The experiments of the proposed algorithm and MCAR have been run on Pentium IV
machine with 2.0 Gb RAM and 2.3 Gh preser. MCAR and our algorithm have been
developed in Java and tested locally. RIPPER and C4.5 algorithm results were
generated from(Weka, 2001).. This software tool contains implementations of
collection of data mining algorithms such as classificatidteriing, association rule

mining, regressiorandrule induction.

Table 4.2 represents the datasets details which include the number of cases, the
number of attributes, the number of ckessnd the class distribution for each dataset.

One of crucial pameters in AC is th#inSuppsince it controls the number of rules
generatedEmpirical studies (Thabtah et al ., 2005) (Liao et al ., 2009), concluded that
setting theMinSupphigh may result losing important rules, and setting it low may
produce numerous ruleFhere is no research works that pointed out the optimum
value of theMinSupp threshold since each data set has its own characteristics.
Therefore, folloving (Liu et al, 1998) (Li et al., 2003) (Thabtah 2010) in setting the
MinSuppthrestold to values between 2% and 58 choose 5%.

Table 4.2 Datasets Details

No. Of No. Of Class Distribution No. of
Dataset attributes | classes cases
diabetes 8 2 65% 35% 768
glass 10 2 76% , 24% 214
heart 13 2 56%, 44% 270
iris 4 3 33%, 33%, 33% 150
labor 16 2 65% 35% 57
pima 8 2 65% 35% 768
Led7 8 10 10%, 10%, 10%, 8%, 11%, 10%, 11%,9%, 10%, 10% 3200
tic-tac 9 2 65% 35% 958
wine 13 3 33%, 40%, 27% 178
200 18 7 41%, 20%, 5%, 13%, 4%, 8%, 10% 101
Austral 14 2 45% , 55% 690
breastw-699 | 10 2 65% , 35% 699
Cleve 14 2 58%, 42% 303
Mushroom 22 2 52%, 48% 8124

TheMinConfon the other hand has no high impact on the rules derivation process and
therefore it has been setlie 40% similar to (Thalath et al., 2005) (Harnsamut, et al.,
2008) (Yang et al., 2009).
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4.4.1 Results and Analysis

Table 4.3 shows the classification rate for RIPPER, C4.5, MCAR and MCAR2
against the 18 UCI datasets. The results clearly show that MCAR2 algorithm
outperform the remaining algorithms in term of accuracy. On average, MCAR2
algorithm achieved +0.62%, +0.3%#ad +1.72% higher prediction rate than RIPPER,

C4.5 and MCAR respectively on the datasets we consider.

Table 4.4 lists the wotied-lose records of the proposed algorithm against C4.5,
RIPPER and MCAR when it comes to average classification rate orathsets. The

experimental results indicate superiority of MCAR2 when contrasted with other

algorithms.
Table 4.3: Accuracy of C4.5RIPPER, MCAR and MCAR2

Dataset C4.5 RIPPER MCAR MCAR2

Australian 76.23 78.800 83.304 87.145
Breast 85.21 95.100 92.475 91.130
Cleve 94.56 77.550 75.875 75.870
Contact 73.33 75.100 75.000 77.583
Diabetes 73.82 74.700 71.992 73.798
German 70.91 69.000 69.130 74.910
Glass 66.82 68.660 64.486 73.178
Hearts 76.95 78.230 76.633 78.946
Iris 92.15 94.000 92.200 95.133
Labor 73.68 77.200 69.825 78.772
Led7 73.56 69.700 70.472 72.897
Lymph 81.08 77.100 77.446 69.865
Mushroom 99.77 99.100 95.565 98.194
Pima 72.78 73.100 71.979 73.763
Tic-tac 83.71 96.000 99.948 98.653
Vote 88.27 86.140 81.517 86.667
Wined 94.38 91.600 80.730 83.450
Zoo 93.06 85.140 97.604 87.545
Average 81.68% 81.45% 80.35% 82.07%

Table 4.4 shows the wered-loose records ofaccuracy when comparing the
proposed algorithm with the remaining algorithms on the datasets we considered.
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Table 4.4won-tied-loss records of the proposed algorithm
C4.5 RIPPER, MCAR

MCAR2 10-1-7 12-0-6 13-1-4

The slightly higher prediction rate of MCARZ2 over the remaining algorithms is due to
the multiple rules prediction procedure used by the algorithm. Unlike MCAR, C4.5
and RIPPER which employ a single rule prediction procedure that takes the first rule
classthat satisfies the test case to classify tede, MCAR2 chooses the class that
belongs to thelassthat has the largesbuntof rules. In other words, the proposed
algorithm is benefited from using multiple rules decision and significantly limits the

chance of preferring a single rule.

Another possible reason for the slight improving in the classification rate of MCAR2
is the rule sorting procedure that limits the use of the default class during prediction
by imposing new criteriavhich isthe class fquencies of rules when discriminating
among rules. We have run an experiment to show the difference in accuracy between
using three criteria and four criteria in rule sorting within MCAR2, the results have

showed that when utilising the class frequencthadorth tie breaking condition in

rule sorting on averagdor a sample of 10 data sets MCAR2 increases%.4igure
4.8 shows the enhancement on accuracy rate after using the rule ranking procedure i.e.
4 conditions in the proposed algorithm over the 3 condition proceamyamst 10
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Figure 46: The enhanced accuracy rate after using trenking conditios against 1@atasets
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datasets from UCI. The wetied- loss records for the 4 conditions rankingeothe 3
conditions ranking is-B-0. This gives an indicator that using random selection when
two rules have the same support confident and length is not a proper decision for all
cases.

Figures 4.9a, 4.9b and 4.9c shows the "relative accuracy rate'dehates the
variation in the accuracy rates of the proposed algorithm with reference to those
resulting by C4.5, RIPPER and MCAR.indicateshow much good or bad MCAR2
performs with reference to C4.5, RIPPER and MCAR learning techniques on the
datasets sed. The relative accuracy rate details given in Figurés 4.7b and 47c

are conducted using the following formulas:

000eagPig 2 kOO aARBdBR
KOOea@\lver

441 equation (4.1)

JRU H[DPSOH WKH UHODWLYH DFFXUDF\ UDWH RI 0&%5
negative since MCAR2 achieved a lower classification tfze C4.5, MCARwhile
the RR is positivefor the majority of the datasetince the proposed algorithm

achieved higherelative prediction accuracy than the rest of the algorithms.

Figure 48 shows the number of rules derived by MCAR and MCAR2 which clearly
indicates that classifiers with moderated size may positively impact the classification
accuracy
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Figure 47aDifference of accuracy between C4.5 and MCAR2
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For the 18 datasets, Figur®4nd on average the proposed algorithm derives 13.87%
less rules than those derived by MCAR algorithm. ThM&EAR2 algorithm
compromises between producing the classifier size and the classification rate in a way

that it geneaites highly competitive classifiers yet smaller in size if comparedthgth

remaining
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Figure4.9: The average number of rules generated by MCAR and MG#REB datasets

The processing time taken to build the model in the proposed algorithm has been

compared with those of RIPPER, C4.5 and MCAR in order to evaluate the efficiency

and scalability on the UCI 18 dataset. In this part we are going to investigate

principally whether MCARZ2 reduces the learning time taken to build the model when
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contrasted with that of MCAR. Figure 14. shows the Processing in seconds
extracted in the experiments. The processing time taken to build the model when
using different algoriims is displayed in Figure . The processing time results
reveal that MCAR2 is fastehan original MCAR in most casethe wontied-loss
records of MCAR2 against MCAR are-134. This is due to the fact that MCAR2 is
employing partial matching vem evduating the potential rules during building the
classifier step and this greatly covers more training dataset. AC algorithms that
employ the intersection techniquoid multiple database gaes, therefore they

require less time thatihhose who employethultiple passesuch as Apriori and FP

growth.
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Figure 410: Time taken in building the Model
The processing time results indicate that classical classification algorithms like C4.5
and RIPPER are faster than AC methaats the majority of the datasetwe
considered. This is due to the simple structure and due to the fact that C4.5 and
RIPPER is using many pruning skills during the classifier construction process. On
the other hand, AC algorithms are using classic associatiermining techniques in
the rule learning step, which requires more computational time in discovering the

frequent itemset as well as generating the rules
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4.5 Summery

In this chapter, the problem of association rule mining techniques has been
investigatedA new efficient classification algorithm MCAR2 has a number of new
features over other existing AC algorithiras been presentedhe proposed
algorithm uses a detailed rule ranking method, which adds a new significant
breaking condition thatonsiders the distribution frequency of class labels in the
training dataset to favour one rule over anatfidtis new condition has provets
effective in reducing the use of random selection since it has been used frequently in
many experiments againgassification benchmark (see section 4.4). In rule
discovery, MCAR employs a an intersection strategy for ruleiteméstgl that
requires only one database scan, consuming less processing time than those learning
methods which require more than one pass the database. More importantly, the
proposed algorithm has a novel pruning procedige Partial coverage (section
3.2.1.1)that reduces the number of rules in AC mining significantly and a new
multiple rules class prediction procedure that overcoargy slight decrease of the

accuracy during pruning.

Performance studies on 18 data sets from UCI data repository showed that the
proposed algorithm is highly competitive when contrasted with classical
classification algorithms such as RIPPER and CHhhe proposed algorithrshows

better performancé contrasted with existing popular AC approaches like MCAR
with respect to classification rate, rules significance, classifier size and effectiveness.
Experimentations using 18 correlated classification lprob indicated that using
additional constraints to break ties between rules improve the accuracy rate of the
resulted classifiers.

The proposedalgorithm employsnew pruning skills which considea rule as
significant ruleif it does partially cover a &ining case regardless to the class value
matching. To the best of our knowledge there is no AC algorithms used this partially
covering inrule pruning The proposedalgorithm usesmultiple rules prediction
instead of one single rulelhis has slightly ineeased the proposed algorithm

average classification rate
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Next chapter expand the investigation on the impact of rule pruning on the accuracy
rate by applying the proposed algorithm on text categorisation problem. Precisely,
we checked the applicability of the MCAR2 on large complex and high dimensional

unstructued data which usually produce a huge number of rules.
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CHAPTER FIVE

THE APPLICATION OF THEPROPOSEDMODEL
TO TEXT CATEGORISATION: A CASE STUDY

5.1. Introduction

Text categorisation is the process of automatic assigning category labatsufetabeled

text documents Automated text documents classification is an important application
domain which attracted many researchers since the dense amount of digital doaliments
over the databases available online and offlilext classifiers h& to assist the
information retrieval tsks and deal with large text data like those available in the web,
scientific journals as well as other domains such as emails classification and memos. The
main task of text classification system is to assign category label for ndabeled
documentsA number of different approaches for the text categorisationai@gikoposed

in the literature.This includes Decision treegQuinlan, 1993 Neural network classifiers
(Wiener et al., 1995)k-NN classifiers(Mitchell et al., 1996) Support Vector machine
classifier (Joachims T, 1998) and (Joachims T, 2001), NBayesclassifier (Lewis et al,
1998) Regression techniques (Yang and liu. 1998sociativeclassifiers(chen et al.,
2005 (Baralis et al ,m 200G)Li et al,. 2007)andothes.

Several research wiks including (Liu et al., 1998Li, et. Al, 2001)(Yin X, et.al, 2003)
(Thabtah et al,.2005)rovide evidences tha®C approach generates highly competitive
and scalable classifiers if contrasted with other classgsifieation approaches such as
Rule inductionand decision trees. However, those approaches were tested against small
numericaland structurediata from UCI repository (Merz, C., and Murphy. 1996) but not

widely for text dataand other unstructured daféhis chapteaims toinvestigde the impact
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of employingassociative classifier to build a model for text Categorization problem on the

classification accuracy.

(Sebastiani, 1999) defines theoblem inText Categorisationas follow: The text data sets
are divided into two typeset, training and testing documents, giving a training dataset
7 G G G «whem®@nis the number of documents be used in constructing the
classifier These documents must have an accepted auwibterms(words) that matches
the given categoriegdl, d2, d3 « G s the testing dataset where they used to measure
WKH FODVVLILFDWLRIQ iS&tksk b VindRpproxntaddd fufction to predict
unknown target meanind C aims to form a classér CL to predict unclassified document
and can be formulated as the following function:

&/ "1 & : "7TwhereC = (ci, ¢« Pis the set ofhepredefined category labedsd

D= (d1,d> «« )@ the set othefinite documents. Now iCL(d;, g)= T thend is truly
classified byc; or di member inc (Positive example)while CL(d, G)= F meansd; is
wrongly classified byc; or di member inc; (Negative example)Figure 5.1 demonstrates

the TC problem:

Lear

Figure 5.1: TC problem
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5.2 Text CategorisationPhases

After collecting the dataset, threbases are involved in Text Categorizatitie document
indexing classifier learning and constructicand finally, measuringhe classification
SURFHVV{V DFFXUDDBiSci3spas ¢hl €adh LpHaQe-green in the following
sections.Prior to these phases, a fm®cessing procedure is invoked whidkddresses
converting the document to a representation to be suitable for the leprasdure. This
procedure desa number of tasks such as removing HTML tags if we are dealing with web
based documentgliminating the stop words i.ePrepositionsaand spatial charactere HW F

in preparations for tokenizing the document (segmenting the detum® words/ terms),

and finally word stemming (converting each phrase into its root for example: categorisation

will become category, computing will becomes compute),
5.2.1 Document Indexing and Dimensionality Reduction

Document indexing is #hprocessof mapping a documerd into representation of its
content which can be interpreted either by the learning algorithm or the classifier after
being constructedIndexing methods are representedidsntifying the term either as its
occurrence in th text or with itsstems {he term rodt or by computing the term weight
which could bebinary or nonr binary valuedusing probabilistic or statistical techniques,

the choice is upnthe used algorithm.

TC often deals with dense unstructured data. Hemwest of TC algorithmeaecessitatéhe
dimensionality reduction stép order to have smaller documeapresentation which helps
makingthe learning process more manageable. Dimensionality reduction usually takes the
form of feature selection where a scoring function is applied for eachthatrdenotes its
correlation with the class labeDnly terms with the higést scoresare selectedor
document representatioifhe fllowing sectiols demonstratethe common methods in

indexing and dimensionality reduction.
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5.2.1.1Indexing and Numerical Vector Representation

A number of proposed techniques for document indexing and representatibave been
proposed in the literaturea of Word Representation is thienplestway of representing
the document into a suitable form for the learning procedifeby (Lewis David 1998)
represents document as follosv D=(ti1,ti2,tis  «in) where D is the documern,is the set

of terms andi is the index for each ternThe methodswill start with the preprocessing
phaseby segmentingTokenizing)the documents into word$his is done each timghite
spaces faced, and there#xtractedvords will go through stemming process i.e. returning
each word into its root and thenmeving the stop words likprepositions and spatial
characters The output of this method is an unordered list of terms that represent a
document.Term frequencyTokunaga.et.al, 1994% another techniquesed to evaluate
the importance foatermt in documend by assigning a weight for each term fouftie
weightof termt is simply the number ats occurrences in a document ahd formulated

by the following function:

W (t, d) = TF (d, t) weight W of a termt in a documentd is arepresented by the term
frequencyTF for t in d. Knowing the weight for each term can help in categorizing the text
documentsasconsidered as a frequent terrigords thatikely appear in many documents

usually havdess disriminative power for that term.

Unlike term frequency which searches the frequency for a tenna single documerd,
Inverse Document Frequency (IDBY (Sparck, 1972)neasures the importanoé aterm
amongN documents contain that terrA term importancencreases if it appesiin few
numbersof documents and decreases if it appears in largdbeuof documents. In other
words, for a given text datat containN documentsn will be the number of documents
where ternt is appearedin data set contain 1000 documents, given twosstate, appear
in 10 documents and appear in 80 documells§, is computed by the following the
equationiIDF (t) = log (N/n)

The importance fot in the first state = log (1000/1&2 andin the second state=log
(1000/8Q =1.1, which proofgor the theorem of the IDF.
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IDF treatedall documents where a term tdscurredequally since it employing binary
counting IDF does not consider the number of occurrences of t in these documents, rather

it considerghe fact that t is occurred in these documents.

Weighted Inverse Document Frequency (WIDly)(Tokunageaet al, 1994) is arextension
of IDF (Inverse document équency) IDF couns the occurrencesf a termt regardless
how many times it occurs in documents. alternatively; WIDF has extended théDF
approach to incorporate the term frequency over the text colleMitinE of a termt in
documend is countedy:

WhereTF(d ,t)is the occurrence d@fin d andi is the number of the documents in dataset

D, WIDF gives the frequency of a term t over the text corpus.

IDF approach has been criticized by (Lan, et al., 2006) by claiming that this approach has
been proposed for the purpose of improving the discriminating power of the terms in
traditional IR field but it may not be the case in th€. For further explanaton onthis

claim, let us discuss the example giverTiable5.1

Table5.1: Examples of three terms which share the shhfevalue

Wherea is the occurrence atermk in the positive category aralis the occurrence of

the termk in the negative category .For a given a categqri, t, andt; are sharing the
samelDF value However, the details given in the table indicates thahdt; have more
discriminating power thaty. (Lan, et al., 2006) attemptéd improve the discriminating
power by proposing a new term indexing method called relevance frequehnich is
defined as the following equation:

NB HKCES,

Where2 is a constant valuef factor gves more importance tt thant, andts sincet;

contributes more to the positive category. The reason behind giving more importance to
term which is assigned more in the positive documents than negative documents is due to
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the fact that positive documents belong to one category while the negative one are

scatteredn multiple categories.
5.2.1.2Dimensionality Redaction

Feature selection is employed in selecting the best subset of association rules which
focuseson the relevant data and reducing the high dimensionality ot#tares. Usually

in text miningthe feature selection techniques are either comprehensive or heutistics

the comprehensive approach, all of the possible features are discovered and the best
featureamong them based on a certain criterisnconsidered Such approaches are
computationally expensivbut oftenachievebetteraccuracy In heuristics approaches,

the selection is based on the scofeeach featureFeaturewith highest scoreabove

predefined thresholi$ the higher relevancy to the document.

There are many appmohes for feature selectisauch asAssociative fature selectiofDo
et al, 2006), Information GaifLewis and Ringuette 1994ind chisquareX? (Snedecor
et al., 1989)which they are exampleson supervised approaches whiocument
Frequency(Yang and Pdersen 1997hnd Term StrengtlfWilbur et al., 1992)are

examples on unsupervised approaches

Chi-squarecan be used in dimensionality reductions and it's consideradsaperised
method based on statisti¢sevaluates the correlations between twatdees and decides
whether they correlated or nd@r{edecor et.al, 198@nd considers a certain number of
the most the highly correlated feat@aecording to the scores they gainEdr each ternd

in categoryc, Chi- V T X Dlisidonthuted by using the following equation:

WhereN: is the total number of training documemsis the number of documents @
categoryc containingt, B is the number of documents notarcategory containingt, C

is the number ofdocuments ina categoryc not containingt, D is the number of
documents not ia categoryc not containing.

Chi-square testing hadseenemployedin many TCalgorithms including (Caropreso et
al.2001) (Galavaotti et al. 2000) (Schutzeaetl995) (Sebastiani et al. 2000) (Yang and
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Pedersen 1997) (Yanagnd Liu 1999) and showed good performancepasmising

results

Information Gain (IG)is anothersupervisedapproachused to measure and count the
amount of the gained information for cawey prediction by testing the absence and

occurrence of terrhin document. Thisis computed by using the following equation:

Wherem is the categories courf®(qg) is the probability of the category, P(t,g) is the
joint probability of the categorg and the occurrence of the tetpP(t) is the probability
that the term t occurred in a document, &{d) is the probability that the termis

absent in a documert. IG shows good performance when apglto TC problem
(Caropreso et al. 2001).arkey 1998 (Lewis and Ringuette 1994 (Mladeni’c 1998)
(Yang and Pedersen 199¥ang andLiu 1999).

In (Do et al., 2006), an associative feature selection approach for text mining is proposed
which unsupervised heuristic approachsplitthe set of terms into two sdi®levant and
irrelevant termps Meaning two terms occurs in many association rules are given a high
score and thewre considered as a relative termiermswhich areoccurringin few
association rulesvould have a low scordt is based on the relevancy of the associated
features in the text documenieatures arextractedusing the association rule mining.
The set of generated rules whle evaluatedby using relative confidences¢hnique
proposed in (Do et al., 26] For ruler = x: ¢, therelative confidencés computed by
the following equation:

E>N00% EXNED?,

4?7KJBR L Eﬂ??Eﬂ,Em'WhereXandYandtwoterms

Theprocedures of assigning the score to the featoesistof threesteps:
1) Defining the thresholds. Usually, support and confidence are the constraints used
in data mining In the propose@pproachthe relative confidencéhresholdis

used.
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2) Generating the set of rules using one ofriiles miningapproabesandkeeping
only thosesatisfying he predefined thresholddere Apriori was used.
3) Scoring the feature@ssociation rulesjased on their occurrenggerms which

occurringin many rules are scordugh.
5.3Learning and constructing the classifier

Due to the rapid growth of the digital text documents to assign the text documents to one
or more predefined categorjesiany classifications methods have beaigveloped and
applied totext categorisatioffior both, binary problem (the text document eitblassified

as relevant or not relevant to a predefined categories) and mult{wlzs® more than two
categories in the corpysand multi labelproblem (wherenore than two categories in the
corpus anda text documentcould be relevant tmne or more pedefined categorigs

Several algorithms have been proposed in the literature
5.3.1Naive Bayes

Naive Bayess a famousprobabilistic approach to classify test objects (Duda and Hart,
1973) NB hasbeenapplied on text categorizatiggroblem(Yang and Liu, 1999(Yang,
1999 (Thabtah et al., 20Q9Hadi et al., 2008b).

Letd bea training document witho class label anti be the hypothesisasssumptiorsuch
that d belongs to classci). In classifyingd, to describéh given the observed documenht
p(h|d) (the probability ofh given d). For example,the probability that a liquids watey

given the condition that it islack

Naive Bayescalculate the probability?(h|d), from P(h), P(d),and P(d|h) by using the
E:x 0; E:C;

= whereP (h|d)is the probability thatl belongs to

followingrelation: 2:D@ L

h, P(h) is the probability of a clask indicatesthe number of documents that belong to a
category divided by overall number of documents Rfajh)is the probability of document

d given clas$. One shortcoming of the Naive Bayes algorithm is when attribute values do
not occur forevery possible class in the data, dbe probability of such an attribute

belonging to alass that has nev occurredvith it is zero. Sincethis fraction is multiplied
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by otherprobabilities, the final probability will be zero. A minor adjustment to the method
of calculating the probabilities can be accomplished by adding a very small jremgér

to the fractionnumerator and compensating with b/3 to the denominator (WitteRrand,
2000). The Laplace estimator method (Snedecor and Cochran, 0488y another
solution to such a problem, which adds 1 to the numerator and compensates by aolding 3

the denominatr. Missing values are omitted in Naive Bayes (Duda and Hart, 1973).
5.3.2 DecisionTrees

C4.5 (Quinlan, 1993) is thenost famous example of decision tree84.5 builds the
decisiontree from the training datasdtet T=(t1,t; « p)Abe the set of trainingnstances
with known class Each instancei=(x;,x; «, X3,% « LV W K Hattkilddtés oRtl The
training instances are assigned to ve€et;,c,... which represent the set of class labels.
For each node, one attribute is chosen which ietfetively splits its set of values into
subsetsaugmented in one class labehéelchosems based on the information gain for each
attribute The attribute with highesG value (Quinlan, 1986) will chosen to split the data,
the process is repeated oe $maller sultists.
C4.5 can be summarized into 4 steps:

1. For each attributX find the IG from splitting orX.

2. Let XH bethe highest attribute in term of IG criterion.

3. Build a decisiomodethat splits ornXH.

4. Repeat on the sublistdbtained by splitting oXH, and add the resulted nodes as

children ofnode.
Mitchell (1997) and Joachim@998) applied C4.5 on T.CThe results showed that the

C4.5 produced competitive results if compared with other methods su€hnearest
Neighbor(Yang, 1999), 8pportVector MachingVapnik, 1995) (Schapire et al., 1998).
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5.33 Neural Network (NN)
Neural Network (Wiener et al., 1995) has a set of nodes divided into layers. The first layer
is the input layer followed by zero or more midtigers, and an output layer. Each node

receives an input weight and produces an output.

When applying Neural Network to text categorization, the first layer would contain the set
nodes that contaithe set terms and the output layer would contain thegoaes In
classifying a documet WKH VHW RI W H heRtdifed ZnHhedikpW Wodeshdn

those input nodes wilbe broadcastethrough the network middle layers until a regslt

found and sent to an input nod®r further detailssee (Liand Park, 2006)

5.34 K-nearest Neighbor.

K-NN (Yang, 1999) is a statistical approach used for classifying instances based on the k
closed trainingasesK-NN is applied in many fields dftudies such gsattern recognition,

data miningandtext categorization

In machine learning, NN is the simplst algorithm for classificatiorBasically, the test
casesare classified by the majority weight of meighbor. Atest case is assigned to the

most commortlass among its k nearest neighborsermek is an integer number
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5.4 Evaluation M easures for theT ext Classification Process

The performance for arC algorithm can be measured either by its efficiency or
effectivenessEfficiency describethe time akenin the learning the classifier and/or the
time takento classify the test casesfficiency becomes very important when it comes to
experimental comparison between different learning algorithms or different TC algorithm..
Algorithm's effectiveness desceib the average classification rakffectiveness on the

other hand tends to be the primary measfiperformance of an algorithm

The best measurement criterion for the single label problem is the classification accuracy.
However, the classification as@acy isn't favorable in binary and meuiiibel problems.

This is because binary TC has two categories which are often unbalanced sine one contains
much morethanthe other Thiswill lead to buildclassifierwith high accuracy rate since

most of the testases will beassignedio the mostheavily populatedcategory Hence,

Binary and multilabel TC systems measured by a combination of precision and recall
Sebastian{2005)

Generally for a given TC systentlocuments can be divided into four different sets
Precision P) and recall R) are the effectiveness measurements in binary and-laloi
TC systems. Use terminology from logiecan be viewed as "degree of soundness” of the
classifierci. On the other han® can be viewed as "degree of completene&stording to
the above definitionP and R are subjective probabilityneansthe expectatiorof the
human that the system will perform correctly in classifying test cases. Taldbdws the

estimation of these probabilities where TPi (True Positive) is the count of correctly

Table 5.2 Contingency table in TC far

Category True False
System True TPi FPi
Classification False FNi FPi

classified documents under, FP;(False Positive) is the count of wrcectly classified
documents undemi, FN; (False Negative) andP; (False Positiveare defined accordingly.
Precision P and Recall R can be defined in the following relations:
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And

Assumethere ares blue and 7 red balls in a poahd youintend toretrieve the blue ones
only. If you couldretrieve6 ballswhere 4 of thenare blue and 2 are redihis meansyou
haveretrieved4 out of 5 blue (1 false negatieasg and 2 red (2 false positivesises
Accordingly, precision=4/6 (4 blue out of 6 retrieviedlls), and reall= 4/5 (4 blue out of
5).

For multilabel problems, methods such as precision and recall need to be combined in
order to measure the performance of all claggeperly since the daegment might
belong to more than one categoiherefae, a hybrid method, callgdl by Rijsbergan
(1979) thatmeasures the average effect of both precision and recall together, has been
appliedin IR and TC. F1 criterion for a givenP and R is defined ashe following

relation:

F1 is computed for each class independently and then thesnufathe results is
computed on the test data setaawhole using one of tw different methods named
"macroaveraging and 'microaveraging (Yang et al., 2002) in order to reflect the
guality of the classifier. MacBawveraging represents the average of precision (recall) for
all categories and micraveraging accumulates the decisions for edtegories
(summation forall true positives, falsgositives and false negativesisey andthen
precision and recall are calculated using the global valtesmicroaveraging of Rand

Ris given in relation 5.9 whilenacroaveraging (upf P andR is givenin relation5.10

il Rh B0 . AL e

i PR .
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The breakeverpoint (BEP) is another measuremefioachims, 1998it is the point

where precision equals recall

Overall, TC researches, including (Joachims, 19¥&ng and Liu, 1999fYang, 1999)
(Antonie and Zaiane, 2004Yoon and Lee, 2008)Thabtah et al., 2009) use erraite
(accuracy) method, Precision, Recall, and F1 to come up with the effectiveness of their

classifiers.
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55 Text BasedAssociativeClassification

Associative classification integrates association rule mining and classification proved its
efficiency on the numerical datin the last decadeAC has been adapted to deal with
many other applications such as detecting phishing websites, email phishing, Biometrics
andtext categorisation. A Prprocessing phase is invokédst in order to transform the

text data which is often unstructured irdoform to be suitable for the learning phase
based on a derived numerical datasets to form a classtigure 52 illustrates the

Associative Text Classifier Model.

Figure 52: associative text classifier model.

In this section,the proposed AC model "MCAR2WVill be adapted to TC problem.
Section5.6.1 shows the text corpus used in this study dedhonstrates the experiment

results on text data
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Association rules mining and associative classification approaches have been adapted to
text categorisation problem many research work#&ntoni (2002)is one of the earliest
studies thaemployedassociation rule mining approachT€. Therewas an attempt to

form a classier to deal with TC problemby incorporating term cfrequency approach.
Apriori has been adapted for discoveritige frequent ruiéems and rule generation

Noisy and insignificant rukarediscardedusing databaseoveragemethodwhereaghe
prediction is done by assigning the class label with highest confider®RC-AC
proposed by (Antonie et al,. 2002) is based on the Aprigorghm and utilizes basic

rule ranking. The algorithm evaluates the set of generated rules using database coverage
method. ARCAC is the successor of ARBC (Antonie et al., 2002), which adopts same
mechanism except adopting a global appro#wdt extracs rules by treatingeach
category separately and combining them afterwards.

ACTC is aothernovel AC algorithm for TC problenbased on correlation analysis
proposed by (Chen et al., 200BCTC aims to extract thK-best correlated negative and
positive rules directly from the training datageta way to pass upmployed complex
Minsupp and Minconf constraints As an alternative of generating the set of candidate
rules, the algorithm employeoil-gain to evaluate tk signficance of generated rules
and generate a small subset of the mum®dictive rules. Those rules with weak
correlation scorere discarded and only positive and negative suldich passed the
evaluation procedure are left to be in the classifieqpelEiments onReuter'scorpus
against C4.5 show that ACTC perform bet®€TC keefs the good rules soall "close

to the best rulé's

BCAR (Yoon and Lee, 2008) is another algorithm that adapts AC tafi€h generates

a large number of association ruléeen rules derived are filtered using a method
equivalent to a deterministic Boosting algorithiffrgund and Schapire, 1997). This
pruning method is a modification of the database coverage pruning (Liu et al., 1998).
The BCAR algorithm can be utilized imrgescale classification benchmarkke TC

data. Experiments using various text collections showed that BCAR achieves good
prediction if compared with SVM (Vapnik, 1995) and Harmony (Li et al., 2007).
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MCFF is another TC algorithm proposed by (Srasi\et al., 2008 MCFF integrates the
multi-type features cgelection procedure based on clusteandfeature selectiobased

on pseudealassbased score selectiofhe objects are clustered mwd groups and each
cluster corresponds to a real categdkpriori is usedto derive the set of rules which
usually generate large numbers of rulBatabase coverage evaluation procedure is
applied tocut down the number of ruledssociation rulezbasedclassifier by category
(ARC-BC) is used in classifieconstruction step andnglly, Class assignment step is
done as follows: all rules applicable to test case are grouped by category label and the

group with highest confidence sumiassigned to that case.
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5.6 Empirical Study and Experiments

Different traditional dhssification algorithms as well armule-based classification
algorithms are compared with MCAR2 according to phedictionrate. The benchmark
used in the experiments is the Reu2t578 (Lewis .D, 1998). The Reut?$578 is the
most commonly used text data set in the text categorisation research. We used the
ModApte version of Reuterd1578that leads to a corpus of 9,174 documérG03

Table 53 Number of documents in training and testing sets per category

(REUTERS21578)

Category Training Testing
Acq 1650 719
Crude 389 189

Earn 2877 1078

Grain 433 149
Interest 347 130
Money-FX 538 197
Trade 396 117

training and 2,571 testing documeénfBhe algorithms used in the comparison @A

(Liu, etal., 198), BCAR(Yoon and Lee, 2008MCAR (Thabtahet al., 2005) Naive

Bayes (Lewis et al, 1998and K-NN(Mitchell et al., 1996). The experiments are
conducted on PIV 2.3 Gh processor and Gb RAM. The proposed methods and MCAR are
implemented using VB.&t programming language with a minsupp and minconf of 2%,
and 40%, respectively. Table 5.4 shows the number of documents in training and testing
sets pecategory (REUTER&1578)

On these documents, the preprocessing phase was limited to stop word elimination and
tokenizing butnot stemming, and we seledtthe top 1000 features using Chi Square

approach(Snedecor and Cochran, 1989) to reduce the feature space.

In the experiments wadoptedthe Macro breakeven point (BEP) evaluation measure
(Joachims, 1998) as the base of our panson; breakeven point (BERE the poirt
where preaion equals recall Equation

In the Macro BEP, one cangency table per class is usélte BEP is computed for each

table, and lastly all results are averag@able 54 depicts a comparison results between
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the classifiers produced by the proposed algorithm against otheikmosiin Text
Classifiers. It should be noted that the results of the BCAR algowttemeported in
(Yoon and Lee, 2008) and the results for the otthessification systems are given in
(Qian et al., 2005). For MCARye implement it and adapted to TC to derive its results.

Table 54: Precision/RecalBEP for MCAR and other scholaen VHYHQ PRVW SRSXt&GEB8WHG !

Naive kNN | CBA | MCAR | BCAR MCAR2
Category/Algorithm | Bayes
Acq 91.5 92 89.9 | 90.2 97.8 99.5
Crude 81 85.7 | 77 88.1 88.1 82.8
Earn 95.9 97.3 | 89.2 | 99.8 97.4 98.8
Grain 72.5 88.2 | 72.1 | 95.3 86.5 98
Interest 58 74 70.1 | 41.6 83.5 58.1
Money-FX 62.9 78.2 | 724 | 74.3 84.4 92.7
Trade 50 77.4 | 69.7 | 96.2 89.8 95.3
AVG 73.11 84.69| 77.20| 83.64 | 89.64 89.31

The results revealed that proposed algorithm outperformed the traditional and AC
classification approaches we considepectBCAR algorithm Beside Table 55 lists the

Table 55: wonttied-lose records of the proposed algorithm against the other algorithms

Naive
Bayes KNN CBA MCAR BCAR
MCAR2 7-0-0 5-0-2 6-0-1 4-1-2 4-0-3

won-tied-lose records of the proposed algoritlaccording tothe average classification

rate on the datasets. The experimental results indicate superiority of MCAR2 and BCAR.
We would liketo justify that the slightly higher prediction ratetbE MCAR2 algorithm

over the remaining algorithms due to the multiple rules prediction procedentebyshe
algorithm and foBCAR was due to usefulness of the uselg selection approach which

is close toAdaBoost algorithm (Freund and Schapire. 1997) itingtrovesthe training
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processand error generalizatioand the normalized score model used riedcting test

cases.

Figures 5.3 shows the "relative BEF rate" that denotes the variation in the accuracy rates
of the proposed algorithm with reference to those resulting by the above scholars. In
other words, it indicates, how much good or bad MCARBgyms with reference to
above scholars learning techniques on the datasets used. The relative accuracy rate details

given in Figures 5.3 are conducted using the followelations
000eaqPiIz 2 kOOAQGO
kOOedRIvo®R

44L

0.3
0.2

01 =
-01 €
8% §
048
05 5

Acq | Grude | Earn | Grain |Interest EX Trade

=o—Naive Bayes -0.08 | -0.022 | -0.029 | -0.026 | -0.002 | -0.321 [-0.0475
=E—=KNN -0.075 | 0.035 | -0.015| -0.1 |0.0274 |-0.0156| -0.188
—i—CBA -0.096 | -0.07 | -0.097 |-0.0264| 0.207 | -0.219 | -0.269
=>=MCAR -0.093 | 0.064 | 0.01 |-0.028 | -0.284 | -0.198 | 0.009

=#=BCAR 0.017 | -0.064 | 0.014 | 0.117 | -0.437 | 0.09 | 0.058

=0—-MCAR2 0 0 0 0 0 0 0

Figure 5.3: relative BEF for the above scholars against MCAR2
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S.7summery

In this chapterwe examined the effectiveness of AC whappliedto TC problemWe
applied a newly developed QA algorithm called MCAR which employed a newly
developed rule pruning method and prediction methiéel.have selected a large number

of text collections fromReuter'scorpus to evaluate our developed methdwumber of
well-known text categorisation algtrms (SVM, KNN, NB) as well as AC methods
(CBA, MCAR, BCAR), have been compared with our developed algorithms. The bases
of the comparison are the classification accuracy and the -bkeadpoint (BEP)
evaluation measures. The empirical studies indic#ttatl the developed algorithm is
highly competitive whemdopting it to the TC problemThe revealed results indicate the
superiority of MCAR2 whencontrasted with other traditional TC classification
algorithms such as those 8¥M, KNN, and NB in terms oprediction accuracyate In
conclusion,employing a good pruning procedure in AC as well as TC which keeps only
the high quality rules/ features improves the accuracy rate of the constructed classifier;

this was proven in the developed algorithm.
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CHAPTER SIX

CONCLUSIONS ANDFUTURE WORK

6.1 Conclusions

In this thesis, waeviewedthe common AC approaches, rule pruning and class assignment
approachesIn the light of this reviewthree main issues in the context of associative
classification have been investigated, theaee: (1) the exponential growth of theules
generated by AC approaches (B¢ bias in class assignment phase when utilising single rule
for predicting the class label for a test examatel text categorisation probleand @)
adopting ACto TC

The contribution to the knowledge in this thessn be summarised as follows: Five pruning
methods that consider full and partial coverage with/without class correctness have been
developed (Abumansour et al, 2010a, 2010b), new class assignment approach that employs
multiple rule for predicting classder test examples is proposed (Abumansour et al., 2011 ).
Furthermore, a new AC model that employs the pestormancepruning method from those
proposed in this thesis along with the new class assignment method has been ptagtged

we adapt the mposedAC model to text categorisation problem by integraterae-processing

step to the AC model in order to transform the unstructured text data into suitable form to the
AC classifier. Following section summarised the thesis contributions:

6.1.1Adopting Fast intersection approach for rule discovery

Most AC approaches emplafssociation rule mining for the rule discovery taskich often
generates enormous number of rudassclassificationdata are usually dense and objects are
often highly corelated. Hencean excessive CPU time is required during the process of
discovering the frequent items, generated the rule and |dsmsassifier which impactshe

efficiency. Using smart fast discovery approaches becomes essential.

Most of the current A@pproaches in the literature usarizontal data presentati@md Apriori

method(Agrawal and srikant., 1998) which requires multi passes over the database has been
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adopted in the rulextraction steplin this thesiswe employed a f& intersections method called
TidHist (Zaki and Gouda, 2003) thasevertical data representation which requires single pass over the
databaseExperiment results against dataset from UCI repository and text corpse revealed that
the proposed predictioapproaches scores well in efficiency when contrasted with other AC

algorithms.
6.1.2New Rule Pruning methods

Reducinghe classifies size by discarding atedundant andninteresting rulekead to
effectiveClassifier andaccordingly improvehe clarification rate. In this thesis, five rule
pruning methods have beproposed some of which adqgrtial covering and somesefull
covering and others hybri@C, PG, FC, FPC and FPCC.

Experiment results revealed that the proposed prediction ap@®acores welh term ofthe

time taking in to build the model and classification accuracy
6.1.3New prediction approach

Most of the current & algorithms adopt single rule for prediction whereas a feadmpt
multiple rule Employing single rule in predicting test cases will favour some rules and ignore
others which may represent useful knowledge (Li et al., 2001) (Liu et al., 2@d3)loying
multiple rules will limits favouring one rulen this thesis, we proposed a newedgiction
method thatassigrs the clas label class with highest count of classification rules to test

examples

Experiment results revealed that the proposed prediction approaches scores well when it comes

to the classification accuracy
6.1.4New AC model

In this thesis, a new AC model has been proposed which is an improved version on MCAR
(Thabtah et al., 2005)he besperformance among thgroposed rule pruning methedith

respect to efficiency and effectiveness has been selected and emplMEAR?2.

The proposed model has been tested and evaluated through experimentations against data from
UCI repository and text corpus, the results revealed that MCAR2 performs better when

contrasted with other AC and traditional classification algorithms
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6.1.5 Adapting AC to TC problem

The proposed AC model in this thesis has been adapted to TC problem. The text data has been
pre-processed byliminating the stop words but not stemmingxperimental results against
S5HXWHUTV WH[W GDWD UHY H DeettiGe @8ud whED@ntiagtiKd With H F R

other algorithms from AC anaotherclassificationapproaches

6.2 Futureresearch works

In the following section we discussed a number of future work direction that will be

carried out in the near future.

6.21 Improve AC effectiveness in terms of Class balancing

Class imbalancing problem isqaiite interesting and important issue in data mining context
which ZDVQITW ZLGHO\ LQYHVWLJDWGE4Ess ElbaMhkihty HasOleéeh V FK
considered as a cruciakgblem in machine learning and data mining communities. The
problem occurs when there is significantly larger training instances of one class(s) (Majority

Class) compared to another class(s) (Minority Class).

Some classification techniques such dexision trees assumes that trainimgsesare
consistently scattered among different classes within the dataset while the standard
classificationapproachegend to ignore or treat those small classes as a ribsg.may

discard some useful knowledgeddecreae accuracy rate.

There is a neetb reconsider the isswehen having a close look on talfiel that depicts the
instances distribution i number ofUCI datasets givean indication that classification
accuracy is high for the dataset with balancedimi-balanced classe€onsider for example

the two datasets, Glass and Iris, according to the revealed experimental results in chapter 4,
the accuracy rates are 73.18 and 95.133 respectively Glads as iristhe somehow poor
accuracy rate in glass due a number of reasons including noisy dataissing attributes

values and class imbalancing. On the other hand Iris data set scored well with respect to the
accuracy rate to the opposite reason in the former, this give an indication that class
imbalancing may impact the classification accuracgome casesHence, there is a neéar

moreinvestigationonthe class balancingward gooctlassification accuracy.

109



Table 6.1:Some UCI dtasets statistics

Dataset | Attributes | Classes| Class Distribution Tuples
Diabetes| 8 2 65% 35% respectively 768
Glass | 10 2 76% , 24% 214
Heart | 13 2 56%, 44% respectively 270
Iris 4 3 33%, 33%, 33% respectively 150
Labor | 16 2 65% 35% respectively 57
Pima 8 2 65% 35% respectively 768
Led7 8 10 10%, 10%, 10%, 8%d,1%, 10%, 11%,9%, 10%, 10% | 3200
tictac |9 2 65% 35% respectively 958
wine 13 3 33%, 40%, 27% respectively 178
Z00 18 7 41%, 20%, 5%, 13%, 4%, 8%, 10% respectively 101

The issue if class imbalancing was extensively studied by sesaralars includinggermejo
et al., 2008JPhuwng et al., 2009)¢hin et al., 2012) thdahe class balancing often improves the
classification accuracy, Q WKH QHDU IXWXUH ZHYfOO LQYHVWLJDWEF

class balancing procedure to takace during the rule evaluation step.
6.2.2 Multi-label problemin AC

Most of the current & approaches are singlabel based approaches suclC&8A (Liu et

al., 1998) CMAR (Li et al., 2001) MCAR (Thabtah et al., 20@6Bingle- label classifier
consicers only the most obvious associated class to a rule and discards all other rules
although some of them can be useful for the classifier, this kind of approaches may lead to
better accuracy. However, this typkeclassifiers may not be useful for a numioéreal

life applications where dense datasets are available and there could be multiple classes
associated to training objedEor instance, medical diagnosikassificationssystems, a
patient may sufferBom food poisoningand cough at the same tintéence, classifiers that

can handle rules with more than one label such as MMAC (Thabtah 2010) HMAC
(Sangsuriyun et al., 2010) are required.

To explain the MultiLabel problem further, givetwo rules such as;: 1\ ¢; andr,. 1\ ¢,

some algorithms consider these rules conflicting (Antonie and Zaine, 2003) consider these
two rules conflicting and should be discardétbwever, another AC algorithm MMAC
(Thabtah et al., 2005) showed by experimehnéd such rules may be represent krenige

and proposea newtechnique to deal with such kind of rules. For the above example,
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MMAC combines and represent these two into the following presentatidn: c; €c;,, an
appropriate weight ids assigned for each ctas®rding to the frequency foaeh class in

the training dataset.

For real life applications such as text categorisatoedical diagnosisL, WV YHU\ LPSRUW
to consider all classes associated with an abject and assign weight to each according to
their distribution frequencies in the training. As a result, it is highly needed to develop
techniques for multi class and multi label classifaatsystem for real world applications

that produce the set of all applicable classes that survive a predefined thresholds for each

object.
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