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Abstract: Conditionbased maintenance (CBM) presently plays an impontalet in avoiding unexpected failures, improy
machine reliability, and providing accurate maimtece records and activities for rotating machind@maditional wired serms
commonly used for gathering data are costly antinufed value in industry. Recently, together witietadvancement of sensor
technology and communication networks, sensors haen virtually metamorphosed into smaller, cheaped more intelligel
ones. These sensors are equipped with wirelesdaiogéethat can communicate with others to form awvoek. This enables the
sensors to be flexibly applicable and the hardesafibm the sensors to the data acquisition/arsaysitem to be eliminatedence
lead to reduction of the capital and maintenancgtscdn this study, a wireless CBM system comprisaedilare and software
components is proposed to deal with the mainten&@stes of rotating machinery. The hardware compboensists of wireless
sensors and networks used for receiving, procesamjtransmitting signals obtained from the maehirhe software componeist i
a Matlab graphic user interface which is implemdnter data processing and analysis, condition nooimigj, diagnostics, and
prognostics. The viability of the wireless CBM systéon industrial application is presented using theter pump system as

case-study to evaluate the reliability and appiligitof this system.
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1. INTRODUCTION

Condition-based maintenance (CBM) has been known as a
cost-effective maintenance strategy for equipmempared
to other strategies including corrective mainterearand
preventive maintenance. In CBM, equipment operating
conditions are continuously monitored to identifycipient
faults before they become critical. By providing early
warning of potential failures, preemptive maintecemcan be
carried out rather than corrective maintenance wiimne of
the most costly maintenance strategies. CBM is fat@il by
health monitoring systems which employ several nexiof
hardware and software. These modules consist o& dat
collection and analysis, condition monitoring andulf
detection, fault diagnostics, prognostics, andviids and
maintenance planning. Generally, data collectioth amalysis
module in association with fault detection and d¢tod
monitoring module are used for tracking and ideitd the
system conditions. Once a fault or anomaly is detkcthe
diagnostic module will determine the type of fawdhd in
some cases, the severity of the fault. The progreostodule
uses all the available information and the resoftprevious
modules to estimate the remaining useful life (RWKE)the
system. With this available information, the systeperations
could be adjusted to mitigate the effects of failor to slow
down the progression of failure, thereby extendhrgyRUL to
a point when a scheduled maintenance activity @naoried
out.

Traditionally, the health monitoring system is ieadl in
wired systems formed by linking communication calite the
sensors [1]. Although wired systems offer many atkges,
they require cables interconnection devices whiehd| to
costly installation, costly maintenance of sensble system
to meet stringent environmental effect, and higlufa rate of
connectors. Alternatively, recent form of health nitoring
system is online surveillance system where the toed data
are more frequently measured [2]. In this systesyesal
hardwired sensors are connected to multiplexerschwhre
networked to a main computer database. Howevert ofidke
medium size manufacturing facilities cannot affotd
implement such a system due to high up-front chpiat in
wiring and sensors, installation challenges, ancerall/
complexity. Therefore, eliminating the cables asll vas
connectors and reducing the cost of sensors aremthia

attractions for implementing CBM system in industry.

Recently, the evolution of sensor technology and
communication networks, particularly with the irttwtion of
micro-electro-mechanical (MEM) systems, has enalied
design and fabricate the sensors which are costctefé
compared to traditional sensors. These sensorsniptollect
data but also perform some local pre-processing and
transmitting their results through wireless comroation to
the user. This results in the elimination of theredi
communication infrastructure. Due to the commer@ad
computational feasibility mentioned above, wirelssmsors
and wireless sensor networks (WSNs) have attracted
considerable attention and have been applied iousrareas
such as entertainment, travel, retail, industrydisiee, care of
the dependent people, and emergency. Surveys @lessr
sensors applications and reviews of various WSN@spare
shown in references [3-6].

Research on the field of wireless sensors and WSNs
applied to condition monitoring of industrial syste is
relatively new. Korkua et al. [1] proposed and deped a
ZigBee based WSN for health monitoring of inductioators
in which the vibration signals of rotor imbalanceera&
processed with signal processing techniques toigireéde
level of severity. Tiwari et al. [7] implementedngle-hop
sensor network to facilitate real-time monitoringithw
extensive data processing for a heating and aiditioning
plant. A low-cost system used for bearing condition
monitoring of induction motors, namely WiBeaM, was
proposed by Jagannath and Raman [2]. In this systieen,
vibration signals were sensed by wireless sensord a
transmitted to a central base station by a netvadrkensor
nodes. These data were then analyzed further usgmal
processing tools for defect diagnostics. Other iappibns of
wireless sensors and WSNs for industrial systendition
monitoring and fault detection are shown in refee=n[8-10].

Generally, the above approaches only focused on
hardware component application, consisting of sl
sensors and WSNSs, to monitor the conditions of sirikl
system. This is lack of other indispensable parts f
determining the fault types and estimating the esysRUL.
Therefore, the software component contained thee cor
algorithms to perform diagnostic and prognostiksas of
necessity for a comprehensive CBM system. In receatsy
numerous approaches to diagnostic and prognosfizitims
have developed and applied for several areas. hamécal



system fault diagnostics and prognostics, theseoappes
have been covered in the range from statisticatdat®

model-based approaches which were summarized and

reviewed by Jardine et al. [11] and Heng et al].[Hdwever,
most of them are used as a standalone unit andfoolsed
on either fault diagnostics or prognostics.

Together with the development of sensor technokgy
standalone approaches, a comprehensive and apeliC&i
system is needed for industrial systems. Hence,reless
CBM system consisting of the mentioned components is
proposed in this paper for rotating machinery.na proposed
system, wireless sensors and wireless sensor ngriibaised in
the operating machine and used as a hardware camptm
acquire the vibration and/or current signals. Thegmals,
which are normally in analog form, are then cors@rto
digital form and transmitted to the central basgieh via the
wireless networks. In the central base station, skever
receives the signals and continuously transmithecsoftware
component of the system. This component uses Maitzin
interface to perform the tasks of data processimjanalysis,
health condition monitoring, diagnostics, and pasgits. The
algorithms employed in the software have been dpesl
from our work and presented in references [13-Zle
proposed wireless CBM system is tested on water ptamp
demonstrate its effectiveness and reliability ial redustrial
application.

2. WIRELESS CONDITION-BASED
MAINTENANCE ARCHITECTURE

The schematic architecture of the wireless CBM system
(WCBMS) is shown in Fig. 1. It consists of severattpdo
receive and convert the condition signals into wisef
information for maintainers. Based on this inforroati the
maintainers can carry out remedial actions, inspi&t
conditions, and conduct necessary repair on thectibiefore
catastrophic failure occurs. As depicted in Figh#, condition
signals is obtained from the sensor nodes locatedaahine
and wired to wireless sensor unit (WSU). The WSU is
equipped with wireless interface and computatidoattions
for filtering, converting the signal to digital for and
transmitting the measured signals to the centraé tstation.
The signals are processed by software moduleseircehtral
base station to perform various tasks, such asurkeat
manipulation, diagnostics, and prognostics. A brief
introduction of the modules/components in WCBMS igegi
as follows:
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Fig. 1 Schematic architecture of WCBMs

2.1 Wireless sensors and wireless sensor unit (WSU)
In this study, the wireless sensors involve acagitem and
current sensors which are based on MEMS technololg.

single monolithic IC ADXL321 of Analog Devices, whids a
complete dual-axis accelerometer with signal caoomwkd
voltage output, is used for acceleration measurémkn
detects acceleration in the range of +18g and measoth
vibration and gravity. The current sensor is a cBRA-1V,
which is a single-axis Hall sensor packaged in andsrd
integrated circuit housing (SOIC-8) with eight-gind surface
mount design. It senses the current by convertirgriagnetic
field generated by the flow of current through adactor and
produces a voltage which is proportional to thatdfi The
CSA-1V is directly placed on a printed circuit bodRICB)
over the current track. The maximum current to lEmsored
depends on the number of loops of the sensor. 32 &d
specifications of these sensors are respectivawstin Fig. 2
and Table 1.
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MEMS MEMS
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Fig. 2 PCB of MEMS-based current and acceleratioisae

Table 1 Specifications of MEMS sensors

MEMS current

*Name : CSA- 1V

* Company : GMW

« Bandwidth : DC ~
100kHz

« Sensitivity : 13 mV/A
* Power : 0 ~6VDC

e Temperature : - 40 ~
125 {C)

MEMS accelerometer

* Name : ADXL-321

* Company : Analog Device
* Frequency range : 0 ~
2,500Hz

« Sensitivity : 57mV/g

» Shock rage : 10,000g

* Power: 2.4 ~6VDC

» Temperature : -20 ~ 76Q)

The wireless sensor unit (WSU) consisting of filter
interface, and wireless LAN modules is wired to $keasors to
receive the analog signals. The signals are thesreil by
using a high pass filter (HPF) and a low passrfilté’F). The
high pass filter is used to filter out signals witbquency over
0.7Hz, whilst the low pass filter is employed fattizaliasing.
The interface module uses an 8-bit ATmegal28 prure®
control the 16-hit analog to digital converter (AD@ain
setting and wireless communication. The secure taigi
memory (SD memory) card in the hardware is usedd&ia
backup in case the wireless network is out of ordbe last
module, wireless LAN module, performs the task of
transmitting signals to the central base statidme @iagram
and specifications of WSU are shown in Fig. 3 amadl& 2,
respectively.

Table 2 Specification of WSU

Item Function

Input range +2.5V

Supply voltage 5V

Operation temp. -25~60°C
Sensor type MEMS

A/D resolution 16 bit/channel
Bandwidth 0~4000Hz
Data transfer WLAN(TCP/IP)
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Fig. 3 Diagram of WSU

2.2. Central base station

The central base station is formed by server affsvace
and employed for performing the remaining tasksC&M.
The server is used for receiving and synthesizimg data
transmitted from WSU, whilst the software compriseseral
modules to perform data processing and analysisditon
monitoring, diagnostics, and prognostics. The frapnt& and
algorithms implemented for this software are dejldn Fig.
4 and summarized in Table 3. Additionally, a useerface is
created as shown in Fig. 5 in order to facilitdte software
usage. The function of the software modules areribes] as
following.
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Fig. 5 Software user interface

2.2.1 Data processing and analysis
Data processing is the first module to be used for

removing signal distortions, restoring the origirddape of
signal, removing sensor data which are not relevantd
transforming the signal to produce relevant featuneore
explicitly. Beside traditional functions requireal process the
measured data, four functions, namely real-timelyaig
time-series and waterfall, RMS-order, and FFT aralyare
added to this module for further user assistance:
Real-time analysiss utilized to continuously monitor the
signals in the time domain. This enables the users
intuitively detect the fault occurrence by examgithe
change of signals.
Time-series and waterfallis to assist the user in
identifying the time whenever a fault occurs. Farthore,
the band monitoring method is also incorporatedhis
function to support the user’s decision in idertify any
significant change in signal frequencies which wargely
distributed in certain frequency range.
RMS-orderis used to replace the waterfall method if the
number of data is huge. In addition, RMS is also
employed as a reference to compare the orders of
operating speeds which range from 1x to 10x.
FFT analyzer offers useful information on frequency
components to the user. Frequency peaks will haajied
corresponding to the calculated fault frequenamgaitted
by users. In this function, the ball bearing defect
frequencies and gear fault frequencies informatiwa
collected and embedded.

2.2.2. Condition monitoring

Normally, the data obtained from the previous medsl
rarely used as machine condition indicators duehigh
dimension and inadequate characteristics. Therefthrese
data are commonly transformed into features to chvbie
above mentioned problems. Feature is corner-stbaecorate
and reliable fault diagnostics as well as progessflo handle
the features in this module, three functions whach feature
calculation, feature extraction, and feature selacire carried
out. Feature calculation is employed for transfognithe
original data into feature space, while featureraetion is
utilized for reducing the dimension of existing tig@s by
selecting only significant features. However, tleatfire set
may contain many redundant or irrelevant featuseesvall as
salient features after the feature extraction hasnbdone.
Consequently, there is a need for the feature $etefiinction
to select minimum number of features which can attarize
the machine conditions from the whole feature set.

In this study, twenty-one features are calculatétl ten
features in time domain and three features in faqu
domain. The remaining eight features are auto-ssgva
coefficients. The time domain features are mean, Réft8pe
factor, skewness, kurtosis, crest factor, entrapgreentropy
estimation, and histogram of upper and lower limithe
frequency domain features consist of RMS frequency,
frequency center, and root variance frequency. & lieatures
are then displayed as two-dimension and three-difoan
images to assist the user in identifying the stmecbf features.
To reduce the dimension of these features, feautaction
algorithms are utilized including principal compahanalysis
(PCA), independent component analysis (ICA), kernel
principal component analysis (KPCA), and kernel pefelent
component analysis (KICA). In feature selectiore gguared
Euclidean distance method is chosen as an objeitthaion
in this study.

2.2.3. Diagnostic module
This module is used for analyzing the failure patte
embedded in the features to determine the rootecais



previous observed faults or degradation. The resiilthis
module provides the health state of machine wtsabither in
normal mode or fault mode, as well as fault typehi users.
The five classification methods in this module atgport
vector machine (SVM), linear discriminant analy§iA),
k-nearest neighbor (KNN), Fuzzy KNN, and ART-Kohonen
neural network (ART-KNN). The purpose of using sale
classifiers is to increase the reliability and aecy of the
classification results.

2.2.4. Prognostic module

Prognostics is the ability to forecast future maehhealth
or time of fault occurring through evaluating thegent state
of machine conditions [19, 22]. Popular prognosisthmds
commonly used are mathematical model based, statjshind
data-driven methods. In this study, the method khic

combines autoregressive moving average (ARMA) with

generalized autoregressive conditional heterostieigs
(GARCH), namely ARMA-GARCH [20], is used. This
module provides useful information to the user &bedmine
the future trend of the machine’s health state deasion on
the faith of the machine. The algorithms used fondition
monitoring, fault diagnostics, and prognostics summarized
in Table 3.

Table 3 Algorithms in software component

Module
Data processing

Algorithm

FFT, Waterfall, Band monitoring,
Band fault detection, Bearing
fault detection, Gear fault
detection
PCA, ICA, KPCA, KICA

Condition monitoring
and feature reduction

Diagnostics SVM, LDA, KNN, F-KNN,
ART-KNN
Prognostics ARMA-GARCH

3. APPLICATION OF WCBMS FOR INDUSTRIAL
SYSTEM

The applicability and reliability of the proposedCBMS
is verified by implementing it to a water pump €yst at
Korea Water Cooperation. To acquire signals of thenp
system, eight wireless accelerometers were indtaill@ertical
and horizontal directions at the ends of motor qunp
housing bearing as depicted in Fig. 6. The samgtieguency
in this work was 4,096 Hz.

Fig. 6 Experimental apparatus

After processing the measured data by using signal o generate the twenty one features as mentionethen

processing techniques, Figs. 7, 8 and 9 respegtslew the
results of first three functions which are timeiserand

waterfall, band monitoring, and RMS-order. Fig. dtplthe
time waveform and waterfall of the machine conditiwith
respect to time. Nevertheless, the information i@y in this
analysis is insufficient. Therefore, the band maniity shown
in Fig. 8 is used to provide more useful and quatitie
information. The RMS-order result as depicted in.Fyg

indicates the historical and current states ofpthi®p system.

This figure also indicates that the 1x and 2x csdef the
operating speed are larger than other harmonics have
significant effects on this system.

Fig. 7 Results of time series and water fall functio

Fig. 8 Results of band monitoring
Pl M50 L x|
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Fig. 9 Results of RMS Order
In the next step, the feature calculation funci®applied

previous section. These features are displayed
two-dimensional plot with different colors as shoinrfig. 10.

in



Based on these features, the feature extractionfeamtdre
selection functions are subsequently carried ouetluce the
feature dimensions and select the relevant impbfeatures.
Fig. 11 depicts the results of the four featurerastion
methods. These results can assist the user inndeieg
which method is the best one in clustering theufeatand the
results could be used for the next iteration. ER.shows the
results of feature selection wherein the featuresbered as 1,
3,5, 6,9, and 10 are chosen as the best featueso their
maximum Euclidian distances from the center of atuie
group to each feature.

Fig. 10 Results of the feature calculation

Fig. 11 Results of the feature extraction

Fig. 12 Results of the feature selection

In the diagnostic module, features obtained frore th
previous procedure are used for training the diagimonodels
which are SVM, LDA, KNN, F-KNN, and ART-KNN. These
models are then employed for classifying the purygtesn
health condition. Fig. 13 shows the classificati@sults in
which the first four classifiers confirm that thendition of the
motor in the pump system as “normal” and the last shows
a “bowed rotor”. This difference could be a misslfisation
occurred in the ART-KNN method. Therefore, we can
conclude that the pump system is in normal opegatiate. In
addition, the forecasted result of the prognosticote shown
in Fig. 14 provides information on the future stafesystem
condition in order that necessary actions are reduito
maintain the operation of the system.

Fig. 13 Results of the diagnostics module

Fig. 14 Results of the prognostics module
4. CONCLUSION

This paper has proposed the complete CBM system, Ipame
wireless CBM system, comprised hardware and software
components for rotating machinery. The hardware pmmant
consists of wireless sensor and wireless sensaronetused

for receiving, pre-processing, and transmitting toadition
signals of rotating machinery. The software commbne
contains a Matlab graphic user interface consistihglata
processing and analysis, condition monitoring, daagics,
and prognostics modules for processing the signals
determine the current and future health statefi@imachine.
Furthermore, this wireless CBM system is applied &or
industrial machine, the water pump system at Kohéster
Cooperation, to verify its reliability and applichty. The
results indicate that the wireless CBM system can be
employed as a complete tool which covers from data
acquisition to prognostic capability for maintaisemwith



minimum technical background.
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