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This paper proposes a three-stage method involved system identification techniques, proportional hazard 

model, and support vector machine for assessing the machine health degradation and forecasting the machine 

remaining useful life (RUL). In the first stage, only the normal operating condition of machine is used to create 

identification model to mimic the dynamic system behaviour. The machine degradation is indicated by 

degradation index which is the root mean square of residual errors. These errors are the difference between 

identification model and behaviour of system. In the second stage, the Cox’s proportional hazard model is 

generated to estimate the survival function of the system. Finally, support vector machine, one of the 

remarkable machine learning techniques, in association with direct prediction method of time-series techniques 

is utilized to forecast the RUL. The data of low methane compressor acquired from condition monitoring 

routine are used for appraising the proposed method. The results indicate that the proposed method could be 

used as a potential tool to machine prognostics.  

 

Keywords: Prognostics, Performance degradation, Remaining useful life, Proportional hazard model, 

Support vector machine. 

 

 

1. INTRODUCTION 

 
Machinery operation generally consists of a series of states which are transient, normal operating, and degrading before 

fault occurrences. Amongst these, even degrading state plays an important role in maintenance activity, it is not a root cause 

of the machine breakdown. However, it does decline the performance reliability and increase the potential for faults and 

failures. Once the failure degradation has been detected, the remaining lifetime of machinery needs to be predicted in order 

that system operators implement the timely maintenance actions to avoid the catastrophic failures. 

In order to estimate the remaining lifetime or the remaining useful life (RUL), condition based maintenance (CBM), 

which is one of the efficient maintenance strategies, has been recently received considerable attention in modern industries. In 

CBM, prognostics is of necessity and gradually becomes a key component. It provides capability to foretell the remaining 

operation life, future machine state, or probability of reliable machine operation based on the data acquired from condition 

monitoring process [1]. Additionally, more advanced prognostics are being focused on performance degradation monitoring 

and assessment so that failure can be predicted and prevented. According to [2], three crucial steps are necessary to fulfill the 

goal of prognostics. Firstly, the defect or abnormality should be able to be detected at an early stage. Secondly, the machine 

performance degradation should be assessed robustly and tracked continuously. Finally, the RUL and possible failure mode 

of the machine should be effectively predicted. Therefore, the key challenges of implementing machine prognostics are 

machine performance degradation assessment and RUL prediction in which the former is a critical procedure to the latter. 

Recently, several considerable efforts have been implemented to develop methods and tools for these challenges. Qiu et 

al. [2] developed a robust performance degradation method for rolling element bearing. This method based on a combination 

of wavelet filter and self-organizing map (SOM) for enhancing weak signal to fault identification and assessing performance 

degradation, respectively. Lee et al. [3, 4] applied a pattern discrimination model based on a cerebellar model articulation 

controller (CMAC) neural network to monitor and assess performance degradation in a robot. Lin et al. [5] combined 

traditional reliability modeling methods with vibration-based monitoring techniques and CMAC neural network in an 

integrated system to perform the machine reliability and determine the health status of machine. The results of CMAC were 

then verified by Weibull proportional hazard model. Xu et al. [6] proposed a fuzzy based extension of CMAC neural network 

to analyze two types of machine degradation severities: the network was trained by signals from different levels of machine 
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degradation severity, and the network was only trained by signals of machine normal state. Other neural network based 

approaches to assess bearing performance degradation and forecast the RUL were presented by Gebraeel et al. [7] and Huang 

et al. [8], respectively. Liao and Lee [9] proposed a method which combined wavelet packet analysis, principal component 

analysis, and Gaussian mixture model to define performance index. This index was determined based on the overlap between 

the distribution of the baseline feature space and that of the testing feature space. An extension of support vector machine 

(SVM), namely least squares SVM, was used for assessment of machine performance degradation was also proposed in 

reference [10]. Using fuzzy c-means (FCM) clustering method is a current trend approach to assess the machine performance 

degradation. Huang et al. [11] proposed a combined model in which wavelet packet transform was used to process raw 

signals, the Fisher criterion was applied for future selection, and FCM was utilized to assess and classify the performance of 

machine. Pan et al. [12] proposed an FCM based method for bearing performance assessment. This method comprised lifting 

wavelet packet decomposition for feature extraction and FCM for assessing bearing performance degradation. In case of 

using model-based techniques, proportional hazard model (PHM) and logistic regression model (LRM) were applied for 

performance machine reliability indices and machine RUL prediction [13]. Other applications of LRM could be found in 

references [14-16]. 

Generally, these above approaches can indicate the machine degradation as well as assist in forecasting the machine RUL. 

However, some existing disadvantages lead to difficulty of applying these approaches to industrial equipment. FCM, SVM, 

and back propagation neural network need to be trained by historical data including both normal and failure operation to 

generate the assessment models. This is expensive or inapplicable in industrial area. SOM and CMAC neural network 

assessment models could be created by using only normal operation data which is more beneficial. Nevertheless, they are 

either not intuitive enough to reflect degradation degree or seriously influenced by some parameters defined by user, which 

makes it unpractical [12]. Moreover, these approaches only focused on the machine performance degradation assessment 

without RUL prediction which is the ultimate goal of prognostics. Performance degradation and RUL prediction methods 

based on PHM and LRM also need data of whole machine life. This is impossible in case of newly installed machine in 

normal operating condition. Yan et al [15] proposed a solution for this problem by using technician’s experience for 

acceptable level or unacceptable level to predefine the probability thresholds. However, these levels are non-scientific and 

human intuitiveness. 

In this study, a three-stage method for both targets involving machine performance degradation assessment and RUL 

prediction is proposed. In the first stage, autoregressive moving average (ARMA) model [17], which is one of the system 

identification techniques, is generated by using only normal operating data to identify the behavior of the complex system. 

Degradation index defined as the root mean square of residual errors is then used to indicate the machine degradation. The 

residual errors are the different outputs between identification model and behavior of system. Based on this degradation 

index, operators or maintainers could define the failure threshold for the system. In the second stage, the Cox’s PHM [18] is 

established to estimate the system survival function. In the last stage, support vector machine for regression [19, 20], which is 

one of the remarkable machine learning techniques, in association with multi-step ahead prediction method of time-series 

forecasting techniques is utilized to forecast the RUL. 

 

 

2. PROPOSED METHOD 

 

The proposed method employed to assess the machine performance degradation and forecast the RUL is depicted in 

Figure 1. In order to apply this method, machine condition monitoring process is firstly carried out to acquire the machine 

condition. These data are then used as the inputs for the proposed method. The role of each step is summarized as follows: 

Step 1 (System behavior identification): in this step, the data obtained from the normal operating condition of system is 

used to generate an identification model. This model will mimic the behavior of the system in the future states. Based on the 

residual errors which are the difference between the real system behavior and identification model, the degradation index is 

defined. The failure threshold is also determined by operators or maintainers. This step will be continued until occurrence of 

that the degradation index is higher than the failure threshold. 

Step 2 (Survival function estimation): The Cox’s PHM is created to estimate the survival function of system once the 

degrading mode occurred. 

Step 3 (RUL prediction): By using the survival time data, SVM in association with prediction method of time-series 

techniques are trained and forecast the system RUL. 
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Figure 1. Schematic diagram of proposed method 

  

 

3. APPLICATION AND RESULTS 

 

4.1. Data acquisition 

The proposed method is applied to forecast the RUL based on the data acquired from condition monitoring routine of a 

low methane compressor of a petrochemical plant. The compressor shown in Figure 2 is driven by a 440 kW motor, 6600 

volt, 2 poles and operating at a speed of 3565 rpm. Other information of the system is summarized in Table 1 

 

Figure 2. Low methane compressor 

Table 1  

Description of system 

Electric motor Compressor 

Voltage 6600 V Type Wet screw 

Power 440 kW 
Lobe 

Male rotor (4 lobes) 

Pole 2 Pole Female rotor (6 lobes) 

Bearing NDE:#6216, DE:#6216 
Bearing 

Thrust: 7321 BDB 

RPM 3565 rpm Radial: Sleeve type 

 

To monitor the machine condition, several kinds of signals could be used e.g. vibration, acoustic, oil analysis, 

temperature, pressure, moisture, etc. Amongst these, vibration signal is the most commonly acquired data due to the easy-to-

measure signals and analysis. That is the reason why vibration signal was also applied for the condition monitoring system of 

this compressor. The vibration data include peak and envelope accelerations which were recorded from August 2005 to 
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November 2005. The average recording duration was approximately 6 hours during the data acquisition process. Each data 

record consisted of 1200 data points as shown in Figure 3 and 4.  Consequently, these data contain information of machine 

history with respect to time sequence.  

 
Figure 3. The entire peak acceleration data 

 
Figure 4. The entire envelope acceleration data 

 

4.2. Results 

As indicated in Figure 3, the machine was obviously in normal operating condition during the first 300 points of the time 

sequence. At the 291th point, the machine condition significantly reduced in comparison with other points. After the 300th 

point, the machine suddenly changed the condition. Due to the lack of the expert knowledge and/or historical fault data for 

this complex system to assist operators in determining the necessary activities, this compressor was wholly broken down at 

the 308th point. The occurred fault is the damage of main journal bearings because of insufficient lubrication which lead to 

the surfaces of these bearings to be overheated and delaminated [21]. However, this is difficult to determine the abnormal 

condition by using envelope acceleration data (Figure 4). Thus, peak acceleration data is employed for reveal the machine 

performance degradation in this study. 

 
Figure 5. Data used for proposed method 

 
Figure 6. Degradation index 

 

As mentioned in the previous section, the first step of proposed method is to create the identification model, which 

ARMA model is applied here, based on normal operating condition to mimic the behavior of system. For that reason, 308 

points of machine condition included normal operating state and degrading state are split into two parts, namely identifying 

and validating, as shown in Figure 5. In indentifying process, 150 points of peak acceleration data which are taken from 300 

points in normal operating state are used to generate ARMA model. A problem frequently encountered in this process is to 

determine the orders of ARMA model. Using the method proposed by Broersen [22-23], ARMA (4, 3) model is obtained. 

The AR and MA coefficients are {1, 0.2408, 0.2667, 0.6316}ϕ = − − −  and {1, 0.058, 0.2726}φ = − − , respectively. Afterward, 

this identification model is used to estimate the dynamic behavior of machine for the remaining points (158 points). The 

residual errors which are the difference between the machine behavior (peak acceleration values) and identification model are 

then gained. The degradation index depicted in Figure 6 is defined as the root mean square of residual errors, denoted by erms: 

200 400 600 800 1000 1200
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Time

A
c
c
e
le

ra
ti
o
n
(g

)

0 200 400 600 800 1000 1200
0

0.5

1

1.5

2

2.5

3

Time

A
c
c
e
le

ra
ti
o
n
(g

)

50 100 150 200 250 300
0

0.2

0.4

0.6

0.8

1

1.2 Identifying Validating

Time

A
c
c
e
le

ra
ti
o
n
(g

)

150 200 250 300
-0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Time

e
rm

s
 v

a
lu

e
s

 

 

e
rms

Failure threshold



5 

 

2

1

1
( ) , 1,...,

N

rms i ih

i

e y y i N
N =

= − =∑  

where N is total number of observations, yi is the ith value of machine behavior, and yih is the ith value obtained from 

ARMA model. 

From this figure, the degradation index can be obviously recognized to increase suddenly from the 300th point. This 

appropriates to the sudden change of peak acceleration mentioned above as well as indicates the abnormal value at the 291th 

point. Therefore, degradation index is adequate to assess the machine degradation. Furthermore, based on the degradation 

index, operators or maintainers can easily determine the failure threshold for machine. This value is chosen after considering 

all values of degradation index during the normal operation state, for example 0.004 in this study. Furthermore, this threshold 

is also employed to attain the censored data which is used for generating the PHM. This data consists of a series of “0” and 

“1” values indicating the normal condition and failure condition, respectively. 

Once the degradation index is higher than the failure threshold, Cox’s PHM is established bases on the censored data 

obtained from previous step. In this study, two kinds of features z1(t) and z2(t) are used and denoted as peak and envelope 

features, respectively. The parameters of PHM are estimated as β1 = -0.8042 and β1 = 0.1062. Hazard rate and survival 

function estimation are depicted in Figure 7 and 8, respectively. In Figure 7, the hazard rate gradually increases with respect 

to time though the peak acceleration values still approximately remain in the same average value. This could be the increment 

of envelope that effects the hazard rate function. From the 300th point, the hazard rate significantly changes because of the 

rapid growth of peak acceleration values. Thus, the more the hazard rare increases, the less the reliability is. 

 
Figure 7. Hazard rate estimation 

 
Figure 8. Survival function estimation 

 

After attaining the survival function, the process of training and forecasting by using SVM in association with time-series 

forecasting techniques is carried out. The multi-step ahead direct prediction method [24] of time-series forecasting techniques 

is applied for this study. The values of survival function from the 151th to 291th point are used to train SVM model in which 

the Gaussian kernel 2 2( , ) exp( | | /(2 ) )K x y x y σ= − −  is employed. The other predefined parameters ε and C are set to 0.001 

and 500, respectively. Moreover, 5-fold cross validation is also applied to choose the best SVM model. The predicted results 

of 17 points from the 292th point where the machine commences degrading the state are depicted in Figure 9. Even though 

the multi-step ahead is employed, the predicted results can track the reduction of reliability with the root mean square error 

(RMSE) of 0.33674. From these results, the RUL of machine could be estimated by using the predefined survival probability 

for total fault. For example, if this value is chosen as 0.2, the point where predicted result reaches for 0.2 is 308th. This means 

the predicted RUL of machine after degrading state occurred is 96 hours ((308 - 292) × 6 = 96) while the actual RUL is 84 

hours (the 306th point). The accuracy can be evaluated using the follow formula: 

96 84
1 100% 1 100% 87.5%

96

predicted actual

predicted

Accuracy
t t

t

 
  
     

 

− −
= − × = − × =

 

Even if the accuracy is optimistic and acceptable in industrial application, the predicted RUL is lag behind actual RUL 

due to the implementation of several-step prediction. It is not only a difficult task but also challenging task for time series 

prediction problem. However, several-step prediction and improvement in forecasting results is of necessity for real 

application of machine prognostics. For further improvement of predicting accuracy, the predicted value has been moved 

backward with an interval of the average lag as shown in Figure 10. As a result, the predicted results and actual values of 

survival function is closely resemble with the accuracy of 100%, which shows the feasibility of the proposed method. 
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Figure 9. Predicted results 

 
Fig. 10 Predicted results after improvement 

 

 

4. CONCLUSION 

 

In this study, the method for assessing the machine health degradation and forecasting the RUL is proposed, where 

ARMA (4, 3) identification model, Cox’s PHM, and SVM are combined in an integrated tool. By using this method, the 

machine performance degradation assessment could be attained. Furthermore, the machine RUL is also obtained from the 

combination of the predicted results and predefined fault probability. The data of low methane compressor acquired from 

condition monitoring routine is used for appraising the proposed method. The high accuracy of predicted results indicates that 

the proposed could be used as a reliable tool to machine prognostics. 
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