Robust three-dimensional best-path phase-unwrapping algorithm that avoids singularity loops
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In this paper we propose a novel hybrid three-dimensional phase-unwrapping algorithm, which we
refer to here as the three-dimensional best-path avoiding singularity loops (3DBPASL) algorithm. This
algorithm combines the advantages and avoids the drawbacks of two well-known 3D phase-unwrapping
algorithms, namely, the 3D phase-unwrapping noise-immune technique and the 3D phase-unwrapping
best-path technique. The hybrid technique presented here is more robust than its predecessors since it
not only follows a discrete unwrapping path depending on a 3D quality map, but it also avoids any
singularity loops that may occur in the unwrapping path. Simulation and experimental results have
shown that the proposed algorithm outperforms its parent techniques in terms of reliability and
robustness. © 2009 Optical Society of America
OCIS codes: 100.2650, 120.5050, 100.5070.

1. Introduction
Phase unwrapping has applications in many ad-
vanced imaging technologies where the required
data are encoded in the form of a phase distribution,
such as optical interferometry, synthetic aperture
radar (SAR), and magnetic resonance imaging
(MRI). In many cases, the extracted phase consists
of a range of values in the interval \([-\pi, +\pi]\). This fact
is usually a direct result of using the mathematical
arctangent function or certain other trigonometric
operations. A phase-unwrapping algorithm is then
required to remove these phase discontinuities and
recover the original continuous phase signal. In gen-
eral, these phase jumps are resolved by either adding
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or subtracting an integer multiple of 2π to each phase value.

During the past three decades, numerous techniques have been proposed to solve the phase-unwrapping problem [1]. These can generally be classified into four major categories: global error-minimization methods [2,3], residue-balancing methods [4,5], quality-guided algorithms [6–8], and the use of calculated phase wrap regions [9]. A thorough review of the two-dimensional phase-unwrapping problem has been presented in a book by Ghiglia and Pritt [1].

The group of global error-minimization algorithms formulate the phase-unwrapping process in terms of the minimization of a global function. All the algorithms in this class are known to be robust, but they are also computationally intensive. The L_p-norm and least-squares algorithms are typical examples from this category [2,3].

Residue-balancing algorithms search for residues in a wrapped phase map and attempt to balance positive and negative residues by placing cut lines between them. The role of these cut lines is to create an unwrapping barrier and prevent the unwrapping path from going through them. The placement of a particular set of cut lines for any given wrapped phase map is not unique, and they may be placed in many different arrangements and orientations. These algorithms are generally fast but they are not very robust [4,5].

Quality-guided algorithms depend on some form of measure of the quality of the raw wrapped phase data to guide the phase-unwrapping path. The main idea of these algorithms is to phase unwrap the highest quality pixels first and the lowest quality pixels last, thereby preventing error propagation during the unwrapping process [6,7]. To this end, a quality map needs to be defined. The success or failure of these algorithms is strongly dependent on this quality map. Many two-dimensional quality-guided algorithms have been proposed during the past two decades and most of these algorithms tend to follow a continuous path while they unwrap the phase map. These are generally computationally efficient and their robustness varies from one algorithm to another. One quality-guided algorithm that tends to unwrap the phase map following a discrete path was proposed in [8]. This fast algorithm was used to construct a robust fringe pattern analysis system for human body shape measurement [10].

Many applications produce three-dimensional (3D) wrapped phase volumes, such as the noncontact measurement of dynamic objects, multitemporal SAR interferometric measurements [11], 3D Fourier fringe analysis [12], and MRI [13]. A 3D phase volume consists of an array of voxels [a single element in the 3D volume that is analogous to a pixel in two-dimensional (2D) terms] and may be visualized as a number of consecutive 2D wrapped phase maps. Although a 2D unwrapping algorithm could be used to unwrap each of these maps independently [14], 3D phase-unwrapping techniques can potentially yield more reliable results by embedding the third dimension into the unwrapping process.

Three-dimensional phase unwrapping is a relatively new concept, and therefore at this time relatively few 3D algorithms have so far been proposed. In a similar manner to the groupings used for categorization of the 2D phase-unwrapping algorithms, these 3D techniques can be classified into residue-balancing, quality-guided, or global error-minimization techniques. In 2001, Huntley proposed a 3D noise-immune phase-unwrapping algorithm that extended the 2D residue-balancing method into three dimensions [15]. In this method, all residues in the phase volume are identified and these are then connected together to form singularity loops. These loops are then regarded as prohibited 3D barrier surfaces through which the phase-unwrapping path must not cross during the phase-unwrapping process. This process is performed in a 3D manner that is analogous to the use of cut lines when phase unwrapping is carried out in 2D form. Huntley shows that there is only a single solution to the formation of these singularity loops, which means that a unique solution does exist. This is in contrast to the case for 2D phase-unwrapping algorithms, where no unique solution necessarily exists.

Cusack and Papadakis proposed a robust 3D phase-unwrapping algorithm that was used to unwrap MRI data [13]. This algorithm uses a quality measurement to guide the final unwrapping path. At each iteration, only those voxels whose quality exceeds a certain threshold are unwrapped. The unwrapping of the remaining voxels is left to subsequent iterations, during which the threshold value is gradually reduced until the entire unwrapping process is complete. A major problem with this algorithm is the large number of iterations that are required to unwrap the entire phase volume, thereby adversely impacting execution time.

Jenkinson has proposed the phase region expanding labeller for unwrapping discrete estimates (PRELUDE) 3D phase-unwrapping algorithm following a global error-minimization approach. This technique divides the wrapped phase volume into multiple regions. These regions are chosen in such a way that each region contains no phase wraps, i.e., the regions meet at and border the phase wraps, but each 3D region so produced must not contain a wrap. The individual regions are treated as single units by the algorithm. The differences between the phase values at the interface of adjacent regions is then considered and a cost function is applied and then minimized. When the cost between two regions is at a minimum, the two regions merge together. The process continues until a single large region is left. Although this method has been designed to process 2D and 3D MRI data, it can easily be extended to permit the unwrapping of N-dimensional data [16].

In 2005, we proposed the 3D best-path (3DBP) phase-unwrapping algorithm in which the phase
volume is unwrapped, guided by a quality measure and following a discrete unwrapping path [17–19]. The best-path algorithm unwraps the highest quality voxels first and the lowest quality voxels last to prevent error propagation. A brief overview of this algorithm is presented in Section 2.

In this paper we propose a hybrid phase-unwrapping algorithm, which is referred to as the 3D best-path avoiding singularity loops (3DBPASL) algorithm. The 3DBPASL algorithm combines the 3D noise-immune algorithm proposed by Huntley in [15,20] with our own 3D best-path algorithm proposed in [17–19]. This results in a hybrid 3D phase-unwrapping technique that is more effective than its predecessors.

In Section 2, the 3D best-path phase-unwrapping algorithm is briefly reviewed. Section 3 explains the motivation behind the proposed 3DBPASL algorithm. The technique is then presented in detail in Section 4. Section 5 shows the results produced by the proposed method and compares them with those obtained using other world-leading 3D phase-unwrapping algorithms. Finally, some conclusions are drawn in Section 6.

2. 3D Best-Path Algorithm: a Brief Review
Since the proposed algorithm follows the same unwrapping path as the 3DBP algorithm, it is perhaps worth briefly describing here how this unwrapping path is defined. For further details, the reader is advised to refer to [19].

The 3DBP algorithm defines the unwrapping path via the following steps:

1. Determine the quality of all voxels.
2. Calculate the horizontal, vertical, and normal edge qualities—where an edge can be defined as the connection between two adjacent voxels. Set the quality of any edges that are connected to the image borders to zero so that they are processed last.
3. Sort the edges in descending order of quality.
4. Unwrap voxels in the order of descending edge quality, so that the voxels which form the highest quality edges are unwrapped first, according to the following rules:

A. If both voxels in the edge do not belong to any group and have not been unwrapped before, then the voxels are unwrapped with respect to each other and gathered into a single group.
B. If one of the voxels has been processed before and belongs to a group, but the other has not, then the voxel that has not been processed before is unwrapped with respect to the other voxels in the group and then joins this group.
C. If both voxels have been processed before and both belong to different groups, then the smaller group is unwrapped with respect to the larger group. After that the two groups are joined together to construct a single group.

3. 3DBPASL Algorithm: the Main Advantages

In three dimensions, phase singularities are shown to form loops in space, i.e., they appear connected so that they form either a closed loop or a partial loop that terminates at the boundary of the phase volume (see Fig. 1). The 3D noise-immune phase-unwrapping algorithm works by placing branch-cut surfaces so as to prevent unwrapping through the phase singularity loops [15]. Then, unwrapping proceeds along any path that does not penetrate the surfaces (any such path would produce the same results, except for a constant multiple of 2π). Unfortunately, the surfaces defined by the loops are not unique and there are several factors that may yield an incorrect result. One such factor is partial loops that begin and/or end at one side of the volume. Another problem is loop ambiguity.

Partial loops can be classified into three types:

- Partial loops that enter the wrapped phase volume at one side of the volume and leave the volume from the same side. For example, partial loops 1 and 4 shown in Fig. 1.
- Partial loops that enter the phase volume at a side and leave from an adjacent side. For instance, the partial loop designated with the number 3 in Fig. 1.
- Partial loops that enter the phase volume at one side and leave from the opposite side, such as the loop designated with the number 2 in Fig. 1. In this paper, we refer to the last type as crossing loops.

Although the first two types of partial loop may also cause an incorrect unwrapping result, the latest type is specially relevant in the case of 3D measurement of dynamic objects. If the two ends of such a loop are joined with artificial residues as in [15], the branch-cut surface generated usually yields a discontinuity in each frame of the final result in the form of a straight line that joins a residue to the edge of the frame.

Fig. 1. Closed singularity loops and partial singularity loops in the phase volume.
To explain the loop ambiguity problem, suppose that we have a wrapped phase volume consisting of \(3 \times 3 \times 3\) voxels. All the voxels in this volume have zero values except four as shown in Fig. 2. The dots represent voxel points with values labeled near them as fractions of a cycle of \(\pi\). This arrangement generates three phase breaks, which have been indicated by red arrows. The purpose of establishing a phase singularity loop and its cut surface is to prevent any of the three phase breaks from being unwrapped. Clearly, there are residues associated with loops A, B, C, D, E, F, I, and J, but to draw a loop through them requires defining their polarity, since it is generally accepted that a positive residue should be connected only to a negative one and vice versa. A residue is considered positive if a positive phase discontinuity greater than \(\pi\) is encountered in a counterclockwise loop around four pixels and it is considered negative if a negative phase discontinuity is encountered. What has to be considered for a three-dimensional set of voxels is on which side of the loop the observer is located. Given this convention, a loop connecting the residues in the figure presented above runs through the sequence of loops, B, F, C, J, D, E, A, I, and B as shown in Fig. 3(a).

The problem with the loop is deciding what surface should be associated with it, and that is where the ambiguity arises. The two possible surfaces that could be constructed are shown in Figs. 3(b) and 3(c). The natural inclination is to use the smallest possible surface, but here there are two possible surfaces of equal size. One surface cuts through the three phase breaks shown in Fig. 3(b), and thus it will prevent their unwrapping, but the other, shown in Fig. 3(c), does not.

These ambiguities arise when some loops can be covered by two or more different surfaces; one of them is correct, whereas the others are incorrect. Obviously, if an incorrect surface is chosen, then bad data regions are still left unmarked and it is still possible for the unwrapping path to pass through this erroneous phase data. Hence, in this manner errors may propagate during the phase-unwrapping process. Singularity loop ambiguities are discussed in detail by Salfity et al. in [21]. Therefore, it may be concluded that by relying solely upon locating and avoiding singularity loops, this approach may still lead to unexpected errors due to the potential for singularity loop ambiguity.

On the other hand, the best-path phase-unwrapping algorithm does not identify singularity loops at all. Instead, it relies upon a quality measure to unwrap the phase volume. Ignoring singularity loops may cause the unwrapping path to penetrate these loops, and errors may propagate in the unwrapped phase map.

The 3DBPASL algorithm proposed here takes advantage of the unwrapping mechanisms of both of the former techniques to prevent error propagation. Initially, the proposed method identifies singularity loops and prohibits the unwrapping path from passing through them. It then ensures that the highest quality voxels are unwrapped first and the worst quality voxels last. By integrating both mechanisms into the same hybrid algorithm, greater robustness is achieved.

4. 3DBPASL: the Algorithm

Here we present the 3DBPASL phase-unwrapping algorithm in detail. The key difference between this algorithm and the best-path algorithm is the introduction of the concept of zero-weighted edges, which are defined as edges that pass through a singularity loop, as shown in Fig. 4.

The 3DBPASL algorithm can be outlined as follows:

1. Identify singularity loops.
2. Close all partial loops except crossing loops.
3. Identify zero-weighted edges.
4. Calculate all edge qualities and set the quality of all zero-weighted edges to zero.
5. Sort the edges according to their qualities: highest quality first, then in order of descending quality.
6. Unwrap the phase volume according to the rules of the best-path phase-unwrapping algorithm described in the Section 3.

These steps are explained in detail in the following subsections.

A. Identifying Singularity Loops

Residues in 3D volumes can be identified by calculating phase differences in \(2 \times 2\) loops located in the \(xy\), \(xz\), and \(yz\) planes. Identifying \(r_x\) residues requires calculating the phase difference in a loop located in the \(yz\) plane, while \(r_y\) residues are located in the \(xz\) plane and \(r_z\) residues are located in the \(xy\) plane, respectively \([15,20]\).

Identifying \(r_x\), \(r_y\), and \(r_z\) residues is carried out using the following equations:

\[
r_x = \Re\left[\frac{\psi_{i,j,k} - \psi_{i,j+1,k}}{2\pi}\right] + \Re\left[\frac{\psi_{i,j+1,k+1} - \psi_{i,j+1,k+1}}{2\pi}\right]
+ \Re\left[\frac{\psi_{i+1,j,k+1} - \psi_{i+1,j,k}}{2\pi}\right] + \Re\left[\frac{\psi_{i+1,j+1,k} - \psi_{i+1,j+1,k}}{2\pi}\right],
\]

\[
r_y = \Re\left[\frac{\psi_{i,j,k} - \psi_{i,j+1,k}}{2\pi}\right] + \Re\left[\frac{\psi_{i+1,j,k+1} - \psi_{i+1,j,k+1}}{2\pi}\right]
+ \Re\left[\frac{\psi_{i+1,j,k+1} - \psi_{i+1,j,k}}{2\pi}\right] + \Re\left[\frac{\psi_{i,j+1,k} - \psi_{i,j+1,k}}{2\pi}\right],
\]

\[
r_z = \Re\left[\frac{\psi_{i,j,k} - \psi_{i+1,j,k}}{2\pi}\right] + \Re\left[\frac{\psi_{i+1,j,k+1} - \psi_{i+1,j+1,k}}{2\pi}\right]
+ \Re\left[\frac{\psi_{i+1,j+1,k} - \psi_{i+1,j+1,k}}{2\pi}\right] + \Re\left[\frac{\psi_{i,j+1,k} - \psi_{i,j+1,k}}{2\pi}\right],
\]

where the operator \(\Re[\cdot]\) rounds its argument to the nearest integer. The symbol \(\psi\) refers to the wrapped phase. The terms \(i, j, k\) represent the indices of the voxels in the \(x, y, z\) axes, respectively.

In these equations, \(r_x\), \(r_y\), and \(r_z\) can have only three respective values, namely, 0 (no residue), +1 (a positive residue), or −1 (a negative residue). The sign of the residue indicates its direction.

The identification of singularity loops in the unwrapped phase data volume is based on two facts that were outlined and discussed by Huntley in \([15]\). The first of these is the fact that all residues must form a closed loop in the phase volume space, or if this is not the case, they must terminate at the borders of the phase volume. The second known fact is that the number of residues entering any cube in the phase volume space must be equal to the number of residues leaving that cube. A detailed algorithm for the identification of singularity loops is explained in \([20]\).

B. Closing Partial Loops

When a loop terminates on the boundary of the phase volume, it defines an open loop that needs to be closed before marking the zero-weighted edges. Let us assume that we want to close the partial loop that is shown in Fig. \(5\).

The closing procedure can be summarized in the following steps:

1. Randomly choose one end of the loop to be the head and the other end to be the tail, as shown in Fig. \(6\).
2. Calculate the coordinates of the head and the tail, which are shown in Fig. \(6\).
3. Identify the five artificial residues that can potentially be connected to the tail residue in three dimensions. For clarity in our example, Fig. \(7(a)\) shows only three out of the total of five possible artificial residues that may be connected to the tail. The other two potential residue paths, namely, those perpendicular to the plane of the page, i.e., located in directions moving both into and out of the page, respectively, have been left out here as they would obscure the diagram.
4. Calculate the coordinates of the five residues that were identified in step 3.
5. Calculate the distance between each artificial residue and the loop head.
6. Choose the artificial residue that has the minimum Euclidian distance to the head of the loop to be connected to the loop. If two residues have the same distance, then one of these residues is arbitrarily connected to the loop. In our example, one of the artificial residues is connected to the loop as shown in Fig. \(7(b)\).
7. Check if this artificial residue closes the loop. If yes, then the loop is closed and this procedure is ended. Otherwise continue with step 8.

![Fig. 5. (Color online) Definition of closed singularity loops and partial singularity loops in the phase volume.](image-url)
8. Mark this artificial residue as a new loop tail and go back to step 2 and repeat the process until the loop is closed.

Figure 7(c) shows the resulting fully closed loop after carrying out the procedure described above.

C. Identifying Zero-Weighted Edges

Once singularity loops have been identified, the algorithm proceeds to identify the zero-weighted edges, i.e., those edges that penetrate the singularity loops. The idea behind this procedure depends on gradually shrinking a loop toward its center until it vanishes. As the loop shrinks, it passes through successive edges. Each time this happens, the edge is permanently marked as a zero-weighted edge. The procedure of shrinking the loop is based on finding and processing the individual U-shaped and L-shaped segments which make up the body of the loop itself. U-shaped segments consist of three successive residues that form a U shape, as shown in Fig. 8(a). Meanwhile, L-shaped segments consist of only two successive residues forming an L shape, as illustrated in Fig. 8(b).

The procedure for processing a closed loop is shown in the form of a flow chart in Fig. 9. First, the loop is examined to find out if it contains any U-shaped segments. If a U-shaped segment is discovered, the three residues that form the U-shaped segment are replaced by the appropriate single residue value and the edge inside that U shape is marked as being a zero-weighted edge. After replacing a U shape by a single artificial residue value, the residues that remain inside the loop are counted. If the number of residues is greater than three, the U-shape search procedure is repeated until no other U shape is discovered within the loop. Then, the algorithm searches for the first L-shaped segment that is present in the loop. If an L shape is discovered, the algorithm checks whether the replacement of this L shape would increase or decrease the area within that loop. If the area would be increased, then the algorithm leaves that L shape and searches for the first “good L shape,” i.e., one that minimizes the overall area of the loop. When a good L-shape is discovered, the algorithm replaces it with two new artificial residues and the edge located in between the L-shape arm is marked as a zero-weighted edge. After replacing an L shape, the algorithm again searches for a U shape. This process will be repeated until the number of residues within the loop reaches a value of less than three [20, 22].

I. Detecting U-Shaped Segments

Suppose that $r_{c-1}$, $r_c$, and $r_{c+1}$ are three successive residues that exist in a closed loop, where their types...
The type variable may take one of the following values: $r_x$, $r_y$, or $r_z$. The sign variable may be assigned a $+1$ or $-1$ value. These three residues form a U-shaped segment, if and only if, they obey the following rules:

$$\begin{cases}
  r_{c-1}.\text{type} = r_{c+1}.\text{type} \\
  r_{c-1}.\text{sign} = -r_{c+1}.\text{sign} \\
  \|r_{c-1}.\text{index} - r_{c+1}.\text{index}\| = 1
\end{cases}$$

If all the above conditions are true for the three residues, then these three residues form a U-shaped segment and should be replaced in a manner to be explained shortly.

2. Detecting L-Shaped Segments

Suppose that $r_c$ and $r_{c+1}$ are two successive residues in a closed loop, where their types and signs and indices are given by

$$\begin{align*}
  r_c \{ & \text{type} = t_c, \\
  & \text{sign} = s_c, \\
  & \text{index} = (i_c, j_c, k_c) \\
\} \Rightarrow r_c \{ & \text{type} = t_{c+1}, \\
  & \text{sign} = s_{c+1}, \\
  & \text{index} = (i_{c+1}, j_{c+1}, k_{c+1})
\}.
\end{align*}$$

These two residues form an L-shaped segment if

$$r_c.\text{type} \neq r_{c+1}.\text{type}$$

3. 3DBPASL Algorithm in Action

An example is now given to clarify the operation of the 3DBPASL algorithm. Suppose that the closed singularity loop shown in Fig. 10(a) is to be processed by the procedure that has been described previously. First, the algorithm searches for any U-shaped segments located in that loop. This particular example of a closed singularity loop does not contain any U-shaped segments at this stage, so the algorithm then searches for any L-shaped segments. Suppose that the algorithm finds the L-shaped segment that is shown in Fig. 10(b). The algorithm will check if the replacement of this L-shaped segment will increase or decrease the area within the loop. The new possible choice of path for the L-shaped segment that is to be replaced is shown in Fig. 10(b) as marked by dotted arrows. Clearly, this possible replacement of the L-shaped segment will increase the overall loop area, so the procedure will ignore this choice of L-shaped segment and will continue to search for another L-shaped segment that will decrease the entire area of the loop (this latter kind of L-shaped segment that shrinks the overall area will be referred to as a “good L-shaped” seg-
ment). As the procedure continues, it will search for new L-shaped segments. Figure 10(c) shows a new L-shaped segment that has subsequently been found, and the potential replacement L-shaped segment is shown in Fig. 10(c) as marked by dotted arrows. This L-shaped segment is considered to be a good L-shaped segment, because its replacement will decrease the entire area of the loop. In this case, the algorithm will replace this L-shaped segment and will mark the edge that the loop passes through during its shrinking process as a zero-weighted edge, marked as a dotted line edge in Fig. 10(d).

After replacing an L-shaped segment, the algorithm will again examine the loop to detect the potential presence of any U-shaped segments. In our case, the algorithm will find the U-shaped segment which is shown in Fig. 10(d). The potential replacement of this triple-residue U-shaped segment is with a single residue only, which will definitely minimize the area of the loop, so the algorithm will directly replace this U-shaped segment by its replacement and will mark the appropriate edge as a zero-weighted edge, as is shown in Fig. 10(e).

After replacing the U-shaped segment and marking the appropriate edge as a zero-weighted edge, the algorithm will check the number of residues in the loop. If the number of residues in the loop is less than three, then the processing is completed for this loop and the algorithm has to identify a new closed loop to process it. In our example, the number of residues in the loop shown in Fig. 10(e) is 10, i.e., a value greater than three, so the algorithm will search for a U-shaped segment once again. Clearly, as shown in Fig. 10(e), the loop does not contain any U-shaped segments, so the technique will proceed by finding the next good L-shaped segment, which it does. This is illustrated by the segment marked by dotted arrows in Fig. 10(e). The L-shaped segment will be replaced and the appropriate edge will be marked as a zero-weighted edge, as shown in Fig. 10(f). Again, the algorithm now will search for a U-shaped segment and will replace it with its equivalent single residue value, as shown in Figs. 10(f) and 10(g).

This process will be repeated many times until the whole loop is processed. Figures 10(g)–10(k) show the stages of shrinking the sampled loop until the whole loop is processed and all zero-weighted edges associated within the original loop have been identified, as shown in Fig. 10(k).
4. Replacement of a U-Shaped Segment

As illustrated in the example shown in Fig. 10(d), only one artificial residue is needed to replace a U-shaped segment. However, when replacing a U-shaped segment a number of questions arise: such as what is the type, sign, and index of the new residue? What is the direction of the edge that needs to be marked as a zero-weighted edge? And finally, what is the index of the zero-weighted edge? To answer these questions, several examples are now presented.

Example 1:

Figure 11 shows a U-shaped segment located in the \( xy \) plane that needs to be replaced. This U-shaped segment consists of the following residues:

\[
\begin{align*}
\text{r}_{c-1} & \left\{ \begin{array}{l}
type = x \\
\text{sign} = +ve \\
\text{index} = (i,j,k)
\end{array} \right\} \Rightarrow \text{r}_c \left\{ \begin{array}{l}
type = z \\
\text{sign} = -ve \\
\text{index} = (i,j,k)
\end{array} \right\} \\
\Rightarrow \text{r}_{c+1} & \left\{ \begin{array}{l}
type = x \\
\text{sign} = -ve \\
\text{index} = (i,j,k-1)
\end{array} \right\}.
\end{align*}
\]

(8)

Note that these three residues obey the U-shaped rules defined in Eq. (5). As shown in Fig. 11, the new artificial residue needed to replace the U-shaped segment that is shown as a double-line arrow in the figure is given by

\[
\text{r}_n \left\{ \begin{array}{l}
type = z \\
\text{sign} = -ve \\
\text{index} = (i-1,j,k)
\end{array} \right\}.
\]

(9)

On the other hand, the edge needed to be marked as a zero-weighted edge, represented by a dotted line in the figure, is given by

\[
\text{zwe} \left\{ \begin{array}{l}
type = y \\
\text{index} = (i,j,k)
\end{array} \right\}.
\]

(10)

This means that the edge connected between the voxels \((i,j,k)\) and \((i,j+1,k)\) has to be marked as a zero-weighted edge. (Note that if the type of this edge was an “x type,” rather than the “y type” that is given in this example, then for this case it would be the edge that connects voxel \((i,j,k)\) with voxel \((i+1,j,k)\), which has to be marked as the zero-weighted edge).

From this example, we can conclude that the new residue inherits the type and sign of the middle residue \(r_c\). Furthermore, the type of the zero-weighted edge that must be marked is that type that is missing from the U-shaped segment. In other words, by definition the U-shaped segment will contain only two of the three possible types of residue, and the type of the zero-weighted edge will be set to the other third possible type that is not present in the U-shaped segment. This is expressed in the following equations:

\[
r_n,\text{type} = r_c,\text{type}, \quad (11)
\]

\[
r_n,\text{sign} = r_c,\text{sign}, \quad (12)
\]

\[
zwe,\text{type} \neq (r_c,\text{type} \text{ or } r_{c+1},\text{type}). \quad (13)
\]

Two more questions still need to be answered: the first is how to know the index of the new residue, and the second is how to know the index of the zero-weighted edge. These two questions are investigated further in the following examples.

Example 2:

In this example we consider the U-shaped residues shown in Fig. 12. These residues are given by

\[
r_{c-1} \left\{ \begin{array}{l}
type = z \\
\text{sign} = -ve \\
\text{index} = (i,j,k+1)
\end{array} \right\} \Rightarrow \text{r}_c \left\{ \begin{array}{l}
type = x \\
\text{sign} = -ve \\
\text{index} = (i,j,k)
\end{array} \right\} \\
\Rightarrow \text{r}_{c+1} \left\{ \begin{array}{l}
type = z \\
\text{sign} = +ve \\
\text{index} = (i-1,j,k+1)
\end{array} \right\}.
\]

(14)

Fig. 12. (Color online) Example 2 to illustrate the process of replacing U-shaped segments.
In this case, the new residue and the zero-weighted edge are

\[
\begin{align*}
  r_n & \begin{cases}
    \text{type} = x \\
    \text{sign} = -ve \\
    \text{index} = (i,j,k+1)
  \end{cases}, \\
  \text{zwe} & \begin{cases}
    \text{type} = y \\
    \text{index} = (i,j,k+1)
  \end{cases}.
\end{align*}
\]

As seen in this example, the type and sign of the new residue still inherits the type and sign of the middle residue \(r_c\). Also, the type of the zero-weighted edge still obeys the rule explained in the first example. By careful consideration of the index of the new residue in the first and second examples, it can be noticed that the distance between the new residue and the middle residue, \(r_c\), is always equal to 1. Or as a formula we can write

\[
\|r_c\text{-index} - r_n\text{-index}\| = 1.
\]

We refer to the index of the middle residue \(r_c\) as \((i,j,k)\) in both examples. In the first example, the index of the new residue is \((i−1,j,k)\). We can note that the change in the index occurred here in the \(x\) coordinate, and the type of the first (or last) residue was of the \(x\) type (note that the first and the last residue have the same type in the U-shaped segment). Furthermore, in the current example, the new residue index is \((i,j,k+1)\), and the type of the first (or last) residue in the U-shaped segment is of the \(z\) type. From these two examples, we can conclude that

\[
r_n\text{-index} = \begin{cases}
  i \pm \lambda_x \\
  j \pm \lambda_y \\
  k \pm \lambda_z
\end{cases},
\]

where

\[
\lambda_x = \begin{cases}
  1, & \text{if } r_{c+1}\text{-type} = x \\
  0, & \text{otherwise}
\end{cases},
\]

\[
\lambda_y = \begin{cases}
  1, & \text{if } r_{c+1}\text{-type} = y \\
  0, & \text{otherwise}
\end{cases},
\]

\[
\lambda_z = \begin{cases}
  1, & \text{if } r_{c+1}\text{-type} = z \\
  0, & \text{otherwise}
\end{cases}.
\]

We still have to determine in which cases we have to add the lambda values and in which cases we have to subtract them. These issues are further investigated by considering more examples.

**Example 3:**

In this example, we consider a U-shaped segment located in the \(xy\) plane, as shown in Fig. 13(a). Figure 13(b) shows a top view of the segment shown in Fig. 13(a).

The U-shaped residues are

\[
r_{c-1} \begin{cases}
  \text{type} = x \\
  \text{sign} = -ve \\
  \text{index} = (i+1,j-1,k)
\end{cases},
\]

\[
r_c \begin{cases}
  \text{type} = y \\
  \text{sign} = +ve \\
  \text{index} = (i,j,k)
\end{cases},
\]

\[
r_{c+1} \begin{cases}
  \text{type} = x \\
  \text{sign} = +ve \\
  \text{index} = (i+1,j,k)
\end{cases}.
\]

The new residue, as shown in the figure, is

\[
r_n \begin{cases}
  \text{type} = y \\
  \text{sign} = +ve \\
  \text{index} = (i+1,j,k)
\end{cases}.
\]

The zero-weighted edge in this example is

\[
\text{zwe} \begin{cases}
  \text{type} = z \\
  \text{index} = (i+1,j,k)
\end{cases}.
\]

In this example, we attempt to illustrate how to correctly decide whether to add 1 to the index or whether we have to subtract 1 from the index. By looking at all the examples, we can conclude that the addition or subtraction is a function of the sign of the third residue in the U-shaped segment. When the sign of \(r_{c+1}\) is positive, then we have to add
lambda, and whenever that sign is negative we have to subtract lambda, as is the case for all three of the above examples. So, as a general rule, the index of the new residue can be calculated by

$$r_n\text{ index} = \begin{cases} i + \lambda_x \times (r_{c+1}\text{ sign}) \\ i + \lambda_y \times (r_{c+1}\text{ sign}) \\ i + \lambda_z \times (r_{c+1}\text{ sign}) \end{cases},$$ (25)

where $\lambda_x$, $\lambda_y$, and $\lambda_z$ are defined by Eqs. (19)-(21).

In the previous examples, we concluded how to determine the type, sign, and index for the new replacement residue. Moreover, we also determined how to calculate the type of the zero-weighted edge that is to be marked. This leaves us with only one question still pending: What is the index of the zero-weighted edge? An additional example is considered to illustrate this issue.

**Example 4:**

The U-shaped residues in this example are shown in Fig. 14(a). Figure 14(b) shows a side-on view of Fig. 14(a) for clarity. The residues forming this U-shaped segment are

$$r_{c-1} \begin{cases} \text{type = } z \\ \text{sign = } -ve \\ \text{index} = (i,j-1,k+1) \end{cases}$$

$$\Rightarrow r_c \begin{cases} \text{type = } y \\ \text{sign = } +ve \\ \text{index} = (i,j,k) \end{cases}$$

$$\Rightarrow r_{c+1} \begin{cases} \text{type = } z \\ \text{sign = } +ve \\ \text{index} = (i,j,k+1) \end{cases}$$ (26)

Using the rules defined by Eqs. (11), (12), and (25), we can conclude that

$$r_n \begin{cases} \text{type = } y \\ \text{sign = } +ve \\ \text{index} = (i,j,k+1) \end{cases}.$$ (27)

This result matches the new residue shown in Fig. 14(b). From Fig. 14(b), the zero-weighted edge is

$$\text{zwe} \begin{cases} \text{type = } x \\ \text{index} = (i,j,k+1) \end{cases}.$$ (28)

From all the examples given above, we can see that the index of the zero-weighted edge is always equal to the index of one of the side residues in the U-shaped segment, $r_{c-1}$ or $r_{c+1}$. Furthermore, we can note that if the sign of the middle residue $r_c$ is positive, then the index of the zero-weighted edge is equal to the index of the last residue in the U-shaped segment, $r_{c+1}$. In contrast, if the sign of the middle residue $r_c$ is negative, then the index of the zero-weighted edge is the same as the index of the first residue in the U-shaped segment, $r_{c-1}$. As a result, we can summarize the rules for replacing

U-shaped segments as follows: Given the following U-shaped segment,

$$r_{c-1} \Rightarrow r_c \Rightarrow r_{c+1},$$ (29)

the new residue $r_n$ needed to replace that segment is

$$r_n, \text{ type} = r_c, \text{ type},$$ (30)

$$r_n, \text{ sign} = r_c, \text{ sign},$$ (31)

$$r_n, \text{ index} = \begin{cases} i + \lambda_x \times (r_{c+1}\text{ sign}) \\ j + \lambda_y \times (r_{c+1}\text{ sign}) \\ k + \lambda_z \times (r_{c+1}\text{ sign}) \end{cases},$$ (32)

where

$$\lambda_x = \begin{cases} 1, & \text{if } r_{c+1}\text{-type } = x \\ 0, & \text{otherwise} \end{cases},$$ (33)

$$\lambda_y = \begin{cases} 1, & \text{if } r_{c+1}\text{-type } = y \\ 0, & \text{otherwise} \end{cases},$$ (34)

$$\lambda_z = \begin{cases} 1, & \text{if } r_{c+1}\text{-type } = z \\ 0, & \text{otherwise} \end{cases}.$$ (35)

The edge that needed to be marked as a zero-weighted edge is
weighted edge is determined by
\[
\text{zwe}.\text{type} \neq (r_c.\text{type} \; \text{or} \; r_{c+1}.\text{type}),
\]
\[
\text{zwe}.\text{index} = \begin{cases} 
  r_{c-1}.\text{index} & \text{if } r_c.\text{sign} = -ve \\
  r_{c+1}.\text{index} & \text{if } r_c.\text{sign} = +ve .
\end{cases}
\]  

5. Replacement of L-Shaped Segments

Replacement of the L-shaped segments can be carried out by depending on the rules for U-shaped segments that were presented in Subsection 4.C.4. Suppose that we want to replace the L-shaped residue pair, denoted as \( r_c \) and \( r_{c+1} \) in Fig. 15, by two new artificial residues \( r_{n1} \) and \( r_{n2} \) as shown in the figure.

From Subsection 4.C.4, we concluded that the new artificial residue is determined by the center and the last residues in the U-shaped segment, i.e., \( r_c \) and \( r_{c+1} \). This conclusion can be applied in the case of L-shaped residues. As shown in Figs. 16(a) and 16(b), the artificial residue \( r_{n2} \) in the case of an L-shaped residue is equivalent to the residue \( r_n \) in the U-shaped segment, so residue \( r_{n2} \) can be determined as if \( r_c \) and \( r_{c+1} \) form part of a U-shaped segment.

After determining \( r_{n2} \), the residue \( r_{n1} \) can be determined by considering \( r_c, r_{c+1}, \) and \( r_{n2} \) as a U-shaped segment, as shown in Fig. 16(c). Note that \( r_{n2} \) has the opposite sign to \( r_{n2} \). As a result, we can summarize the rules for replacing an L-shaped segment as follows: Given the following L-shaped segment,
\[
 r_c \Rightarrow r_{c+1},
\]
the new artificial residues \( r_{n1} \) and \( r_{n2} \) are determined by three steps:

Step 1: following the U-shaped rules, find \( r_{n2} \) from \( r_c \Rightarrow r_{c+1} \);
Step 2: from \( r_{c+1} \Rightarrow r_{n2} \) find \( r_{n1} \), where
\[
 r_{n2}.\text{type} = r_{n2}.\text{type},
\]
\[
 r_{n2}.\text{sign} = -r_{n2}.\text{sign},
\]
\[
 r_{n2}.\text{index} = r_{n2}.\text{index}.
\]

5. Results and Comparisons

To evaluate the performance of the proposed algorithm, two different kinds of wrapped-phase volume were processed, namely, computer-generated and real wrapped-phase volumes, respectively. Both of these types of phase volumes were unwrapped using the proposed technique. The 3DBPASL algorithm was then compared with both the noise-immune [15] and the best-path algorithms [19], respectively. A comparison with Cusack’s algorithm [13] has also been provided to enrich our assessment. The results show that the proposed 3DBPASL algorithm outperforms all the other algorithms in terms of robustness and reliability.

A. Computer Simulation Results

The proposed algorithm has been tested using a computer-simulated wrapped phase volume, which was generated as follows. The computer-generated dynamic object used here is a complicated surface whose shape is changing with time, i.e., with the frame number. Each frame consists of 256 × 256 pixels. The shape of this surface at time \( t \) is given by

Fig. 15. (Color online) L-shaped segment and its replacement.

Fig. 16. (Color online) Identifying L-shaped segment replacement using U-shaped segments rules. (a) Set of U-shaped segment and its equivalent, (b) L-turn segment and its equivalent, (c) new U-shaped segment and its equivalent.
\[ z(i,j,t) = 10 \times \left[ \sigma_1(t) \cdot \frac{\sin[x(i,j)]}{x(i,j)} + \sigma_2(t) \cdot \frac{\sin[y(i,j)]}{y(i,j)} \right], \]

where \( x(i,j) \) and \( y(i,j) \) are defined in the range \([0, 255]\) and they refer to the pixel indices. The term \( z(i,j,t) \) is the height of the pixel \((i,j)\) at time \( t \) (actually, here \( t \) represents the frame number). The terms \( \sigma_1(t) \) and \( \sigma_2(t) \) are time varying functions that are given by

\[ \sigma_1(t) = 1.50 - (0.01 \times (t + 1)), \]

\[ \sigma_2(t) = 0.49 + (0.01 \times (t + 1)), \]

where \( t \) is defined in the range \([0, 99]\).

This computer-generated moving object is represented using 100 two-dimensional video frames, each consisting of 256 \( \times \) 256 pixels, thereby representing a total 3D data volume of 256 \( \times \) 256 \( \times \) 100 voxels. To increase difficulty and add realism to this simulated test, a 16-frame region of noise is embedded within the overall data volume, beginning at frame 47 and ending at frame 62. This noisy volume therefore consists of 256 \( \times \) 256 \( \times \) 16 voxels, which have a Gaussian noise profile with zero mean and a standard deviation of 1.55. The presence of this region of noise may provoke unwrapping errors and should enable us to test for any potential error propagation into the third “clean” region of wrapped phase data. Then, the whole phase volume is wrapped between the values of \(-\pi\) and \(+\pi\) using the mathematical arctangent function. Hence, the wrapped phase volume appears to be divided into three discrete sets. The first and third sets are clean simulated wrapped phase volumes (the first set running from frame 0 to frame 46 and the third set running from frame 63 to frame 99). The second set (running from frame 47 to frame 62) is noisy whose quality is degraded by the addition of noise as described above.

The whole resulting wrapped phase volume was then unwrapped using Cusack’s algorithm, the PRELUDE unwrapper, Huntley’s algorithm, the 3D best-path algorithm, and the proposed 3DBPASL algorithm. The results are shown in Fig. 17 using a range image representation (with the color white representing the maximum value in the image and black representing the minimum value).

Row (a) in Fig. 17 shows a single sample wrapped phase map from each of the three different wrapped phase regions. The first map (the left-most) corresponds to frame number 46 (which lies in the first region), the second to frame number 55 (in the second noisy region), and the third to frame 84 (in the third region).

Row (b) in Fig. 17 shows the unwrapped phase maps that were produced using Cusack’s algorithm. It can be observed that although this algorithm succeeds at unwrapping frames 46 and 84, it fails to unwrap frame 55 (lying within the noisy region). Despite this failure, the algorithm has been able to isolate the noisy region and prevent error propagation throughout the entire phase volume. This result is due to the fact that it relies upon a quality measure to guide the unwrapping procedure. This quality measure assigns lower qualities to those voxels located in the noisy region and thus this region was unwrapped last.

Row (c) shows the unwrapped phase maps generated using the PRELUDE algorithm. The visual inspection of the results illustrates that the algorithm succeeded in unwrapping the phase volume, but the resultant unwrapped phase maps that correspond to
clean wrapped frames are noisy. This reveals that the PRELUDE unwrapper could not prevent errors from propagating from noisy frames to clean frames.

The results for Huntley's algorithm are shown in Fig. 17, row (d). As shown in these images, Huntley's algorithm succeeds at unwrapping frames 46, 55, and 84, and it also manages to produce a fair result at unwrapping the noisy frame. Huntley's algorithm performs better than Cusack's algorithm in attempting to unwrap frame 55, thereby exhibiting higher robustness against noise.

Row (e) shows the results for the 3D best-path phase-unwrapping algorithm. This algorithm succeeds at identifying the noisy region and minimizes error propagation. The algorithm unwraps frames 46 and 85 successfully, without being affected by the presence of the noisy region. The algorithm also produces reasonable results when unwrapping the noisy region, as is shown in the middle frame of this row. However, it is worth noting that Huntley's algorithm manages to produce a better unwrapped phase map for frame 55 (lying within the noisy region) than is the case for the best-path algorithm.

The results for the proposed 3DBPASL approach are shown in row (f). The 3DBPASL algorithm provides better results than any of the other algorithms. It not only successfully isolates the noisy region and processes it last, but also gives good results when unwrapping those frames that lie within the noisy region.

B. Experimental Results

The proposed phase-unwrapping algorithm was also tested experimentally, i.e., involving real wrapped phase data. This test was performed by measuring a dynamically moving RANDO phantom (a synthetic human head and torso used in radiotherapy calibration) undergoing manually induced pseudorespiratory motion in a laboratory setting. Fringe patterns were projected onto the phantom's face. The deformed fringe patterns were captured using a CCD camera and they form a video sequence, which was subsequently analyzed using the Fourier fringe analysis technique thereby producing a real experimental wrapped phase volume [10]. The wrapped phase volume so obtained had dimensions of $512 \times 512 \times 25$ voxels, and this was then unwrapped using the proposed 3DBPASL algorithm and the other 3D comparative algorithms.

Row (a) in Fig. 18, reading from left to right, shows the respective wrapped phase maps taken from frames 0, 15, and 24 of the wrapped phase volume. The unwrapped phase maps that were produced using the Cusack algorithm, the PRELUDE algorithm, the Huntley algorithm, the best-path algorithm, and the 3DBPASL algorithm are shown in rows (b), (c), (d), (e), and (f), respectively. As the figure shows, Cusack's algorithm and the best-path algorithm both give very poor results. Huntley's algorithm is still robust at dealing with noise, but ambiguities in the singularity loops have produced a separated region near the dummy's nose.

The results of the proposed 3DBPASL approach are shown in Fig. 18(f). This new technique produces better results than the other three comparative techniques presented here. The 3DBPASL algorithm is capable of finding an optimal path, while taking advantage of the fact that it also processes and avoids singularity loops. Although ambiguities still exist in the singularity loops that are identified by this algorithm, the effect of these ambiguities is minimized.
because of the fact that here we are also using a quality map to guide the unwrapping path.

In this work the 3DBPASL algorithm has been programmed in the C computer language. The C code used to obtain the results presented in this paper is freely publicly available, subject to nonprofit making conditions, and is published on our website [23].

The five-phase-unwrapping algorithms mentioned above were executed on a host computer platform with a Pentium 4 processor and 4GRAM. The execution times for these five algorithms were measured by processing the entire $512 \times 512 \times 25$ voxel phase volume for the RANDO phantom on this computing platform. The execution times for the Huntley, Cusack, 3D best-path, and 3DBPASL algorithms were of the order of 30 s; whereas the execution time for the Prelude algorithm was of the order of 3 days.

6. Conclusion

A novel three-dimensional phase-unwrapping algorithm has been proposed that we have referred to as the three-dimensional best-path avoiding singularity loops (3DBPASL) algorithm. This technique has been shown to be robust and is a hybrid algorithm combining the 3D noise-immune phase-unwrapping algorithm proposed by Huntley and the 3D best-path algorithm. The 3DBPASL algorithm finds an optimal unwrapping path, while also taking into account the effect of singularity loops. This is performed by using zero-weighted edges to adjust the optimal path and avoid these singularity loops.

The 3DBPASL algorithm has an important advantage over the 3D noise-immune algorithm. The 3D noise-immune algorithm does not consider the quality of each individual voxel and, although it identifies and processes singularity loops, ambiguities may be present in these loops which may cause error propagation. On the other hand, the 3DBPASL not only identifies these singularity loops, but it also calculates the quality of each voxel to ensure that the most reliable voxels are unwrapped first and thus the effects of singularity loop ambiguities are minimized or removed entirely.

The algorithm has been tested by using both computer-simulated and real wrapped phase volumes, and it has demonstrated high robustness levels and high levels of immunity against noise. The 3DBPASL algorithm has been compared with other state-of-the-art, robust, 3D phase-unwrapping algorithms. Results have shown that the proposed algorithm outperforms these other state-of-the-art algorithms, producing improved results.
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