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Integrated Tactile-Optical Coordinate System for the Reverse Engineering of Complex Geometry
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Abstract. To meet the requirement of both high speed and high accuracy 3D measurement for reverse engineering of artefacts, an integrated contact-optical coordinate measuring system is proposed in this paper. It combines the accuracy of contact measurement using a co-ordinate measuring machine (CMM) and the efficiency of full field of structured light optical scanning methods using a projector and two CCD cameras. A planar target printed with square patterns is adopted to calibrate the projector and cameras while three calibration balls are used to unify two coordinate systems. The measurement process starts from cameras around the volume to capture its entire surface, then the CMM’s probe is used to re-measure areas of the object that have not been adequately scanned. Finally the combined data from both systems is unified into the same coordinate system. In this paper the hybrid measurement of a guitar body proves the feasibility of this method.
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1 Introduction

In recent years, extensive attention has been given to different methodologies of reverse engineering (RE) aimed at developing more effective measurement methods which provide both high speed and high accuracy. The existing CMM methods are widely used for industrial dimensional metrology, but the digitisation process is very time-consuming for the acquisition of the first set of points on complex, freeform surfaces. An alternative approach is represented by non-contact digitisation of surfaces based on optical techniques, such as time-of-flight lasers [1], laser scanning [2, 3], stereovision [4] and structured light [5]. These optical instruments can efficiently capture dense point clouds in terms of speed and reduces the human labour required. However it is usually difficult for the optical sensors to digitize the non-surface objects, such as slots or holes, due to occlusions and obscuration of these artefacts.

The reduction of the lead time in RE, and the increased requirements in term of flexibility as well as accuracy have resulted in a great deal of research effort aimed at developing and implementing combined systems for the RE based on cooperative integration of in homogeneous sensors such as mechanical probes and optical systems[6-9]. Particular features of a workpiece can be measured with the most suitable sensor, and these measurements with low uncertainty can be used to correct data from other sensors which exhibit systematic errors but have a wider field of view or application range.

However, a limitation of the prosed systems is that the integration of the optical system with the CMM generally takes place but is limited at the physical level, flexibility level and usability level [7, 8]. This paper describes a flexible and effective approach for the integration of a 3D structured light system with dual CCD cameras and a CMM to perform the reverse engineering of freeform surfaces. The system does not need the physical integration of the two sensors onto the CMM, but includes their combination at the measurement information level. The aim is to measure a wider range of objects of complex geometry rapidly with higher accuracy than any individual measurement system alone. The structured light sensors are applied to scan the profile of a part from different views, while the trigger probe is used to measure key features, the edge and blind area of the structured light sensor on a part. The limitations of each system are compensated by the other and measurement results from all of the optical sensors and the CMM probe head are combined into one set. The main characteristics of the methodology are given in the following sections.
2 System Configuration

2.1 Elements of The Integrated System

The integrated system (see Fig. 1 a) is designed and manufactured with the following components:

- Two CCD cameras: IDS UI-1485LE-M-GL, the CCD array resolution is 2560(H) x 1920(V), the dimension of a pixel on CCD array is 2.2um x 2.2um (see Fig. 1 b);
- Lens: Fujinon HF12.5SA-1/1.4 5 Megapixel C-Mount Lens, the focal length is 12.5 mm;
- Projector: Panasonic PT-LB60NTEA projector with 1,024 x 768 pixels;
- Co-ordinate measuring machine (CMM): Renishaw cyclone;
- FlexScan3D PRO 3D scanning software;
- Calibration board (12W x 9H x 15 mm Squares, see Fig.1 c) for optical scanner calibration and three calibration balls (nominal diameter 52 mm);
- PC Workstation.

3 Measurement Process of The Integrated System

3.1 Calibration of The Optical System

There are many studies of modelling and calibration of CCD cameras. Camera calibration in the context of 3D optical measurements is the process of determining the transformation from 2D CCD image to 3D world coordinate system. The parameters to be calibrated include intrinsic parameters and extrinsic parameters. The intrinsic parameters involve: (1) effective focal length—the distance between the projection centre and the image plane, (2) principle point—the intersection of the optical axis and the image plane, (3) lens distortion and (4) aspect ratio—the length–width ratio of each pixel. The extrinsic parameters involve the transformations between the world coordinate system, the camera coordinate system and the image coordinate system. Extrinsic parameters are needed to transform object coordinates to a camera-centred coordinate system. In many cases the overall performance of a machine vision system strongly depends on the accuracy of the camera calibration procedure [15-19].

To solve all of the intrinsic and extrinsic parameters simultaneously, at least six non-coplanar points in the world coordinate system and their correspondences on the image are required. Zhang [20] proposed a flexible technique for camera calibration by viewing a plane from different unknown orientations. Accurate calibration points can be easily obtained using this method.

3.2 Data Fusion of Integrated System

Multisensor data fusion in dimensional metrology can be defined as the process of combining data from several information sources (sensors) into a common representational format in order that the metrological evaluation can benefit from all available sensor information and data [9]. The optical scanner and the CMM work in their own separate coordinate systems. If the integrated system is to produce useable results, these two coordinate systems have to be unified.

Coordinate transformation of 3D graphics includes geometric transformations of translation, proportion, rotation and shear. In this first step, the multisensor data fusion in this paper assumes no systematic measurement error and only involves translation and rotation transformation. Optical scanner and CMM data fusion can therefore be seen as a rigid body transformation. Since three points can express a complete coordinate frame, data transformation in two systems will be achieved simply with three different reference points and on the analysis of deformed stripe patterns) and calibration of the phase values in each pixel of the camera to the real-world (x, y, z) Cartesian coordinates.
a three-point alignment coordinate transformation method can be used to deal with data fusion.

Since the error of each measuring reference point can be seen as equal weight value, the data fusion errors can be seen as average distributed errors [21]. It is usually very difficult to obtain the same reference point from two different sensors (CCD cameras and CMM in this case) because of different measurement principles and methods of two systems as well as different point cloud density. If we take a reference feature point as the calibration reference point every time, the possibility of occurrence of system error, human errors and accidental errors will increase greatly. Because three points can establish a coordinate, we can calculate the centroid of a standard calibration ball and then use the sphere centre coordinate as the datum reference point coordinate to achieve data fusion and reduce fusion errors.

The data fusion of 3D measurement data from different systems will be achieved through the alignment of three datum sphere centre points. In fact, the data fusion problem is, therefore, converted to a coordinate transformation problem. The transformation is determined by comparing the calculated coordinates of the centres of the calibration balls obtained in measurement conducted by the optical system [8]:

\[ W_{\text{CMM}} = R \cdot W_s + T \]  

(1)

where \( W_{\text{CMM}} \) is the points’ coordinates in CMM alignment; \( R \) is the rotation matrix; \( W_s \) is the point’s coordinates in optical alignment; and \( T \) is the translation vector.

Specific methods are as follows:

1. Calibrate the optical system (section 3.1);
2. Use CMM to measure the surfaces of three standard balls;
3. Use structured light scanner to measure the surfaces of the same standard balls;
4. Use optical scanner and CMM measure the workpieces separately;
5. Calculate the sphere centre coordinates measured in two systems and use the sphere centre as reference points to achieve data fusion.

This measuring ball operation has to be performed prior to any measurement, after the calibration of the optical system. It is carried out only once before a series of measurements. Change of configuration of any of systems results in the need of repeating the unification process. The result of this process is a transformation matrix, which modifies (rotates and translates) the point’s coordinates from the optical scanners’ relative coordinate system to the absolute system of the CMM.

### 4 Experimental Results

After building the integrated system, an electrical guitar body (see Fig.2a) has been used to demonstrate the feasibility of the proposed method. The surface of guitar body includes a freeform surface and a pick-up slot which is difficult to measure for an optical scanner because of occlusions and obscuration of artefacts. Therefore we can use optical scanner to capture the freeform surface 3D data of guitar body then digitize the pick-up slot surface by using the CMM.

![Fig. 2. Guitar body points cloud data coordinate system unification.](image)

- a: optical scanner measurement; b: data measured by optical scanner; c: data measured by CMM; d: data measured by two systems; e: calculation of ball sphere centre; f: data fusion of two systems.

Specific steps are as follows:

1. Calibrate the optical scanner by using a calibration board, then use both CMM and optical scanner to measure three calibration balls mounted on the CMM granite bed.
2. Use structured light scanner to capture dense point clouds data of freeform surface efficiently (see Fig.2b). However the cameras cannot capture the surface information of pick-up slot because of ambient occlusion and obscuration of guitar surface, and then we use CMM’s contact head to re-measure the slot area that has not been registered (see Fig.2c). As the scanning speed of structured light scanner is very fast (An average scan takes between 1 to 6 seconds), while a CMM only needs to digitize the slot surface, compared to performing a full surface measurement by using a CMM alone, the data acquisition speed of the integrated system improves greatly. In this example, the CMM-
contact digitisation of one guitar surface need more than 8 hours, while the hybrid system can finish the measurement within one hour. The point cloud data obtained in both systems as shown in Fig. 2d.

3. Calculate the sphere centre coordinates calibration balls measured in two systems (see Fig. 2e).

4. Use the sphere centre coordinates to unify the two coordinate systems, the unified guitar point clouds data as shown in Fig. 2f.

5 Conclusions and Discussions

To meet the requirement of measuring complex geometry of workpieces with high accuracy and speed, a full field of integrated scanning system, which mainly consists of a CMM, two CCD cameras and a DLP based standard projector, has been developed in this paper. The unification of contact and non-contact systems are fulfilled by using three calibration balls mounted on a CMM granite bed. The hybrid measurement of guitar body showed this approach is simple, convenient, efficient and reliable.

However, in this paper we do not verify the accuracy of the integrated system. No visual separation between the data sets from different measuring systems indicates a fit accuracy within 0.5mm, proving the feasibility of this approach. Theoretically, the integrated system accuracy and resolution depend on both separate systems, but should be biased towards the contact method, and can be improved by improving the specifications of hardware, including choosing a higher accuracy CMM, choosing more precise calibration balls and a higher resolution projector which can provide sharper stripe. Reducing the measuring range can also improve the system accuracy.

Further research will include more extensive experiments to test the accuracy of the integrated system and more sophisticated design of the algorithm to reduce the manual intervention.
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