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**Abstract:**
Laser-Induced Breakdown Spectroscopy (LIBS) was applied to the analysis of bio-
ceramic samples. The relationship between sample hardness and LIBS plasma
properties was investigated, with comparison to conventional Vickers hardness
measurements. The plasma excitation temperature \(T_e\) was determined using the line-
to-continuum ratio for the Si (I) 288.16 nm emission line; we have demonstrated a
linear relationship between sample surface hardness and plasma temperature. Results
indicate that hardness determination based on measurements of \(T_e\) offers greater
reproducibility than Vickers hardness measurements, under the conditions considered
here. The validity of spectroscopic diagnostics based on LTE was confirmed.
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1. Introduction

In recent years there has been a considerable focus on developing innovative implant materials that either integrate with the existing bone (non-resorbable bio-active materials), or act as temporary structures upon which the body heals itself and that are then subsequently dissolved (resorbable bio-active materials) [1]. Certain non-resorbable materials, such as crystalline apatite based ceramics, have been shown to be particularly bio-active as they exhibit a similar crystal structure to hydroxyapatite, the major mineral constituent of bone [2-4]. When developing these implant materials a rigorous characterization of their mechanical properties is required; the flexural strength, biaxial flexural strength and material hardness are major factors in determining the fracture resistance of the implant [5].

The hardness of a material is characterized by its resistance to permanent indentation and there are a number of different hardness tests that can be used [6]. One of the most commonly employed techniques is the Vickers hardness test that requires the optical measurement of the indented area related to an applied load; the hardness is measured using the Vickers hardness number (VHN). The Vickers hardness test can be time consuming, places geometric and size constraints on the samples that may be analysed and requires that samples have a good surface finish.

In this work we are assessing the potential of using Laser-Induced Breakdown Spectroscopy (LIBS) as a rapid, in-situ, virtually non-destructive method of determining material hardness for samples of all sizes and geometries; LIBS measurements are compared against Vickers hardness measurements of three apatite based glass ceramic samples of differing composition. It is envisaged that LIBS may
be used as an on-line diagnostic technique to regulate composition and hardness
during large scale implant manufacture and may also be used to ascertain the hardness
of bone prior to implant surgery.

LIBS is a powerful analytical tool capable of sampling solids, liquids and gases for
research and industrial applications [7-14]. LIBS historically has been a qualitative
technique but over recent years it has developed into a pseudo-quantitative materials
micro-analysis technique, capable of determining elemental composition, providing
suitable calibration has been performed beforehand [10]. Several excellent review
articles [8-10, 12-16] regarding LIBS fundamentals, applications and experimental
approaches have been published. LIBS is a very versatile analytical technique, and
has been employed in numerous industrial [17-19], environmental [20-22] and
archaeological [23-25] applications, to give but a few examples.

In the LIBS technique, high intensity pulsed laser radiation is focused onto the target
sample, and if the laser power density exceeds a material specific threshold value,
typically \(10^9 - 10^{14} \text{ Wm}^{-2}\) [7], then the material is ablated as an expanding plume,
propagating outwards from the target surface. The ablated material is composed of
neutral particles, free electrons and ionic species, and may be considered as a high-
temperature plasma, approximately \(10^3 - 10^5 \text{ K}\) [7-9]. Spectroscopic analysis of the
optical emission from the excited plasma species can allow for characterization of the
sample under investigation.

LIBS has previously been applied to surface hardness determination of calcified
tissues [26,27]. It was found that the ratio of selected ionic to neutral Mg and Ca
emission lines followed a linear trend with surface hardness when comparing samples of human tooth enamel, shell and eggshell over a hardness range 100 – 350 VHN. The MgII/MgI ratio was found to be preferable over CaII/CaI as an indicator of surface hardness; the chosen Mg emission lines were deemed less susceptible to self absorption under the conditions of the study. The plasma shockwave velocity was found to be proportional to the surface hardness; it is believed that the speed of the shockwave mediates the ionization effectiveness, and thus the ratio of ionic to neutral species comprising the plasma [26,27]. We postulate herein that the plasma shockwave velocity may also therefore mediate the temperature of the laser-induced plasmas, and that plasma temperature determination techniques may be employed as an indicator of sample hardness, possibly reducing uncertainties resulting from emission line self absorption. We compare Vickers surface hardness measurements of three apatite based bio-ceramics against plasma excitation temperature as determined using the line to continuum ratio method.

2. Materials and Methods

2.1 Sample Synthesis

The three samples examined in this study were crystallized from a precursor glass in a method similar to those described previously [28-31]. The samples are designated as A, B and C, and were created from feedstock oxides, fluorides and carbonates; their percentage compositions by weight are listed in Table 1. For each sample the appropriate reagents were first weighed out in stoichiometric amounts (± 0.05g) and tumbled together for one hour to ensure a homogeneous distribution of the reagents. The mixed reagents were placed into a 99.9% pure alumina crucible and melted in the centre of a furnace that was pre-heated to 1440 °C. The molten glass was quenched
by pouring it into cold water; the resulting small pieces of glass were dried, ground, and sifted to separate the particulate sizes. Samples were cast by heating the glass particulates in an alumina crucible at 500°C for 45 minutes, then at 1440°C for a further 55 minutes; the preliminary warming stage was included to reduce the risk of thermal shock and thus avoid damage to the crucible. A cylindrical carbon mould of inner bore 14 mm was warmed to 575°C thirty minutes prior to the end of the sample heat treatment. The molten glass was transferred to the carbon mould, and then returned to the furnace for a further hour at 575°C. The glass rods were then allowed to cool to ambient temperature within the furnace over a period of 12 hours. Sample A was put through a two stage heat treatment; two isothermal stages were performed at 622°C and 1040°C, with hold durations of 2 hours and 3 hours respectively, with a ramp rate fixed at 10°C/min. Samples B and C underwent a single stage heat treatment, with the isothermal hold taking place at 1060°C for 1h with a ramp rate of 20°C/min. A diamond wire saw was used to cut the 14mm diameter rods into 1.3mm (± 0.05mm) deep discs, which were subsequently polished on a Buehler Metaserv polishing wheel using P1200 (15.3 ± 1μm particulate size) for 20 minutes, until all cutting marks were removed.

2.2 Experimental Apparatus
The apparatus depicted in Figure 1 is designed for LIBS material analysis and plasma plume characterization and is described in greater detail elsewhere [32]. The system includes an Nd:YAG laser (Continuum, Surelite), frequency doubled to produce an output at 532 nm, with a 4-6 ns pulse length and the beam attenuated using neutral density filters to a pulse energy of 200 mJ incident on the target. Laser radiation was focused onto the target surface using a 150 mm plano-convex quartz lens, with a spot
diameter of approximately 400 µm at the target surface. The ablation target was mounted on an x-y translation stage; successive laser-induced plasmas were thus generated using a fresh area of the target surface. Targets were orientated perpendicular to the direction of laser beam propagation.

Optical emission from the plasma plumes was collected, at 90° to the direction of plume propagation, using a 2 meter long Roper Scientific optical fiber (transmission range: 190 – 1100 nm). The optical fiber was coupled to the entrance slit of an Acton Research Spectra Pro 500i 0.5 m imaging triple grating (150, 600, 2400 grooves per mm) spectrometer, with the spectrometer input slit width set to 10 microns. The output of the spectrometer was coupled to a Princeton Instruments PI-MAX ICCD camera that utilized a proximity focused MCP intensifier connected via a fiber-optic coupling to the CCD array; the 1024 x 256 pixel CCD array was thermoelectrically cooled to -20°C. All LIBS spectra were captured using the 2400 grooves per mm diffraction grating, with a corresponding linear dispersion of 0.02 nm per pixel. The laser power supply, camera and PC were synchronized using a Princeton Instruments ST-133A controller and programmable timing generator. The integration time for each acquisition was fixed at 500 ns throughout this study; the capture delay time was fixed at 4 µs after laser firing. The samples were degreased in solvent at room temperature before LIBS analysis to remove any surface contamination; 25 individual LIBS measurements were performed on each of the three samples under identical experimental conditions.

For the Vickers hardness measurements a Struers Duramin-2 hardness tester was used. The hardness tester features a diamond indenter in the shape of a square-based
pyramid with an apex angle of 136˚; this was forced into the sample under a load of 1 kg. The indentation diagonal of the resulting indent was measured using a calibrated optical microscope. 30 separate Vickers tests were performed for each of the three samples.

3. Results

3.1 SEM micrographs of sample surface and typical LIBS spectrum

Figure 2 presents two SEM micrographs of the sample surface; both images were captured using a Hitachi S-570 SEM at 10kV and 6000× magnification. Figure 2a shows the cleaved edge of a polished sample used for hardness testing, Figure 2b more clearly illustrates the surface texture of the sample, revealing the interlocking plate like nature of the crystallites.

Figure 3 shows a small wavelength range of a typical LIBS spectrum captured during analysis of bio-ceramic sample B. The spectrum was acquired with a delay time of 4 µs and an integration time of 500 ns, and is corrected for the spectral response of the detection system. The Mg (I) emission line at 285.21 nm displays considerable self reversal. The wavelengths of the emission lines identified in Figure 3 are tabulated in Table 2.

3.2 Plasma excitation temperature compared to VHN

It was postulated that the excitation temperature $T_e$ could provide a reproducible diagnostic tool for determining surface hardness. The plasma excitation temperature was determined using the line-to-continuum ratio method [33,34] for the Si (I) 288.16 nm emission line; this particular line was chosen at it was clearly resolvable in every
LIBS spectrum captured for each sample. Self absorption of the Si (I) 288.16 nm emission line may be considered negligible under the conditions of this study as the transition is not associated with the ground state, and there is a relatively low concentration of silicon in each sample. Under LTE the excitation temperature may be considered to be equal to the electron temperature \([35]\). To employ the line-to-continuum ratio method, a Voigt curve was fitted to the 288.16 nm emission line in each data set; prior to analysis the spectra were corrected for the spectral response of the instrument, and the ICCD dark charge background subtracted. Using the parameters resulting from the Voigt fit to the 288.16 nm Si (I) emission line, and assuming LTE conditions prevail within the plasma, the plasma excitation temperature \(T_e\) may be calculated using Equation 1 \([33,36]\).

\[
\frac{\varepsilon_i(\lambda)}{\varepsilon_c} = C_r \frac{A_{21} g_2}{U_i} \frac{h^2}{\lambda^2 T_e} \frac{\exp\left(\frac{E_i - E_2 - \Delta E_i}{kT_e}\right)}{\xi \left(1 - \exp\left(-\frac{hc}{\lambda k T_e}\right)\right) + G \left(\exp\left(-\frac{hc}{\lambda k T_e}\right)\right)}
\]

In Equation 1 the term \(C_r = 2.005 \times 10^{-5} \text{ (s K)}\), \(A_{21}\) is the transition probability, \(E_i\) is the ionization potential, \(E_2\) is the upper state energy level, and \(g_2\) the upper state statistical weight. \(\Delta E_i\) represents the lowering of the ionization potential of atoms in the presence of a field of ions and is small enough to be deemed insignificant \([33]\). \(U_i\) is the partition function for a silicon ion, and was calculated in the range \(5.66 - 5.68\) over the temperature conditions of this study. \(G\) is the free-free Gaunt factor, which is assumed to be unity \([33]\). \(\xi\) is the Schluter-Bibermann free-bound continuum correction factor, and was calculated for Si vapor by Liu et al. as 1.4 \([33]\). \(\varepsilon_c\) represents the continuum emission coefficient and is derived from the baseline offset.
of the Voigt fit; \( \varepsilon_c \) must be corrected for the measurement bandwidth \( \Delta \lambda \) over which the spectral emission is integrated. \( \varepsilon_l \) is the integrated emission coefficient over the line spectral profile, and is given by the integrated area of the fitted Voigt curve. \( \lambda_c \) and \( \lambda_l \) are the continuum wavelength and line wavelength (nm) respectively; from the Voigt curve fit: \( \lambda_c = \lambda_l = \lambda_c \). The parameters used for plasma temperature determinations are summarized in Table 3 [33,37]. There is no simple analytical solution for Equation 1; as such an iterative program was employed to solve for \( T_e \) numerically. The Si\(^+\) partition function is a dependent of temperature and therefore it was required to re-calculate \( U_i \) at each successive stage of the iterative solution for \( T_e \). Values of \( T_e \), and hence \( U_i \), were found to converge to steady values after five cycles of this iterative process.

The plasma excitation temperature \( T_e \) versus Vickers hardness number (VHN) for the three samples is plotted in Figure 4. Each data point represents the average of 30 individual VHN tests and 25 individual LIBS acquisitions; the error bars indicate the standard deviations of these measurements. The straight line represents a linear fit to the data; it can be seen from Figure 4 that \( T_e \) does indeed follow a linear relationship with increasing surface hardness as expected. The percentage relative standard deviations (%RSD) for the Vickers hardness data were calculated to be in the range 3.9 - 4.9 %. The %RSD for the measurements of \( T_e \) yielded from the three samples was in the range 0.22 -0.25 %, and thus LIBS measurements of \( T_e \) may be considered to offer greater repeatability than conventional Vickers hardness measurements.
3.3 Plasma electron density and LTE considerations

The electron density of the laser ablation plasma \( N_e \) was determined from the Stark broadening of the 288.16 nm Si (I) emission line. The contributions of resonance and Doppler line broadening were deemed insignificant under the conditions of this study. Resonance broadening is negligible as the 288.16 nm Si (I) line is not associated with a ground state [33, 35]. The Doppler effect induces a broadening in line width for Si (I) 288.16 nm of less than \( 3.2 \times 10^{-6} \) nm, assuming that the plasma temperature is the maximum determined in this study [38]. The electron density of the plasma relates to the Stark pressure broadening of the emission line profiles according to Equation 2 [39]:

\[
\Delta \lambda_{1/2} = 2w \left( \frac{N_e}{10^{16}} \right) + 3.5A \left( \frac{N_e}{10^{16}} \right)^{1/4} \left( 1 - 1.2N_D^{1/3} \right)w \left( \frac{N_e}{10^{16}} \right) \tag{2}
\]

where \( \Delta \lambda_{1/2} \) is the FWHM broadening of the line, \( N_e \) is the plasma electron number density, here \( w \) represents the electron impact width parameter, \( A \) is the ion broadening parameter, and \( N_D \) is the number density of particles in the Debye sphere, given by Equation 3 [39]:

\[
N_D = 1.72 \times 10^9 \frac{T^{3/2}}{N_e^{1/2}} \tag{3}
\]

where \( T \) represents the plasma temperature. Due to the negligible ionic contribution to Stark broadening, Equation 3 may be simplified as shown in Equation 4 [39,40]:
\[ \Delta \lambda_{1/2} = 2w \left( \frac{N_e}{10^{16}} \right) \]  

(4)

The electron impact broadening width parameter \( w \) is temperature dependent, and was interpolated for each appropriate temperature from the values given by Griem [41]. The observed line profile is a convolution of the Stark broadening of the emission lines and the broadening contribution of the detection system. The instrument broadening contributes a Gaussian component to the observed line shape, the Stark effect a Lorentzian contribution to the observed line profile. A deconvolution of the Voigt fit to each spectrum was performed, with the Gaussian FWHM fixed as the instrumental broadening contribution; in this way the FWHM of the emission lines was determined. The instrumental broadening profile was found to be 0.04 nm, measured using several narrow emission lines from a cadmium hollow cathode lamp, and was determined under identical conditions to the LIBS measurements.

It is well known that typical LIBS plasmas generally do not exhibit LTE at very early stages of their expansion [42]; however, the measurements presented in this work were conducted at a delay time of 4 \( \mu \)s, which is considered sufficient for thermalization of the plasma to occur [35]. For any given plasma to be considered to be in LTE then the lower limit for the electron number density \( N_e \) must satisfy Equation 5 [35,39,43]:

\[ N_e \text{ (cm}^{-3}\text{)} \geq 1.6 \times 10^{12} T^{1/2} \Delta E^3 \]  

(5)
where $\Delta E$ (eV) is the energy difference between the upper and lower states and $T$ (K) is the plasma temperature. For the Si (I) 288.16 nm line transition, $\Delta E = 4.3$ eV. Using the highest plasma temperature measured, $T \approx 6500$ K, yields a minimum electron density of $N_e \geq 1.03 \times 10^{16}$ per cm$^3$. From Equation 4, the electron densities of the plasmas considered in this study were calculated to be in the range $9.20 \times 10^{16} - 1.3 \times 10^{17}$ per cm$^3$. It can be seen that $N_e$ was greater than the lower limit required for LTE throughout this study. It should also be noted that the criterion outlined in Equation 5 is a necessary, but not the only requirement for LTE [42].

### 4. General Conclusion

We have shown that the plasma excitation temperature $T_e$ displays a linear dependence on sample hardness. Results indicate that hardness determination based on measurements of $T_e$ offers greater reproducibility than those based on conventional Vickers hardness measurements under the conditions considered here. The validity of spectroscopic diagnostics based on LTE was confirmed. From the results of this preliminary study, it is envisaged that LIBS may be used as an on-line diagnostic technique to monitor composition and hardness during implant manufacture and may also be used to ascertain the hardness of bone prior to implant surgery.
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### Table 1: Percentage composition of samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>% composition by weight</th>
<th>MgO</th>
<th>SiO&lt;sub&gt;2&lt;/sub&gt;</th>
<th>Al&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;3&lt;/sub&gt;</th>
<th>MgF&lt;sub&gt;2&lt;/sub&gt;</th>
<th>BaCO&lt;sub&gt;3&lt;/sub&gt;</th>
<th>CaF&lt;sub&gt;2&lt;/sub&gt;</th>
<th>CaCO&lt;sub&gt;3&lt;/sub&gt;</th>
<th>P&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;5&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>12.00</td>
<td>27.45</td>
<td>8.37</td>
<td>8.96</td>
<td>14.33</td>
<td>1.59</td>
<td>18.66</td>
<td>8.65</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>14.77</td>
<td>35.55</td>
<td>12.55</td>
<td>10.11</td>
<td>16.17</td>
<td>0.60</td>
<td>7.01</td>
<td>3.25</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>13.30</td>
<td>31.25</td>
<td>10.33</td>
<td>9.50</td>
<td>15.19</td>
<td>1.12</td>
<td>13.18</td>
<td>6.11</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Emission line identification for LIBS spectrum presented in Figure 3

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Species</th>
<th>Wavelength (nm)</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>277.67</td>
<td>Mg (I)</td>
<td>279.55</td>
<td>Mg (II)</td>
</tr>
<tr>
<td>277.83</td>
<td>Mg (I)</td>
<td>280.27</td>
<td>Mg (II)</td>
</tr>
<tr>
<td>277.98</td>
<td>Mg (I)</td>
<td>285.21</td>
<td>Mg (I)</td>
</tr>
<tr>
<td>278.14</td>
<td>Mg (I)</td>
<td>288.16</td>
<td>Si (I)</td>
</tr>
<tr>
<td>278.30</td>
<td>Mg (I)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Parameters used for plasma excitation temperature determination

<table>
<thead>
<tr>
<th>Transition (nm)</th>
<th>A&lt;sub&gt;2j&lt;/sub&gt; (10&lt;sup&gt;8&lt;/sup&gt;s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>g&lt;sub&gt;2&lt;/sub&gt;</th>
<th>E&lt;sub&gt;2&lt;/sub&gt; (eV)</th>
<th>E&lt;sub&gt;i&lt;/sub&gt; (eV)</th>
<th>U&lt;sub&gt;i&lt;/sub&gt;</th>
<th>ξ</th>
<th>G</th>
<th>C&lt;sub&gt;i&lt;/sub&gt; (sK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si (I) 288.16</td>
<td>1.89</td>
<td>3</td>
<td>5.028</td>
<td>8.151</td>
<td>5.66 →5.68</td>
<td>1.4</td>
<td>1</td>
<td>2005 × 10&lt;sup&gt;-5&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
Figure 1: The LiBS apparatus.

Figure 2: SEM micrographs of the bio-ceramic sample surface, 6000× magnification.

Figure 3: Typical LiBS spectrum captured during analysis of bio-ceramic sample B. Emission lines corresponding to neutral magnesium species (Mg I), ionic magnesium species (Mg II) and neutral silicon atoms (Si I) are identified. The spectrum was acquired with a delay time of 4 µs and an integration time of 500 ns, and is corrected for the spectral response of the detection system.

Figure 4: Plasma excitation temperature versus Vickers number (VHN). Each data point represents the average of 30 VHN tests versus the average of 25 individual LiBS spectra, error bars represent the standard deviation of these measurements.
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