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Abstract 

Modern advanced manufacturing is capable of generating complex structures on large 

area substrates while maintaining high feature resolution and small defects. Examples of these 

products include photovoltaic cells, OLED displays, and printed sensors, manufactured at high 

speed on roll-to-roll (R2R) processes. A challenge for manufacturers is to ensure that the quality 

of products is not compromised by the faster manufacturing process, therefore inspection should 

be in-line, fast, and should meet the accuracy needs of the product. A possible candidate for 

nanoscale surface measurement on large areas in an industrial environment is the wavelength 

scanning interferometer (WSI) technique for its higher speed when compared to other surface 

topography measurement techniques. 

In this thesis, traceability for a WSI instrument is established, i.e. a procedure is defined 

to estimate the measurement uncertainty according to recent development in ISO standards for 

surface texture measurement. An estimation of measurement uncertainties associated with each 

of the metrological characteristics (MCs) and combined uncertainty is reported. It is shown that 

the WSI instrument is capable of measuring surface height with an uncertainty in the order of 

tens of nanometres. The larger uncertainty contribution is due to the linearity deviation of the 

vertical axis due to variable performance of the phase demodulating algorithm to fringe patterns 

with a large range of frequencies. 

And alternative method is proposed to estimate the amplification factor and the linearity 

deviation which are usually estimated with the step height standard (SHS) method. The 

amplification factor can be estimated which lower uncertainty via the wavelength standard (WS) 

method and the linearity deviation via the measurement of a tilted-flat.  

A technique variation, namely ’phase WSI’ is proposed that improves the measurement 

performance of the WSI. Rather than determining the conventional fringe frequency-derived 

height directly, the method uses the frequency to resolve the fringe order ambiguity, and combine 

this information with the more accurate and repeatable fringe phase derived z height. A 

theoretical model to evaluate the method’s performance in the presence of additive noise is 

derived and shown to be in good agreement with experiments. The linearity deviation is reduced 

by approximately an order of magnitude, reaching amplitudes of few nanometres. The 

measurement noise is also reduced by an order of magnitude, reaching the sub-nanometre range.  

A complementary technique, quadrature WSI (QWSI), is also proposed which extends 

the measurement range by more than double, allowing positive and negative optical path 

differences (OPD) to be distinguished and making accessible for measurement the range around 

the zero OPD position. A theoretical explanation of the achieved improvement and the origin of 

possible phase estimation error is also provided. 
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1 Introduction 

1.1 Motivation and aim 

Modern advanced manufacturing is capable of generating complex and novel structures on large 

area substrates while maintaining high feature resolution and small defects. Examples of these 

products include photovoltaic cells, OLED displays, and printed sensors [1]. 

A common trend in manufacturing is the increased throughput by optimising and parallelising 

the production process, for example roll-to-roll (R2R) manufacturing processes. A challenge for 

manufacturers is to ensure that the quality of products is not compromised by the faster 

manufacturing process. For this task, quality control methods must be adapted to the changing 

production line; that is, inspection should be in-line, fast, and should meet the accuracy needs of 

the product. Without adequate inspection, the practical application of a manufactured product 

for its intended purpose cannot be verified. In other words, the quality of manufactured 

products is only as good as the instruments used to measure it.  

A possible candidate for nanoscale surface measurement on large areas in an industrial 

environment is the wavelength scanning interferometer (WSI), which was developed at the 

University of Huddersfield [2], [3]. 

Under the European FP7 Nanomend project [4], research has been funded to fully integrate a 

WSI system into a R2R manufacturing process for detection of manufacturing defects. Detection 

of defects is an important step in the post-manufacturing, since it has been shown that defects 

can reduce the lifetime of organic solar cells [5]. 

Work performed towards the calibration of the WSI for surface topography measurement is 

described in this thesis. The Thesis Aim is provided by the statement below. 

 

“To establish traceability of surface topography measurements from a wavelength scanning 

interferometer”. 

 

In this thesis, a dedicated calibration procedure is introduced. The application of this calibration 

procedure quantifies the WSI measurement uncertainty, and therefore assesses the 

performance of the WSI instrument.  
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1.2 Thesis objectives 

Within the scope of the Thesis Aim, there are several specific Thesis Objectives, which will be 

further described in the following chapters. 

 Thesis Objective 1: Acquire knowledge in the field of optical interferometry and 

build a WSI instrument at University of Huddersfield based on an existing design; 

 Thesis Objective 2: To validate a procedure to estimate the WSI measurement 

uncertainty at the National Physical Laboratory (NPL). 

 Thesis Objective 3: To identify limiting factors in the instrument and to develop 

methods to improve the instrument performance by reducing measurement 

uncertainty. 
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1.3 Approach and thesis structure 

The main motive behind the work presented in this thesis is given in Chapter 1; the Thesis Aim 

and the Thesis Objectives were also introduced in Chapter 1. In Chapter 2, background 

information is given to provide context to the work. State-of-the-art surface measurement 

techniques are described and their benefits and challenges are discussed. Additional details are 

provided on optical surface measurement techniques, with an emphasis on interferometry and, 

ultimately, focusing on the WSI that was built at University of Huddersfield. The concept of 

measurement traceability and uncertainty determination are described in the context of surface 

texture measurements. Measurement uncertainties are reported for commercially available 

surface topography instruments and good practice methods for evaluating instrument 

performance are presented. 

The WSI calibration method and results from its practical application are given in Chapters 3, 4 

and 5. The calibration results are categorised in terms of measurement axis and metrological 

characteristics (MCs, which are defined for surface topography instruments in Chapter 2). 

Chapters 3 and 4 are dedicated to measurement uncertainty along the vertical measurement 

axis (z-axis), i.e. the measured surface height. Measurement noise and flatness deviation are 

covered in Chapter 3, while amplification and linearity deviation of the vertical axis are covered 

in Chapter 4. Chapter 5 is dedicated to the methods and results from the calibration of the 

lateral axes, i.e. the position in the instrument field of view (FOV). More specifically, the 

measurement uncertainty due to the amplification coefficient, linearity deviation and 

instrument resolution of the lateral axes are covered in Chapter 5. Two techniques to improve 

the WSI instrument performance are proposed in Chapter 6. A theoretical background for both 

techniques is reported and the modelled results are compared with real data measurements to 

validate the efficacy of the methods. In Chapter 7, thesis results are summarised, a conclusion is 

provided, and potential topics of further research are discussed. 

Several appendices are provided in the thesis document, containing more detailed information 

and code developed. 

1.4 Major contribution 

The work in this thesis has produced two peer reviewed journal papers and two conference 

papers. A full publication list may be found in the Publication section at the end of this thesis. 
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2 Context and literature review 

The aim of this chapter is to review the field of surface metrology and to present the variety of 

available surface measuring instruments. Further insight is given into the exploitation of light 

interference and, in particular, to the operating principles of interferometers to extract 

dimensional information of surfaces. The concept of traceability of a measurement is also 

described. 

2.1 Surface metrology  

Surface metrology is the study of measuring surface characteristics to ensure that a 

manufactured workpiece is able to fulfil the tasks it has been designed for [6]. Surfaces are 

manufactured to be used for a variety of purposes: mechanical contact (both static and 

dynamic), for instance engine parts; interaction with light, for example the surface of a lens; or 

for their properties when in contact with a liquid, such as hydro repellent surfaces, to cite a few 

applications. To be able to predict the workpiece performance, a fundamental step is to define 

what are we aiming to measure and therefore being able to answer the question: “How do you 

define a surface?” or “What is a surface?”. One possible answer to this question is provided in 

reference [7], where it is stated that there is no universal definition of a surface. Instead, the 

authors of reference [7] argue that the definition of a surface is dependent on the method and 

instrument with which it is measured. Therefore, the surface measurement results and 

associated uncertainty from a given measuring procedure are, in themselves, the definition of 

the surface. Common measuring methodologies for extracting surface information are: 

1. Mechanical contact, 

2. Electromagnetic (EM) reflection or transmission, 

3. Electric Field, and 

4. Atomic forces. 

A surface measured by mechanical contact or ‘mechanical surface’ is defined in ISO14406 [8] as 

the “boundary of the erosion, by a sphere of radius r, of the locus of the centre of an ideal tactile 

sphere, also with radius r, rolled over the model of the physical interface of the workpiece with 

its environment”. The definition is a result of the measurement principle of contact-stylus 

instruments, which move a stylus tip over the surface to provide an estimation of the 

mechanical surface. The ‘electromagnetic surface’ can be defined as “the position where a 

detectable change in the electromagnetic properties occurs at the interface between media” [7]. 

Typical optical surface measurement instruments achieve measurement of the electromagnetic 

surface by illuminating the surface with set of planar waves of a known wavelength and 

detecting the scattered field. The electrical surface is defined as “the position at an interface 

where a measureable change in the current density at the interface between media” [7]. The 
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first instrument able to measure the electrical surface was developed by Young et al. [9]. Its 

measurement principle is based on the quantum mechanical tunnelling effect [10] and the 

technique is known as scanning tunnelling microscopy (STM). The tunnelling electric current 

measured between the non-contacting probe tip and the conductive surface is proportional to 

the distance between the tip and the surface [11]. The STM belongs to a wider class of surface 

topography measuring instrument called scanning probe microscope (SPM); another example 

of SPM is the atomic force microscope (AFM), which measures surfaces by scanning a 

cantilevered probing tip along the surface. Surface forces cause the cantilever to flex depending 

on the distance from the surface: by measuring the cantilever flex, the distance to the surface 

can be determined. An AFM can be used in different modes, such as “contact mode”, “non-

contact mode” and “tapping mode” [12], [13]. In contact mode, the scanning tip is in contact 

with the surface and the cantilever deflection is proportional to the change in surface height. 

The definition of surface measurements by contact AFM is similar to that of mechanical 

surfaces; however, the probing force of contact AFM is typically lower, usually in the range of 

tens of nanonewton. In non-contact mode, the cantilever is actively oscillated at a certain 

nominal distance from the measured surface. An observed change in the frequency oscillation 

can be related to surface forces interacting with the tip; from this observation, surface height 

can be inferred. In tapping mode, the tip oscillates and the amplitude of the oscillation is 

monitored to measure the surface distance and to keep the tip at the same distance from the 

sample whilst scanning the surface. 

Instruments with differing measurement principles measure different measurands. The 

measuring instrument is therefore chosen according to the desired surface definition, which is 

related to its function. For example, if friction due to surface roughness is to be determined, 

then the surface is typically measured by mechanical contact. However, in some cases, the size 

of the contact probes in mechanical contact instruments exceeds the size of the desired features 

of interest on the surface. The previous scenario serves as an example of the considerations that 

should be given when selecting an instrument for a certain measurement task. 

2.2 Surface measuring instruments  

In section 2.1, various surface definitions are presented to describe how different instrument 

measure different surfaces. Other considerations are needed to determine the most suitable 

measuring instrument; for example, instruments can vary in their spatial frequency and vertical 

measurement range. A height-spatial period diagram (also known as amplitude-wavelength 

plot [14], [15]) is presented in figure 2.1; the height axis in this diagram corresponds to the 

achievable vertical measurement range and the spatial period axis corresponds to the size of 
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measurable features. Such a diagram provides a comparison of the measurement domains 

achievable by different instruments. 

 

 

Figure 2.1: Amplitude-wavelength diagram of surface topography measuring instruments (adapted from [16]). 

The surface feature size that is possible to measure by stylus instruments depends on the probe 

radius. Smaller tip radii can be used to measure smaller feature size (therefore shorter spatial 

periods); however, smaller radii are also more likely to damage the surface with the same 

measurement force. The probing force applied to smaller probes should therefore be carefully 

controlled.  

Optical measuring instruments can typically measure shorter spatial periods than stylus 

instruments since they are not limited by the stylus tip size. Instead, the lower limit for the 

measurable spatial period is dependent on the diffractive nature of light and the finite 

numerical aperture (NA) of the objective lens. It is possible to achieve vertical measurements of 

heights of one thousandth of the light wavelength. For instance, for visible light the measurable 

height is in the sub-nanometre range [17]. 

For AFM, the sensing principle is based on the interaction of surface forces with the tip; 

therefore, smaller probing forces than in  stylus instruments are achieved. Use of smaller tip 

radii allows measurement of shorter spatial period wavelengths than optical instruments. Also, 

AFM can achieve sub-nanometre surface height repeatability [12]. The main disadvantages of 

stylus instruments and AFMs are the need to contact or achieve nanometre proximity to the 

surface and the need to raster the surface point by point to obtain an areal surface 
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measurement. Optical instruments do not require contact or the same proximity to the surface; 

instead, the working distance of optical instruments depends on the instrument’s optics. Most 

optical instruments employ 2D array sensors that provide an areal sampling of the surface, i.e. 

remove the need to raster the surface thereby decreasing measurement time. However, the 

performances of optical instruments are affected by the light scattered on the surface, which 

depends on the surface reflectivity, absorption, material composition and orientation. The 

decrease in measurement time makes optical instruments suitable for fast measurement of 

nanoscale defect detection [4]. More details about optical measuring instruments for surface 

topography measurement are discussed in section 2.3 since the research performed falls under 

this category. 

2.3 Optical areal surface topography measuring techniques 

Some of the more common optical areal surface topography measuring techniques are 

described in this section. The techniques described can be separated into two categories: non-

interferometric and interferometric techniques. Non-interferometric techniques can measure 

surface topography by means of optical focus, light intensity or wavelength detection. 

Interferometric techniques, instead, exploits the physical phenomenon of interference of light 

(see appendix A) to compare the wavefront of the light scattered from a surface with a 

reference wavefront to reconstruct the surface. Three types of non-interferometric techniques 

are described: focus variation, confocal, and chromatic confocal. Five interferometric techniques 

are then described: digital holography microscopy (DHM), phase shifting interferometry (PSI), 

coherence scanning interferometry (CSI), wavelength scanning interferometry (WSI) and 

optical coherence tomography (OCT). 

2.3.1 Non-interferometric techniques 

2.3.1.1 Focus variation microscope 

Focus variation is a method of extracting surface height information by detecting the position at 

which the image of a surface is at the sharpest focus. A typical optical setup for focus variation is 

shown in Figure 2.2. 

In the measurement process, relative vertical position of the sample with respect to the optical 

system is scanned. Changes in vertical position can be achieved by either moving the sample or 

moving the optical head. For each vertical position of the sample, an image of the surface is 

acquired. The measurement process returns a stack of images and image processing algorithms 

are then applied to each image to identify regions of greatest image sharpness. The position of 

sharpest focus is estimated as the peak of a calculated merit function [18]. For example, a sharp 

image area can be defined as the set of pixels with highest contrast. Image sharpness can be 
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plotted as a function of vertical position for each pixel in the image. From this plot, the vertical 

position of maximum sharpness is used to extrapolate surface height information for the surface 

region defined by the pixel.  

 

 

Figure 2.2.  Optical setup of  focus variation instrument. 1: Array detector. 2: imaging lens. 3: white light source. 4: Beam 
splitter. 5:  Objective lens. 6:  Specimen. 7: Vertical scan. 8: Focus information curve with maximum position. 9: Light 
beam. 10: Analyser. 11: Polariser. 12: Ring light. 13: Optical axis. Image reproduced from reference [19]. 

Vertical measurement resolution of a focus variation instrument is limited by the stepping 

intervals of the motion stage. Sub-sampling resolution is possible by applying curve-fitting 

algorithms and interpolating between image steps [18]. Typical specifications from 

commercially available instruments claim vertical resolutions from a few micrometres to 

10 nm [20]. Lateral resolution is dependent on the number of adjacent pixels used to assess the 

image sharpness. Sharpness measuring algorithms are typically proprietary; it is therefore 

difficult to determine the relationship between lateral resolution and the number of pixels used. 

Measurement speed is limited by the mechanical motion for achieving multiple vertical 

positions of the sample. Higher throughput is possible by increasing the mechanical scan speed; 

however, vertical resolution is typically compromised for increased mechanical speed. Focus 

variation is a well-established technique with an associated ISO standard [19]. Typical 

measurement time depends on the vertical measurement range and the required accuracy; a full 

scan can therefore last from several seconds to few minutes. 



31 
 

2.3.1.2 Confocal microscope 

Confocal microscopy is a sectioning imaging technique whose measuring principle is also the 

detection of the optical focus. The determination of best focus is obtained by measuring the 

intensity of the reflected light, which reaches a maximum when the surface is in focus [21]. In 

figure 2.3, a typical optical setup for a confocal instrument is shown. A laser light is filtered by 

the illuminating pinhole and its image is formed on the focal plane of the objective lens. The 

light reflected from the surface is collected from the objective lens and focused on a confocal 

aperture, which is located at a conjugate plane to the illuminating pinhole. When the surface is 

out of focus, the light reflected by the surface is dilated at the confocal aperture. As a result, less 

light enters through the aperture and a lower intensity is recorded by the detector. When the 

surface is in focus, the light incident on the aperture is focused to a smaller cross-sectional area. 

As a result, more light enters through the aperture and a higher intensity is recorded by the 

detector. A maximum in the observed intensity profile corresponds to the surface being in focus 

and the surface height can be estimated. 

 

Figure 2.3. Optical setup of confocal instrument. a) surface in focus. b) surface out of focus. From [22]. 

Areal measurements can be obtained by scanning the surface point by points, for example by 

deflecting the beam or by repositioning the illumination pinholes. In beam deflection method, 

the light beam is deflected by altering the optical components in order to laterally scan the 

sample. In figure 2.3, a beam scanning component is used to deflect the beam. In the pinhole 

aperture repositioning, three different configurations can be distinguished: 

1. Laser Scanning Confocal Microscope (LSCM); 

2. Disc Scanning Confocal Microscope (DSCM); 



32 
 

3. Programmable Array Confocal Microscope (PACM); 

These methodologies differ in the way the illuminating pinhole is moved or changed. In LSCM, 

the illumination pinhole filters the light entering the microscope. The detector pinhole, in a 

conjugate focal plane of the illumination pinhole, filters light incident on the detector [22]. In 

DSCM, the light beam is collimated and directed onto a perforated disk [23], [24]. The light that 

is transmitted through the perforations is incident on the sample. When the sample is in focus, 

the light is reflected back through the same perforation and directed onto a 2D array detector 

(see figure 2.4a). An advantage of DSCM over LSCM is the ability to sample an area of the sample 

surface instead of a single point, thereby increasing measurement speed. A disadvantage of 

DSCM, however, is that the illumination from a single light source must be distributed among 

several illumination pin-holes, thereby reducing the contrast. 

  

Figure 2.4. a) DSCM optical configuration. b) PACM optical configuration. 

PACM employs digital micro-mirror devices or ferroelectric liquid-crystals to modify the 

position of the illuminating pinhole [25] (see figure 2.4b). Ferroelectric liquid-crystals are 

devices whose reflectivity can be modified by applying an electric voltage. An array of these 

devices is employed to programmatically change the illumination to scan the surface point by 

point. The PACM configuration does not rely on mechanical movement to scan the surface and 

can therefore achieve increased measurement speed.  

The theoretical vertical resolution of a confocal instrument depends on the pinhole size, 

objective numerical aperture and wavelength of the light [22]. Other factors affecting the 

vertical resolution include the scanning configuration and the technique with which data is 

processed. The fastest and least accurate technique is to select the position at which the 

intensity peak occurs without any data fitting and interpolation. In this case, the resolution 
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depends on the reliability and step size of the axial scanning system; vertical height resolutions 

of the order of 50 nm are achievable. However, sub-step height resolution is possible through 

numerical fitting of the recorded intensity values. The measurement throughput is influenced by 

the instrument configuration; DSCM or PACM are typically faster than LSCM. Similarly to focus 

variation an instrument, the maximum achievable throughput is limited by the need of 

mechanically scanning the surface vertically. Faster measurement configurations are possible 

by increasing the axial step size and increasing the stage speed, however at the expense of the 

vertical resolution.  

2.3.1.3 Chromatic confocal 

In a chromatic confocal instrument, sample height information is spectrally encoded; that is, a 

dispersive optical element is added to focus different light wavelengths at different vertical 

positions (see figure 2.5a). This differs from the confocal principle described in section 2.3.1.2, 

where vertical mechanical scan of the surface is needed to find the best focus position. The 

surface position in chromatic confocal measurements is inferred by measuring the light 

intensity for each wavelength: maximum intensity is recorded only at the wavelength for which 

the surface is in focus (see figure 2.5b). An advantage over previously described techniques is 

the elimination of axial mechanical scanning. Increased measurement speed results in 

decreased sensitivity to environmental effects, such as vibrations [26]. Areal surface 

measurements are possible by lateral scanning of the optical probe. 

 

Figure 2.5. a) chromatic confocal optical probe showing chromatic dispersion. b) Example of recorded signal; maximum 
intensity is recorded at the wavelength corresponding to the position of the surface. 
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Vertical measurement range depends on the focal lengths associated with the minimum and 

maximum wavelengths employed, and therefore on the amount of optical dispersion. A 

spectrometer is employed to record intensities for each/all wavelength/s. As a result, the 

vertical resolution is limited by the performance of the spectrometer, such as resolution, i.e. 

pixel size and sub-pixel interpolation by peak-fitting, and spectral efficiency, i.e. ability to 

discern various wavelengths and signal intensities. In general, increasing the measurement 

range decreases the vertical resolution. Typical vertical resolutions range from a few 

micrometres to several nanometres, depending on measurement mode and optics [27–31]. 

Measurement speed of several kilohertz is commonly specified by instrument manufacturers. 

Measurement speed is influenced by sample reflectivity, roughness and the intensity of the 

generated signal [26]. Chromatic confocal measurement is a well-established technique, as 

indicated by the number of available commercial instruments [27–31]; the technique is also 

included in ISO 25178-602 [32]. Further development combine chromatic confocal technique 

with interferometry [33]. 

2.3.2 Interferometric techniques 

This section described interferometric techniques for areal surface topography measurements. 

For a description of the physical phenomenon of interference and explanation of waves 

coherence (temporal and spatial) see Appendix A. 

2.3.2.1 Digital Holography Microscopy 

Digital holography microscopy (DHM) is an interferometric imaging technique based on 

holography, a technique first reported in Nature [34]. To record a hologram, light for a laser 

source is scattered from a 3D object and its interference with a reference wave is used to record 

the hologram. Consequently illuminating the hologram with the reference wave allows 

reconstruction of the scattered wave-front of the 3D object [35]. Originally the holograms were 

imprinted on photosensitive material, and an important step towards practical holographic 

microscope was the use of digital camera as the recording medium [36]. Recording the digital 

hologram on a camera allowed the possibility of numerical algorithms to calculate the surface 

topography from a single digital hologram. In figure 2.6 two optical setups (in reflection and in 

transmission mode) for a digital holographic microscope are shown. 
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Figure 2.6. Digital Holography Microscope setup. a) Reflection mode optical setup. b) transmission mode optical setup. 
BE: beam expander; BS: beam splitter; M1, M2: mirrors; OPR: optical path retarder; C: condenser; RL: lens in the 

reference arm; MO: microscope objective; R: the reference wave and O the object wave (from [37]). 

The laser beam is split by a beam splitter into the reference and the measurement wave. The 

measurement wave is shined on an object and the scattered field collected by the magnification 

objective. The measurement beam is recombined with the reference beam to create the 

hologram on the camera. An off-axis configuration can be used to introduce a carrier to simplify 

the signal filtering steps [38]. 

Reconstruction algorithm is composed of three steps: signal filtering, reconstruction of the 

complex wave in the hologram plane and its numerical propagation to the plane where the 

object is focused [37]. First the real or virtual image has to be extracted from equation (7.2.25), 

i.e. only one of the interfering terms is kept and the twin-image and the zero order images 

filtered out. The complex field so-obtained is multiplied by a digital wave whose parameters 

correspond to the reference illumination beam [39]. Finally the field is propagated to the object 

focus position. The propagation can be calculated according to different formulations: single 

Fourier Transform, convolution or angular spectrum [40]. In figure 2.7 examples of the phase-

contrast of a hologram at different processing stages are shown. 
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Figure 2.7. a) recorded phase-contrast hologram. b) phase-contrast of the hologram propagated to the object focus 
without illuminating reference wave. c) Object phase-contrast with reference wave and propagation to object focus. 

Adapted from [39]. 

Illumination sources usually employed in DHM are laser sourced. Laser sources consent use of 

stroboscopic illumination to observe dynamic phenomena such as cells and biological tissues. A 

High-power fast light source in conjugation with high-speed CMOS camera allow for 

measurements up to a frequency of 25 MHz [41]. 

Another advantage of DHM is that it does not require mechanical movement. An image of an 

object out of focus can be reconstructed numerically by changing the parameters of the 

algorithm, i.e. the focus plane can be dynamically selected [37]. Further advances include 

structured or oblique illumination to improve spatial resolution or contrast [36]. 

An example of available commercial product is by the Swiss company Lyncee Tec. The company 

claims sub-nanometre measurement repeatability and vertical resolution of 2 nm [42]. Other 

work also reports sub-nm axial measurement repeatability [43]. 

The main disadvantage of DHMs is the phase ambiguity. In fact, the phase is known modulo 2𝜋 

and therefore surface discontinuity larger than half of the wavelength in reflection, and an 

entire wavelength in transmission, cannot be correctly measured. To extend the measurement 

range ambiguity, hologram for several wavelengths can be recorded and processed [44]. 

The optical configuration described here and shown in figure 2.6 is referred to as off-axis, due to 

the reference and measurement beam not having the same optical axis. Another optical 

configuration is the on-axis: in this configuration the interfering optical beam are co-planar. In 

order to separate the interfering term from the mean and the twin-image the phase of the 

hologram needs to be shifted. The phase shifting mode and the algorithm employed to estimate 

the phase are the same for phase shifting interferometry which is explained in the next section. 

2.3.2.2 Phase shifting interferometry 

Phase shifting interferometry (PSI) is a measurement technique where surface topography is 

calculated by estimating the phase difference between the interfering beams. In figure 2.8a a 

Michaelson interferometer for displacement measurement is shown. Areal surface topography 

measurements are possible by employing extended illumination and recording the interference 
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intensity with a camera rather than a single pixel detector (configuration known as Twyman-

Green interferometer, see figure 2.8b). 

 

Figure 2.8. a) Michelson phase shifting interferometer to measure surface displacements. b) Linnik interferometer for 
areal surface topography measurement. Adapted from [45]. 

The interference signal recorded by each camera pixel in the PSI is a sinusoid whose phase is 

modulated by the optical path difference between the measurement and the reference arm: 

 
𝐼(𝐾, 𝜁) =  𝐼𝐷𝐶 + 𝐼𝐴𝐶cos ((ℎ − 𝜁)𝐾) (2.3.1) 

where 𝐼𝐷𝐶 and 𝐼𝐴𝐶  are fixed coefficient, the mean and the fringe visibility respectively. The 

interference signal oscillates as h (the surface height) and 𝜁 (the reference mirror position) 

changes. K is the fringe frequency and it is equal to: 

 
𝐾 =  4𝜋

𝜆⁄  (2.3.2) 

where 𝜆 is the wavelength of the interfering light. 

If the reference mirror position is taken as the zero, the surface height z can be calculated from 

the phase of the interference signal according to: 

 
𝑧 =  𝜃/𝐾 (2.3.3) 

where 𝜃 is the phase of the fringe pattern for 𝜁 = 0. In the measurement process the reference 

mirror is shifted and various intensities are recorded. Therefore the acquired intensity signal 

would have the form of: 

 
𝐼𝑖(𝐾) =  𝐼𝐷𝐶 + 𝐼𝐴𝐶cos (𝑧𝐾 + 𝛼𝑖) (2.3.4) 

where 𝛼𝑖 is the i-th phase shift. Usually the phase is changed linearly and therefore the phase 

step is constant: 
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𝛼𝑖 − 𝛼𝑖−1 = Δ𝛼 (2.3.5) 

Two modes of recording the intensity value are possible: phase stepping and bucket mode (see 

figure 2.9a). In phase stepping mode the phase is changed by a constant value and the intensity 

value recorded: the intensity recorded corresponds to a sample of the sinusoid (see figure 2.9b). 

In bucket mode the phase is changed linearly and the camera integrates the intensity value over 

a certain amount of phase shifts. The bucket mode allow for faster measurement at the expense 

of reduced visibility (see figure 2.9b). The signal processing techniques to estimate the phase 

are the same for both modes. 

 

Figure 2.9.a) Phase shift as a function of time. b) Sampled intensity value (cross) in phase stepping mode and averaged 
intensity (bins) in bucket mode. 

2.3.2.2.1 PSI geometrical interpretation 

Phase demodulation algorithms focus on estimating the phase from recorded intensity values. 

The unknowns in equation (2.3.4) are three: mean value (𝐼𝐷𝐶), amplitude (𝐼𝐴𝐶) and initial phase 

(𝑧𝐾) from which the surface height can be calculated. Therefore to estimate all three unknown 

at least three intensities needs to be recorded. By applying sum on angle trigonometric identity, 

and making the substitutions 𝑥1 = 𝐼𝐷𝐶,  𝑥2 =  𝐼𝐴𝐶𝑐𝑜𝑠(𝑧𝐾),  𝑥3 =  𝐼𝐴𝐶𝑠𝑖𝑛(𝑧𝐾), equation (2.3.4) 

can be rewritten in matrix form: 

 
𝑥̅ ⋅ 𝑐𝑖̅ = 𝐼𝑖         𝑓𝑜𝑟 𝑖 = 1,2,3 (2.3.6) 

where 𝑥̅ = [ 𝑥1,  𝑥2,  𝑥3] is the unknown vector, 𝑐𝑖̅ = [1, cos(𝛼𝑖) , −sin(𝛼𝑖)] is the coefficient 

vector, 𝐼𝑖 is the i-th measured intensity corresponding to the phase shifts 𝛼𝑖., and ⋅ denotes the 
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vector dot product. Equation (2.3.6) is a linear system of three equations in three unknowns. By 

solving the linear system it is possible to calculate the phase as 

𝜃 = atan (
 𝑥2

 𝑥3
) 

and therefore the surface height z, according to equation (2.3.3). An interesting discussion of a 

linear system and its solution is the so called geometrical interpretation of PSI algorithm [46]. 

The solution space 𝑥̅ = [ 𝑥1,  𝑥2,  𝑥3] is a three dimensional space where each of the three 

conditions in equation (2.3.6) define a plane and the system solution is the intersection of the 

three planes. The solutions space of the system of equation (2.3.6) is the solution space of the 

homogenous system translated by a particular solution of the non-homogenous system. The 

homogeneous system is: 

 
𝑥̅ ∙ 𝑐𝑖̅ = 0         𝑓𝑜𝑟 𝑖 = 1,2,3. (2.3.7) 

Solution of equation (2.3.7) is the intersection of three planes perpendicular to the vectors 𝑐𝑖. 

The vector 𝑐𝑖 is a vector of constant modulus rotated around the 𝑥1 axis by −𝛼𝑖 and with an 

angle of 45 ˚ with respect to 𝑥1 (see Figure 2.10a). Vectors perpendicular to 𝑐𝑖 have also an angle 

of 45 ˚ with respect to 𝑥1. If the number of phase shifts is infinite, the solution is the vertex of a 

conic shape and in the case of a finite number of phase shifts is the intersection of three planes 

tangent to the cone (see Figure 2.10b). 

 

Figure 2.10. a) vector 𝒄𝒊 . b) PSI linear system solution from geometrical interpretation. 

In general the recorded intensities deviate from the ideal values due to additive noise, and the 

phase shift 𝛼𝑖 is different from the ideal value due to mis-calibration or environmental vibration 

(i.e. phase noise). Noise and phase shift errors are non-ideality that cause the three planes to 

intersect away from the cone vertex, therefore leading to measurement errors. By employing 

this model it has been shown how it is possible to implement recursive algorithm which 

decrease the sensitivity of the algorithm to vibrations [46]. By increasing the number of 
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intensity measurements to 4, it is also possible to consider 𝛼𝑖 as unknown and avoid first-order 

phase shift calibration errors [47]. Increasing further the number of intensity measurements 

has multiple effects: higher order calibration error can be corrected and the phase noise is 

averaged. In fact, when more than 3 phase shifts are done, and the solution for each triplet of 

system equation is considered, all the solutions will not converge but a cloud of points is 

obtained, and from averaging these solutions a better estimation in the presence of error can be 

obtained. 

2.3.2.2.2 PSI linear filtering interpretation 

Further analysis of a 4 phase shifts algorithm is useful to explain the phase shift algorithm as a 

linear filtering operation [48]. A common PSI algorithm is the 4-step linear Carré algorithm 

where the phase is estimated from four phase shifts according to 

 
𝜃 = atan (

𝐼2−𝐼4

𝐼3−𝐼1
) . (2.3.8) 

The algorithm is therefore a multiplication of the recorded intensity by two different set of 

coefficients, and from their ratio the phase can be estimated. It is possible to write a general 

phase shifting algorithm as  

 
𝜃 = atan (

∑ 𝑠𝑖𝐼𝑖
𝑝
𝑖=1 ]

∑ 𝑐𝑖𝐼𝑖
𝑝
𝑖=1 ]

) . (2.3.9) 

The variety of PSI algorithms is enormous, for example an analysis of 84 different PSI 

algorithms is reported in [49]. However, their performances can be explained by considering 

the algorithm as a linear filter. For instance, consider the sampled interference signal in figure 

2.11a. The coefficients 𝑠𝑖 and 𝑐𝑖 for 𝑖=1, 2, 3, 4 for the Carre’ algorithm are shown for 

comparison. In Figure 2.11b the magnitude of the Fourier transform (FT) of the interference 

signal is compared with the FT of the complex Carre’ filter defined as: 

 
𝑓𝐶𝑎𝑟𝑟𝑒 = 𝑐𝑖 + 𝑗 𝑠𝑖        𝑖 = 1, 2, 3, 4 (2.3.10) 

The effect of the filter is to separate the conjugate peaks of the signal FT by selecting only one of 

the two spikes of the signal to extract the signal phase. The Carre’ filter shows a magnitude 

different from zero only at frequencies which are not an integer number. As a consequence, any 

spurious frequency arising from interference signal distortions is not filtered out, and they 

introduce error in the phase estimation. 
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Figure 2.11. a) Interference signal and corresponding sampled intensities. For comparison the Carre’ filter coefficients 
are displayed. b) Interference and Carre’ filter FT magnitude. 

The spectral response of the PSI filter can be modified by modifying the filter coefficients. For 

example it has been shown how multiplying the filter coefficients by a known window improves 

the performances of a PSI algorithm [50], [51]. For instance, let’s consider a PSI algorithm 

obtained by acquiring eight value of intensities with the same phase shift as in the Carre’ 

algorithm, and the same coefficients multiplied by a window function, in this example an 

Hamming window [52]. In figure 2.12a the obtained coefficients are shown and the filters FT 

magnitude is compared in figure 2.12b. The effect of windowing the filter coefficient is to reduce 

the filter sensitivity to higher frequency at the expense of increasing the main lobe width. 

 

Figure 2.12. a) PSI filter coefficients for a eight phase shift algorithm obtained as the repetition of the Carre’ coefficients. 
In the Hamming window case the coefficient are multiplied by a hamming window therefore reducing their amplitude 
towards the edges. 

Interpreting the PSI algorithms as linear filters allow identifying procedure to design phase 

demodulation algorithm with the desired properties [53]–[55] and to optimise the parameters 

of existing algorithms for best performance [56], [57]. 

The effect of phase shift interferometry non-ideality has been largely studied. For example the 

effect of vibration [58]–[60] and design of algorithms to suppress known vibration 
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frequency [61], non-uniform but known phase shift [62], laser-diode output power 

variation [63] (also called multiplicative noise), random noise [64] and phase change upon 

reflection influence for high numerical aperture (NA) objective [65]. Error modelling and 

knowledge of the signal distortion allow designing the phase shifting algorithm for specific 

need, like in Fizeau cavity [66], [67]. Further development is towards non uniformly spaced 

phase shifts algorithms [68], and sinusoidal rather than linear phase shifts [69]. Non-linear 

iterative algorithms allow reducing the effect of vibrations at the expenses of processing 

complexity and time [70]. 

PSI instruments are capable of measuring surfaces with sub-nanometre repeatability [17] and 

they have been employed to measure super-flat surface with sub-Angstrom RMS roughness and 

waviness [71]. The measurement speed depends on the algorithm employed (more phase steps 

require more time) and the speed of the CMOS or CCD camera. Moreover, averaging the 

intensity on the camera can reduce the measurement noise at the expense of speed. In fact, the 

measurement noise for a given instrument is sometime expressed in 𝑛𝑚/√𝐻𝑧 [17], i.e. faster 

measurements are associated with larger noise. The main drawback of the PSI techniques is 2π 

phase ambiguity. Discontinuous surfaces with step heights larger than 𝜆/2 cause a phase change 

larger than 2𝜋.  The estimated phase is known modulo 2𝜋 and therefore the measured height is 

known modulo 𝜆/2. In case of smooth surfaces with heights larger than 
𝜆

2
, it is possible to 

unwrap the phase to obtain ambiguity-free measurement. Another possibility is by estimating 

the phase for two different wavelength which extends the ambiguity range but do not remove 

it [72]. 

An ultimate 101 frames PSI algorithm is discussed in [73] with an estimation of the 

performance. Indeed, a similar algorithm is employed in coherence scanning interferometry. 

2.3.2.3 Coherence scanning interferometry 

Coherence Scanning Interferometry (CSI) also known as white light interferometry (WLI) and 

many other acronyms, is a interferometry metrology technique developed in the 1980s [74]–

[76]. Its measurement principle is to scan the sample as in the Focus variation (section 2.3.1.1) 

or the Confocal (section 2.3.1.2) instruments but to detect the position of zero optical path 

difference of the measurement arm with respecting to referencing arm [74]–[76]. As the name 

suggests, a broadband light source is employed in an interferometer setup (see figure 2.13a) 

and due to the broadband illumination the light coherence length is very short and visible only 

when the optical path difference (OPD) between measurement and reference arm is a few 

interference fringes. In figure 2.13b an example of the recorded signal for a single pixel on the 

camera detector as a function of the scan position is shown. 
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Figure 2.13. a) CSI microscope optical setup. b) example of interference intensity signal for a single pixel of the camera. 

In the measurement process the surface is scanned through focus and for each position the 

interference signal is acquired. At the end of the scan the surface heights can be estimated by 

analysing the interference pattern for each camera pixel.  

The interference signal can be written as: 

 
𝐼(𝜁) =  𝐼𝐷𝐶(𝜁) + 𝐼𝐴𝐶(𝜁 − ℎ)cos (𝐾0(𝜁– ℎ)) (2.3.11) 

where 𝐼𝐷𝐶 is the mean value, 𝐼𝐴𝐶  is the coherence envelope of the fringes which modulates the 

amplitude of the interference fringes with a spatial frequency equal to the mean wavenumber of 

the light source (𝐾0 = 4𝜋
𝜆0

⁄ ). An example is shown in figure 2.13b. 

Initially the envelope was used to estimate the surface height: the coherence envelope peaks 

𝐼𝐴𝐶(𝜁 − ℎ) provides an estimation of the surface height ℎ. Several envelope detection algorithms 

have been proposed with different performance in term of accuracy, complexity and speed. For 

example signal processing technique for demodulation of the envelope and peak fitting [77], 

Fourier domain estimation of the group velocity [78], centroid approach [79] or envelope 

demodulation by linear [80] or non-linear-filtering [81]. 
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The surface height information is also encoded in the interference fringes phase (cos (𝐾0(𝜁– ℎ)) 

which provides measurement repeatability with performance comparable to the PSI 

technique [82]. Coherence envelope and phase estimation can be combined to obtained 

measurement with the repeatability of the PSI technique but without fringe order 

ambiguity [83], [84]. The repeatability improvement from estimation of the coherence envelope 

and phase have been quantified and modelled theoretically [85]. The envelope peak estimation 

repeatability is inversely proportional to the coherence length, (long coherence causes higher 

uncertainty) and proportional to its signal to noise ratio (SNR). On the other hand, the phase 

detection repeatability is reduced by longer coherence length, or finer vertical stepping, and 

proportional to the SNR. In some cases the uncertainty caused by the surface roughness can be 

higher than that due to the SNR, leading to larger uncertainty on rough surfaces [86]. 

Possible sources of measurement error in white light interferometry could occur at 

discontinuities with a height smaller than the coherence length of the light [87] or surfaces 

which slopes approaching the limit of the objective NA [88] sometimes due to wavelength-

dependent angle of reflection [89]. Fringe order determination error could be also be due to 

dispersion [90]. In some cases this error can be resolved by exploiting previous knowledge of 

the optics systematic effects [83] or by combining phase information for two different 

wavelengths [91]. A reduction of the errors and consequent reduced measurement uncertainty 

is possible by characterisation of the slope-dependent optical response of the instruments [92]. 

Additional interference signal distortion is caused by the signal summation over the objective 

NA for each wavelength, which causes the spectrum of the interferograms to be consistently 

distorted for high NA [93]. 

Harnessing of the spectral properties of the white-light source has been shown to improve the 

height estimation [94]. Research into methods to correct white-light interferograms in 

environments with large vibrations have been reported by employing a multiplexed single 

wavelength PSI [95]. CSI has also been commercialised to be employed for roughness 

measurement and defect quantification of roll-to-roll processes [96]. 

With white light interferometry it is possible to measure film thickness by detecting the two 

reflections from the top and bottom surfaces [97]. The effect of multiple reflection on the 

recorded interferograms have been studied and are well understood [98]. 

The coherence scanning interferometry technique is a well-established technique with an 

associated ISO standard part 604 [99]. Several instrument’s manufacturer are available such as 

Zygo [100] and Taylor Hobson [101]. Both instrument’s manufacturers claim sub-nanometre 

surface topography repeatability (STR) and Angstrom resolution for the heights measurements. 

The measurement speed is limited by the needs for mechanical scan of the sample through 

focus, and therefore the speed is proportional to the surface height to measure. For larger 
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surface heights the sample needs to be scanned through a larger range thus increasing the 

measurement time. Further speed improvement is possible by sub-Nyquist signal sampling and 

ad-hoc post-processing [102]. Typical measurement and processing times range from tens of 

seconds for a few micrometre heights, to tens of minutes for hundreds of micrometre heights. 

2.3.2.4 Wavelength scanning interferometry 

Wavelength scanning interferometry (WSI) is a metrological technique introduced in the late 

1980s [103], [104]. The technique is also known as wavenumber or frequency-scanning, or 

wavelength/wavenumber/frequency-swept interferometry. Combining information from 

multiple-wavelengths, like in the CSI technique, avoid the 2𝜋 ambiguity error. In WSI the phase 

shift is introduced by changing the illumination in the interferometer rather than mechanically 

moving the sample. In figure 2.14 the schematic of a WSI instrument is shown. The light source 

provides a tuneable illumination, usually with a narrowband spectrum and therefore with a 

longer coherence length than in CSI. The light is used in an interferometer setup and the 

interference between the reference and measurement arm recorded. In the measurement 

process, the illumination is changed sequentially and for each wavenumber (𝑘) an intensity 

value is recorded by the detector. 

 

Figure 2.14. WSI instrument schematic. Top left an example of an interference signal recorded with WSI. 

The interference signal can be described as: 

 
𝐼𝑥𝑦(𝑘) =  𝐼𝐷𝐶 + 𝐼𝐴𝐶cos (2 𝑧𝑥𝑦 𝑘) (2.3.12) 
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where 𝑘 is the light wavenumber (𝑘 =  
2𝜋

𝜆
), and 𝑧 is the OPD between the reference and the 

measurement arm. In the measurement process the wavenumber 𝑘 is changed linearly and for 

each selected wavenumber an interference pattern of the surface is acquired. For a value of z 

equal to zero, all the wavelengths interfere constructively and therefore the interference is a 

constant value. For value of z not equal to zero, the interference signal has wavenumbers for 

which the interference is constructive and wavenumbers for which it is destructive. In the case 

where the wavenumber are scanned linearly, the number of constructive and destructive 

periods is proportional to the OPD and the value of 𝑧 can be estimated according to [105]: 

 
𝑧 =

1

2

Δφ

Δk
 (2.3.13) 

where Δφ is the phase change corresponding to the wavenumber change of Δk. The algorithm 

estimates the phase slope (also called the instantaneous frequency) of the interference patterns. 

A possible frequency estimation can be obtained also from peak fitting of the interference 

pattern FT [106]. A comparison of known instantaneous frequency estimation algorithms is 

reported in [107]. The best performance is obtained with the Fourier method for phase 

demodulation originally published by Takeda et al. [108] followed by a linear fit of the 

demodulated phase. Non-linear algorithms are used, which increases measurement 

performance at the expense of signal processing complexity [109]. 

Typical tuneable light sources employed in WSI instruments are laser diodes where the 

wavelength is changed by modulating the injection current [110]–[112]. Limiting factor for the 

laser diode are the narrow available wavelength bandwidth and laser mode hops that cause 

discontinuities in the wavenumber scan [113]. Wavenumber scan non-linearity affects the 

accuracy of the measurement [114]. The laser wavelength is sensitive to thermal drift and dual-

wavelength sweep in opposite direction has been proposed to compensate for these 

effects [115]. Thermal warm up of a He-Ne laser has also been used to provide a tuneable 

wavelength source for absolute displacement measurement [116]. 

Further improvement is possible by employing external cavity laser diodes which allow for 

wider tuning ranges without mode hopping [117]–[119]. Further developments, such as 

acousto-optical-tuneable-filter (AOTF) allow designing wide-band, fast scanning tuneable 

sources. 

WSI has been shown to be able to measure film thicknesses [120], or in general multiple 

reflection cavities [121], [122]. 

An example of commercially available WSI is the Verifire MST [123], capable of measuring 

multiple surfaces samples. Thickness measurements with a peak-to-valley error value of 34 nm 

are reported by processing the data with a FT based phase-shifting algorithm when compared 

with a non-linear fitting model of the interference signal [124]. The main advantage of WSI 
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technique is the speed. No mechanical scanning is needed, and therefore the speed is limited by 

the detector frame rate and/or the wavelength scan rate. 

2.3.2.5 Optical coherence tomography 

Optical coherence tomography (OCT) is an imaging technique that allow to capture three-

dimensional image of an optical scattering medium[125]. OCT techniques exploit the 

phenomenon of interference: the OCT image is obtained by detecting the intensity of the 

interference signal as a function of depth in the scanned sample. The recorded intensity of the 

interference patter plotted versus the scanned depth provides an estimation of the reflectivity 

of the layer in the sample. OCT techniques are employed to obtain a three-dimensional image of 

biological tissue for diagnostic purpose or inorganic material for industrial defect detections 

(see examples in figure 2.15). OCT employs light sources usually in the IR region since long 

wavelengths allow deeper penetration into materials than visible light, and they employ a 

broadband source to limit the observation of the interference within a short coherence length. 

 

Figure 2.15. OCT images of human skin (a) and microchannel under zirconia ceramic layer (b) (adapted from [125] and 
[126]). 

Different kind of OCT techniques are: time-domain OCT, spectral OCT and swept-source 

OCT [127]. In time-domain OCT the interferometer reference arm is scanned to recorded the 

interference signal intensity for different depth, like in CSI. In spectral OCT a spectrometer 

decomposes the interference signal into its spectral components. The interference signal is then 

further processed via a FFT transform and from the frequency of the Fourier peaks it is possible 

to estimate the depths whilst from their amplitude it is possible to estimate the interference 

intensities and therefore the surface reflectivity. In swept-source OCT a tuneable laser source 

allows obtaining the same information as in spectral OCT, by sweeping the illumination 

wavelength. The main advantage of spectral and swept-source over time-domain OCT is the 

scanning speed, since in spectral and swept-source no mechanical scan is needed. 
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The axial resolution depends on the coherence length and therefore on the illumination 

bandwidth, typical values ranges between 1µm to 10 µm [127]. Improved measurement 

repeatability has been shown can be achieved by using also the phase of the interference signal 

[128], and further improvement is possible, for high speed measurement, by solving trigger 

jitter issue[129]. 

2.4 Experimental realisation of WSI  

In this section the details of the WSI instrument on which this research is based are described. 

The first section describes the instrument tuneable light source, the second section describes 

the interferometer head, and the last section describes the algorithm employed to process the 

interference signal. 

2.4.1 Tuneable light source  

 

Figure 2.16. Schematic of tuneable light source. CL: Collimating lens. AOTF: Acousto-optic tuneable filter. SLED: super 
luminescence light emitting diode. 

The light used to measure the surface is obtained by filtering the light coming from an halogen 

lamp. The light from the halogen lamp is focused and spatial coherence is imposed by a pin hole; 

The beam is then collimated by a collimation lens. The collimated white light passes through an 

Acousto-Optic-Tuneable-Filter (AOTF) which provides the light filtering capability. AOTFs rely 

on a specialized birefringent crystal whose optical properties vary upon interaction with an 

acoustic wave [130]. Changes in the acoustic frequency alter the diffraction properties of the 

crystal, deflecting only a narrow wavelengths band which is coupled into a fibre. The AOTF 

enables very rapid wavelength tuning, limited only by the acoustic transit time across the 

crystal, stated by the instrument manufactured to be 25 µs [131]. On the same fibre is coupled 

infra-red (IR) light coming from a super-luminescence light-emitting-diode (SLED). The IR light 

is collimated and aligned with the visible light through a dichroic mirror. Finally, the so-formed 



49 
 

light bundle is coupled into an optical fibre and delivered to the interferometer. The IR light is 

used for environmental noise compensation [2], whilst the other wavelength is used in the 

interferometer to generate the signal for surface measurement. 

The central wavelength (𝜆) of the light that is diffracted from the AOTF and the full width half 

maximum (FWHM) of the filtered wavelength (𝜆𝐹𝑊𝐻𝑀) can be determined from the 

equations [130], [132]: 

 

𝜆 =
Δ𝑛 𝑣𝑎

𝑓𝑎
√sin4 Θ𝑖 +sin2 2Θ𝑖    ,   𝜆𝐹𝑊𝐻𝑀 = 

0.9 𝜆2

Δ𝑛 𝐿 sin2 Θ𝑖
 

where Δ𝑛 is the birefringence crystal refractive index, the 𝑣𝑎 and 𝑓𝑎 are the velocity and 

frequency of the propagated acoustic wave respectively, Θ𝑖 is the incident angle of the entrance 

light beam which is a constant and 𝐿 is the interaction length between the acoustic wave and 

optical radiation. Therefore scanning linearly the frequency of the propagated acoustic wave 

allows for linear scan of the wavenumber (1/𝜆). However, non-ideality causes the AOTF 

response to be non-perfectly linear. A characterisation of the tuneable light source and its non-

ideality effects on the measurements are reported and discussed in section 4.2.1. Figure 2.17a 

shows the measured centroid wavelength and the linewidth for the tuneable light source used. 

The linewidth is calculated by fitting a Gaussian curve to the measured spectrum and evaluating 

the drop to half the maximum value (see figure 2.17b for an example of a typical spectrum). 

 

 

Figure 2.17: a) Centroid wavenumber and FWHM as a function of the AOTF vibration frequency. b) Typical spectrum 
for a filtered wavelength of ≈695.2 nm. 

For a Gaussian spectrum the coherence length can be calculated as 0.32 𝜆2/𝜆𝐹𝑊𝐻𝑀. For the 

initial and the final wavelength, respectively 695.2 nm and 589.1 nm, the coherence length drop 

to 1/𝑒2 is respectively 44.8 µm and 43.5 µm. 

The measured power for the visible light is in the range 10-20 microwatts, whilst the power 

delivered by the SLED can be tuned and is in the range of a few milliwatts. 
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2.4.2 Optics setup 

Different interferometer setups are possible, and four popular configurations are shown in 

figure 2.18. In Fizeau configuration reference beam is obtained by the light reflected by a glass 

plate. In the Fizeau configuration the OPD between reference and measurement arm is usually 

long and, therefore, this solution is popular for quasi-monochromatic light. To observe high-

contrast fringes with non-monochromatic illumination the OPD has to be approximately zero. In 

Mirau and Michelson interferometer the beam splitter is placed after the objective lens, 

therefore limiting the working distance. In Linnik configuration beam splitter is placed before 

the objective lenses, which are duplicated on both reference and measurement arm. For the WSI 

instrument a Linnik setup has been chosen for its advantages in terms of working distance. 

 

Figure 2.18. Four different interferometer configrations(from [133]). 

The WSI instrument schematic is shown in figure 2.19. The light delivered by the optical fibre is 

collimated, and then employed in a Linnik interferometer setup. The recombined beams are 

then focused by the imaging lens. Two wavelengths are multiplexed on the interferometer at 

each moment: visible light and IR. Visible light is detected by the CCD camera and employed to 

estimate the surface topography, whilst IR light is separated with and dichroic mirror and the 

interference signal detected by a photodetector (PD). The IR interference is employed by a 
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proportional-integrative controller to move the reference mirror to reduce the OPD change due 

to environmental noise. The controller has been shown to reduce disturbance by 12.2 dB at a 

vibration frequency of 40 Hz (for more details see Jiang and al. [2]). 

 

Figure 2.19. WSI setup schematic. CL: Collimating lens. BS: beam splitter. OL: Objective lens. IL: Imaging lens. DM: 
Dichroic mirror. CCD: Charge-Coupled Device. PD: Photo detector. PI: Proportional-Integrative controller. The fibre core 

is an extended source and therefore an area of the sample is illuminated allowing areal surface measurements. 

In the measurement process the illumination centred on wavelength λ1 is selected and an 

interference 2D image of the surface is acquired by the CCD camera. The same process 

(selection of the wavelength and acquisition of the interference image) is repeated N times until 

an image for the final wavelength λN is recorded. The measurement process speed is limited by 

the slowest between the CCD camera frame rate and the illumination switching time. In the 

current instrument the measurement speed is limited by the CCD camera (200 frames per 

second) whilst the AOTF accessing time stated by the manufacturer (25 µs) allow speed up to 

40k frames per second. 

2.4.3 WSI processing algorithm  

The acquired 3D data cube is then processed to estimate the surface height for each pixel of the 

CCD camera. Figure 2.20 shows an example of interference signal extracted from the 3D data 

cube. The calculation is executed in parallel on a GPU leading to a processing time of a few 

seconds.  
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Figure 2.20. Left. 3D data cube resulting from a WSI scan. Right: two examples of the interference signal for two 
different values of heights. 

The algorithm to estimate the height focuses on estimating the frequency of the interference 

pattern. Comparison of possible frequency estimation algorithms is reported in Muhamedsalih 

et al. [107]. The best-performing algorithm is the phase demodulation firstly reported by 

Takeda et al. [108] and is hereby reported for completeness. The interference signal recorded 

by a wavelength scanning interferometer can be written as: 

 
𝐼(𝑘𝑖) = 𝑎 + 𝑏 cos(4𝜋𝑧𝑘𝑖)           𝑖 = 0,… ,𝑁 (2.4.1) 

where 𝑎 is the signal offset, b is the signal amplitude, 𝑘𝑖 the i-th centroid wavenumber and z is 

the value of height to estimate. Equation (2.4.1) can be rewritten in terms of complex phasors 

using Euler's formula: 

 
𝐼(𝑘𝑖) = 𝑎 +

𝑏

2
(𝑒𝑗𝜑(𝑘𝑖) + 𝑒−𝑗𝜑(𝑘𝑖)) (2.4.2) 

where 𝑗 = √−1 and 𝜑(𝑘𝑖) = 4𝜋𝑧𝑘𝑖 . An FFT is applied to equation (2.4.2) to obtain the spectrum 

of the interference pattern (see figure 2.21b). The spectrum contains three terms, as stated in 

equation (2.4.3): 

 
𝐹𝑇(𝐼(𝑘𝑖)) = 𝐴 + 𝐵(𝑓 − 𝑓0) + 𝐵(𝑓 + 𝑓0). (2.4.3) 
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The term A corresponds to the signal intensity offset, and the two peaks B correspond to the 

cosine, the frequency 𝑓0 is the frequency of the fringe pattern and it is proportional to the height 

z.  

 

Figure 2.21. Phase demodulation algorithm steps. a) interference signal. b) Fourier transform of the interference signal. 
c) wrapped phase. d) unwrapped phase whose slope is proportional to the value of surface height. 

The purpose of the FFT is to distinguish between the useful information that is represented by 

the phase change (i.e. 𝐵(𝑓 − 𝑓0) or 𝐵(𝑓 + 𝑓0)) and the unwanted information of constant 

amplitude (i.e. A). To demodulate the phase only one of the two peaks corresponding to the 

phase change is selected, the unwanted spectrum A and 𝐵(𝑓 + 𝑓0) are filtered out and an 

inverse FFT is applied. From the angle of the inverse FFT it is possible to reconstruct the 

wrapped phase values (see figure 2.21c): 

 
𝜑𝑤𝑟𝑎𝑝𝑝𝑒𝑑(𝑘𝑖) = 𝑎𝑛𝑔𝑙𝑒(𝐹𝑇−1[𝐵(𝑓 − 𝑓0)]). (2.4.4) 

The phase is unwrapped by adding phase jump of 2π when the difference between adjacent 

samples is larger than π. The unwrapped phase is then linearly fitted to estimate its slope from 

which the height can be estimated as: 

 
𝑧 =  

1

4𝜋

Δ𝜑

Δ𝑘
   (2.4.5) 

where 
Δ𝜑

Δ𝑘
 is the estimate phase slope. 
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An important assumption needs to be made when employing the described algorithm on the 

sign of the frequency and therefore of the z value. In fact, the algorithm estimates the same 

identical value of z, but with a negative sign, if the other peak corresponding to the cosine is 

filtered (see figure 2.21b). In this case the demodulated phase would have negative slope but 

same magnitude. Further details and a proposed solution to resolve this ambiguity is described 

in section 6.1. 

2.5 Areal surface topography measuring instruments comparison 

The aim of this section is to introduce metrological characteristics (MCs) for optical surface 

measuring instruments. The MCs are instrument characteristics that affect the measurement 

uncertainty and they are indicators of instrument’s measurement performance. Examples of 

instruments performance claimed by instrument manufacturers of surface topography 

measuring instruments are reported and discussed. Secondly, the MCs are defined according to 

the drafted ISO standard and the concept of calibration and traceability introduced. Lastly, 

examples of MCs for commercially available instruments are compared with the performance 

specifications reported by the manufacturer. 

2.5.1 Instrument’s performance specifications 

Manufacturers of surface topography instruments specify their instrument performance with a 

variety of ‘performance indicators’. In table 2.1, table 2.2 and table 2.3, examples of these 

‘performance indicators’ are reported for a focus variation, a confocal, and a CSI instrument, 

respectively. 

The focus variation instrument is an Alicona IF G4, equipped with a 50x objective lens. The 

manufacturer of this instrument specifies the performance in terms of resolution and accuracy 

of step height measurements. The confocal instrument is an Olympus Lext OLS4100. The 

performance specifications are given as repeatability and ‘accuracy’ for a reference flat surface 

and step height measurements; the specifications are provided for two magnification objectives. 

Note that according to the International Vocabulary of Metrology or VIM [134] the term 

accuracy is a qualitative term and therefore its use as a quantitative term is discouraged. The 

CSI instrument is a Taylor Hobson CCI HD and its performance is specified by the manufacturer 

as repeatability in step height measurement, repeatability of surface RMS, and resolution. 
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Table 2.1. Manufacturer specifications for focus variation instrument. 

Alicona IF G4 (50×) [20]  

Specification Value 

Resolution and application 

limits 

Min. measurable height 0.02  µm 

Height step accuracy 

(1 mm height step) 
0.05 % 

Min. repeatability 0.003  µm 

Accuracy 

Flatness U = 0.1  µm 

Height Measurement 

z = 1 mm 

Maximum permissible error (MPE) = 0.5 

µm, stdev = 0.1 µm 

Table 2.2. Manufacturer specifications for confocal instrument. 

Olympus Lext OLS4100 [135]  

Specification Value 

Planar measurement 
Repeatability (100×) 0.02 µm 

Accuracy Measurement value ±2% 

Height measurement 

Repeatability (50×) 0.012 µm 

Accuracy 
<0.2 +L/100 µm 

(L=measuring length) 

Table 2.3. Manufacturer specifications for CSI instrument. 

Taylor Hobson CCI HD [136] Value 

Resolution 0.01 nm 

RMS repeatability <0.02 nm 

Step height repeatability < 0.1 % 

 

Repeatability and RMS repeatability typically refer to the same instrument property: the 

intrinsic instrument noise that limits how much the surface topography varies between 

repeated measurements. The reported value of the instrument noise is not associated with 

measurement conditions, sample details, or a description of the data post-processing steps—all 

parameters that can affect the measurement result. For example, averaging multiple 

measurements or applying a smoothing filter on ‘raw’ surface topography data can result in a 

lower value for instrument noise; the reduction in the value of noise would depend on the 

number of averaged measurements and on the size of the smoothing filter. Absence of clearly-

defined criteria means that instrument manufacturers are flexible in the manner with which 

they calculate and report specifications, sometimes leading to large variance in specified 
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performance between instruments. A more informative and rigorous description is required to 

describe and compare the measuring capabilities of these instruments. Some valuable 

references for this purpose are the Guide to the expression of uncertainty in measurement 

(GUM) [137] and the International Vocabulary of Metrology  (VIM) [134], both of which are  

documents developed by the International Organization for Standardization (ISO). The ISO 

25178 series of draft standards are dedicated to areal surface topography measurements and 

are also relevant. 

2.5.2 Metrological characteristics 

Part 4.14 of the VIM defines resolution as “the smallest change in a quantity being measured 

that causes a perceptible change in the corresponding indication”. The value of resolution has to 

be linked to what is measured, i.e. the measurand. For example, common practice when 

evaluating instrument noise is to smooth the measured surface by applying a spatial filter. 

Smoothing the surface has the effect of filtering out some noise and therefore to reduce the 

noise level. However, the obtained value of noise after filtering corresponds to the filtered 

surface rather than the ‘raw’ surface sampled at the individual camera pixels. To specify a 

resolution value, the measurand must be clearly specified. 

The term ‘RMS repeatability’ is open to interpretation and can be misunderstood if not clearly 

defined. For example, if the specification corresponds to the repeatability of the areal surface 

parameter RMS (also called Sq), then it would be more appropriate to specify the value as 

repeatability of the Sq parameter and to also report the measurement conditions and any 

processing steps. 

Measurement accuracy is defined in the VIM as “closeness of agreement between a measured 

quantity value and a true quantity value of a measurand”. It should be noted that in part 2.13, 

note 1 of the VIM the use of the concept “measurement accuracy” is discouraged, arguing that 

measurement accuracy is a qualitative concept and therefore cannot be assigned a numerical 

quantity. In many instances, a more appropriate term to describe a result’s closeness to the 

“true” or reference value is measurement error. The term “maximum permissible error” (MPE) 

has been widely adopted for specifying an instrument’s performance interval and is sometimes 

stated for step height measurements on surface measuring instruments. 

Instrument performance is affected by many influence factors, some of which are common to all 

surface measuring techniques while others are specific to a particular technique. The ISO 

standard 25178-600 provides a list of factors that affect the performance of some surface 

topography measuring techniques. Such lists cannot take into account all measurement 

scenarios. As a result, quantifying the individual contributions to measurement uncertainty 

from each influence factor is an unreasonably arduous task. The concept of MCs was introduced 
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to simplify this problem. MCs are formally defined in ISO 25178 part 600 as “characteristics of a 

measuring equipment, which may influence the results of a measurement”. The MCs of a surface 

topography measuring instruments are listed in table 2.4 with the axes that are affected (the z -

axis corresponds to the height of the surface, while the x and y axes correspond to the lateral 

directions). 

Table 2.4. List of metrological characteristics for a surface topography measurement. 

 

Other metrological characteristics that are currently in discussion are topography fidelity and 

maximum measurable slope [138], [139].  

Each metrological characteristic contributes to the final measurement uncertainty and is an 

attempt at consolidating most, if not all, influence factors of a measurement technique. The 

calibration process consists of a series of tasks that can be used to quantify the contribution 

from each MC to measurement uncertainty. Calibration consists of transferring traceability from 

a reference standard to the indications of the three coordinate axes of a surface measuring 

instrument.  

Traceability is defined in the VIM as “property of a measurement result whereby the result can 

be related to a reference through a documented unbroken chain of calibrations, each 

contributing to the measurement uncertainty”. A traceable measurement result can be related 

or ‘traced’ to the definition of the corresponding SI unit through a series of calibrations, which 

Metrological characteristic Symbol Axes 
Definition (from [99]) 

Measurement noise Nm, ,Sqnoise z 
Noise added to the output signal of an 

instrument during its normal use. 

Residual flatness zFLT, Szflatness z 
Maximum error when measuring a 

reference calibrated flat surface. 

Amplification factor αx ,αy ,αz x, y, z 
Slope of the linear regression curve 

obtained from the response curve 

Linearity deviation lx , ly , lz x, y, z 

Maximum deviation from the linear 

regression curve of the instrument 

response. 

Perpendicularity ΔPERxy x, y, 
Deviation from 90° of the angle between 

the x- and y-axes 

Lateral period limit DLIM x, y 

Spatial period of a sinusoidal profile at 

which the height response of an 

instrument falls to 50 % 
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constitute the traceability chain (see figure 2.22). For dimensional measurements, traceability 

of a result is established to the definition of the SI unit of length, the metre [140]. 

Calibration of a surface topography instrument’s MCs can be achieved by comparison to 

standard reference specimens, often called calibration or material standards. For this purpose 

and to ensure traceability of surface topography measurements, the National Physical 

Laboratory (NPL) has developed a set of reference surfaces [141], instruments [142]–[144], and 

test procedures [136–138]. 

In figure 2.22, a typical traceability chain for surface topography measurements is shown. At the 

top of the chain is the definition of the metre, which can be realised by the narrowband 

wavelength of light emitted by a frequency-stabilised laser [148]. The wavelength of non-

stabilised lasers can then be calibrated by comparison to the stabilised wavelength, albeit, with 

a larger uncertainty due to the broader bandwidth. An areal contact stylus instruments at NPL is 

constructed with these lasers, which can then be used to calibrate primary standards [143]. 

These primary standards then can be employed to calibrate the MCs of a secondary surface 

topography instrument therefore specifying the instrument measurement uncertainty. 

Sometimes, a laboratory may have a working instrument and a reference instrument. In this 

case, the reference instrument is used to calibrate a secondary standard, which can then be used 

to calibrate the MCs of the working instrument. Each step of the traceability chain corresponds 

to a calibration step between a reference and a test gauge or test instrument. Since calibration is 

a measurement, uncertainty in the reference will be augmented by uncertainty in the 

measurement procedure. As a result, uncertainty increases with each calibration step. 

 

Figure 2.22. Typical traceability chain for surface topography measurement (diagram adapted from [149]). 

2.5.3 NPL instruments 

Calibration results of the MCs for commercially available surface topography instruments has 

already been reported [149]. The primary standards used are calibrated by areal surface texture 

measuring instruments developed at NPL with uncertainties on the order of several nanometres 
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along the three axes [143], [144]. Calibration results for commercially available instruments are 

also available in the literature [145]–[147] and have been published as NPL Good Practice 

Guides (GPGs) [150]. These calibration results are summarised in table 2.5 and correspond to 

calibration of the instrument vertical range and field of view (FOV) for three instruments: focus 

variation, confocal and CSI. Calibrated results of an instrument’s MCs can be used to provide an 

indication for expected measurement errors. The maximum value is considered if the error is 

systematic (e.g., linearity deviation or residual flatness) and the standard deviation is 

considered if the error is random (e.g. measurement noise). More information on measurement 

conditions and calibration procedures can be found in references [145]–[147], [151]. Methods 

to calibrate the MCs of focus variation instruments are still in development. 

Table 2.5: Comparison of calibrated metrological characteristics of various surface metrology instruments. 

Relative  

Axis 

MCs  
Focus 

variation 
Confocal CSI 

   20× 50× 20× 50× 20× 50× 

z 

Measurement Noise 

/nm 
 14  6  4.1  1.4  0.17  0.34  

Residual Flatness  

/nm 
 26.8  11.9  162  27  1.6  2.2  

Amplification 

coefficient 
 -- -- 1.000 1.000 1.000 1.000 

Linearity deviation  

/nm 
 -- -- 19  18  7  7  

x , y  

Amplification 

coefficient 
  -- 1.002 0.994 0.999 1.000 

Linearity deviation 

/nm 
 -- -- 240  77  168  102  

Optical Resolution  

/µm 
 -- -- 1.3  0.5  1.5  0.8  

 

The aim of reporting these results is to compare the magnitudes of MCs for commercially 

available instruments. The error value associated with each MC can be propagated to evaluate 

the uncertainty according to the guidelines specified in the GUM. For example, the combined 

standard uncertainty 𝑢𝑧 in the measurement of a single value of the surface height for a single 

camera pixel can be calculated as [145], [146]: 
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𝑢𝑧 = √𝑁𝑚
2 +

zFLT
2

12
+

𝑙𝑧
2

3
 (2.5.1) 

where 𝑁𝑚 is the measurement noise, zFLT the maximum amplitude due to the residual flatness, 

and 𝑙𝑧 is the linearity deviation. The values in table 2.5 are substituted into equation (2.5.1) to 

evaluate the standard uncertainty in vertical measurement for confocal and CSI instruments. 

The results are compared with manufacturer-specified vertical resolution in table 2.6. 

Table 2.6. Comparison of stated vertical resolution with respect to the standard uncertainty in the measurement of a 
surface height value. 

Instrument type Stated 

vertical resolution 

Standard 

uncertainty 

  20× 50× 

Confocal 12 nm (50×) 48 nm 13 nm 

CSI 0.01 nm 4.1 nm 4.1 nm 

 

According to the results in table 2.6, the manufacturer-specified resolution could be 

inconsistent when compared with the standard uncertainty evaluated from the calibrated MCs. 

2.6 Summary 

In this chapter a brief introduction is provided for various methods of measuring surface 

topography. Surface topography instruments can be classified according to their measuring 

principle since the measured surface is dependent on the measurement procedure. Different 

measuring principles measures different “surfaces”, and they are able to measure different 

surface amplitude and lateral features depending on the development of the technique. Optical 

measuring techniques based on focus detection are discussed. A complete description of the 

most common interferometer techniques is also described. The advantages of interferometric 

technique over non-interferometric is the ability to detect changes in surface height of a 

thousandth of the light wavelength employed to illuminate the surface, therefore in the sub-nm 

range for visible light [17]. Additionally, measurement taken with interferometric techniques 

employ the light wavelength to relate the observed phase difference to the surface height 

dimension, therefore providing a shorter traceability route to the definition of the metre. 

Performance specifications claimed by the instrument manufacturers are compared to standard 

uncertainties, which are determined from the calibration of metrological characteristics. 

Discrepancies in the specified and the observed performance highlight the need for an 

exhaustive and metrological rigorous characterisation of instrument’s performance. The topic of 

this thesis is to apply the methods for calibrating the metrological characteristics of a prototype 
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of a WSI instrument (Thesis Objective 2) and to optimize its observed measurement 

performance (Thesis Objective 3).  
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3 Range, noise and flatness deviation 

3.1 Range, noise and flatness deviation 

In the following sections the methodologies used to determine the measurement noise and 

flatness deviation are described and the results are presented. Unless otherwise specified, 

measurements are made on a WSI placed on an optical table, which has active vibration 

stabilization, in temperature (20 ˚C ± 0.1 ˚C) and humidity-controlled environment 

(40 % ± 5 %); additionally, the instrument vibration compensation feedback loop was 

active [2]. The scanned wavelength range is from 695.1 nm to 589.1 nm, corresponding to a 

wavenumber range from 1.4386 µm-1 to 1.6975 µm-1. The wavenumber range length of 

0.2589 µm-1. is sampled in 256 points and, therefore, with a sampling rate of ≈1 nm-1/sample. 

The calibration process is performed with 2× and 5× objectives lenses. 

3.2 WSI range 

 

Figure 3.1: Measurement range for WSI. The calibration process aim is to estimate the uncertainty corresponding to 
each axis measurement. 

The algorithm employed to calculate the surface z-positions from the interference pattern 

cannot distinguish between positive and negative z-positions, but it can estimate only the 

absolute distance. Therefore, an additional assumption needs to be made in order to associate 

higher frequency interference patterns with positive or negative displacement of the surface, i.e. 

to correctly resolve peaks and valleys (see section 2.4.3 for algorithm details and section 6.1 for 

a solution to solve the ambiguity). The current calibration is performed in the instrument range 
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corresponding to negative z-positions; therefore, higher frequency interference patterns 

correspond to valleys in the measured surface topography. 

To determine the vertical (z) range of the instrument, several measurements are conducted on 

an optical flat at various positions along the z-axis. A schematic of the instrument measurement 

volume is shown in figure 3.1; in this figure, the surface to be measured occupies the instrument 

negative z-range. The instrument provides a point cloud, corresponding to the x, y and z 

coordinates of the measured surface. The smallest magnitude of z-value that can be measured is 

dependent on the processing algorithm (as explained in section 4.1); the error in measuring z is 

relatively large for z-values between +5 µm and -5 µm. To quantify the largest z-value, an 

optical flat is measured for increasing z-positions, until the measured surface shows outliers 

larger than the noise amplitude. When the interference visibility is low, i.e. the interference 

signal has a low signal to noise ratio (SNR), the measured surface exhibits spike artefacts as 

shown in figure 3.2. The presence of those artefacts in the measured surface is due to a 2π 

unwrapping error in the phase, which causes an erroneous evaluation of the phase slope. 

 

Figure 3.2: a) Spikes appear on the measured optical flat as a result of the 2π phase jumps unwrapping error. b) 2π 
phase jump unwrapping error in case of low visibility, i.e. low SNR interference signal. 

When the instrument is equipped with the 2× objective, no spikes appear in the measured flat 

until a z-position of -70 µm, and therefore its measuring range is from -5 µm to -70 µm. The 2× 

objective lens theoretical DOF is calculated to be ±97 µm (at the shortest wavelength) and 

therefore only a portion of the possible measurement range is employed. Limitation to use the 

entire depth of focus are set by the sign ambiguity which limits to negative or positive z-height, 

and the reduced fringe visibility in position further away from the focus position 

(corresponding to the zero OPD). 

For the 5× objective, the measured surface is spikes-free for a maximum z-position of -35 µm, 

compared to a depth of focus of ±15 µm (at the shortest wavelength). Therefore, the z-axis 

working ranges for 5× objective lens is from -5 µm to -35 µm and part of the measurement 

range lies outside the instrument DOF. 
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3.3 Measurement noise 

Measurement noise is defined as a metrological characteristic that describes the noise added to 

the output signal of an instrument during its normal use[99]. Measurement noise is a result of 

multiple sources: 

 Instability in the instrument electronics (electronic noise) or variance in the optical 

power (optical noise). Also called instrument noise, it is the noise in the instrument’s 

output signal when placed in a noise-free environment.  

 Environmental noise generated by ground vibrations, sound, ventilation, temperature 

fluctuations and external electromagnetic disturbance. 

The WSI is equipped with an environmental noise compensation feature, capable of attenuating 

low-frequency environmental disturbances relative to the z-axis [3]. 

To quantify the uncertainty contribution from measurement noise, two techniques are 

employed. Neither of these techniques requires a dedicated reference flat and each is capable of 

isolating the measurement noise from the intrinsic roughness of the sample and from the 

flatness deviation. In these techniques, the surface parameter used to quantify the noise is the 

root mean square (RMS) value of the scale limited surface, Sq. One technique isolates the noise 

by subtracting two surface measurements, while the other technique isolates the noise by 

averaging several measurements.  

3.3.1 Noise estimation techniques 

In the subtraction technique, two measurements are taken in succession at the same position. 

When one measurement is subtracted from the other, the surface roughness components are 

cancelled out while the noise contribution is cumulative. Measurement noise can be estimated 

by dividing the Sq value of the subtracted surface by the square root of two [145]: 

 
𝑆𝑞𝑛𝑜𝑖𝑠𝑒 =

𝑆𝑞

√2
 (3.3.1) 

The averaging technique consists of averaging several measurements to separate the 

measurement noise from the surface roughness[152]. By averaging multiple measurements, 

Sqnoise should decrease by the square root of the number of measurements whilst the surface 

roughness and form is constant. The Sq value from the unaveraged measurement and the Sq of 

the averaged measurement (Sqmean) can be used to estimate the Sqnoise by the following 

equation[145]: 

 

𝑆𝑞𝑛𝑜𝑖𝑠𝑒 = √
𝑆𝑞2 − 𝑆𝑞𝑚𝑒𝑎𝑛

2

1 −
1
𝑛

 (3.3.2) 
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where n is the number of averaged measurements. 

3.3.2 Measurement noise results 

The visibility in the recorded raw fringe pattern varies with the z-position, indicating a varying 

SNR. To characterise the noise level variation in the instrument range, the noise measurements 

are repeated in 3 different vertical positions: at the top, the centre and the bottom of the 

instrument range (see figure 3.3)(≈-5 μm, -37.5 μm, -70 μm, respectively for the 2× objective 

lens ,and ≈-5 μm, -20 μm, -35 μm, respectively, for the 5× objective lens).  

 

Figure 3.3. Schematics of the instrument range where the top, centre and bottom measurement positions are defined. 

Repeated measurements are made in succession at each of the mentioned vertical position and 

the noise is evaluated. For the subtraction technique, the first measurement is subtracted from 

the second measurement, the second measurement from the third measurement and so on until 

all the subtractions are performed. The results from the subtraction technique are shown in 

table 3.1. The relatively small standard deviation from the subtraction values suggests that a 

single subtraction of the surface measurements is enough to estimate measurement noise. 
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Table 3.1. Noise measurements for WSI estimated with the subtraction method. Noise is measured at different vertical 
positions in the instrument range for 2× and 5× objective lenses. 

Sq
noise

 / nm 
Objective 

lens 
2× 5× 

Approx. 
z-position 

/µm 

-5 

(Top) 

-37.5 

(Centre) 

-70 

(Bottom) 

-5 

(Top) 

-20 

(Centre) 

-35 

(Bottom) 

Subtraction 

run       

1 4.6 10.3 16.2 6.9 8.1 12.3 

2 4.5 10.4 16.1 6.9 8.0 12.9 

3 4.9 10.3 16.1 6.8 7.8 12.4 

4 4.5 10.3 16.3 6.9 7.8 12.4 

5 4.5 10.4 16.7 7.1 7.9 12.7 

6 4.9 10.3 16.3 6.9 7.9 12.6 

7 4.9 10.3 15.6 6.8 7.9 12.4 

8 4.5 10.3 16.1 6.7 8.0 12.5 

9 4.7 10.2 16.2 6.9 8.0 12.3 
Mean 4.7 10.3 16.1 6.9 7.9 12.6 

St. dev. 0.2 0.1 0.3 0.1 0.1 0.4 
 

Table 3.2. Noise measurement results with averaging method.  

Sqnoise / nm 

Objective lens 2× 5× 

Approx. z /µm -5 
(Top) 

-37.5 
(Centre) 

-70 
(Bottom) 

-5 
(Top) 

-20 
(Centre) 

-35 
(Bottom) 

Number of averaged 

measurements 
      

2 4.6 10.3 17.2 8.2 8.0 11.8 

4 4.9 10.0 17.6 7.4 8.4 13.1 

8 5.0 10.0 17.8 6.2 8.2 13.3 

16 5.0 9.9 17.4 6.6 8.2 13.2 

 

In figure 3.4a the subtraction of two repeated surface topography measurements is shown, with 

its Fourier transform (figure 3.4b). The Fourier transformed areal subtraction measurement is 

considered to verify noise level variation in the instrument’s field of view (FOV): the noise 

appears to be random across the CCD sensor, i.e. there are no peaks in the Fourier Transform. In 

figure 3.4c data along a single profile line on the noise map is presented, with a histogram of the 
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profile data figure 3.4d. The data in figure 3.4d has a Gaussian distribution, since the noise is a 

sum of multiple independent noise sources[153]. However, in a well-designed camera the 

photon shot noise is the dominant contributor; a Gaussian distribution is expected if the largest 

noise source is the photon shot with a large mean value[86]. 

 

Figure 3.4: 2× magnification lens – subtraction measurements: a) Areal noise map. b) Fourier Transform of the noise 
map. c) noise map profile. d) profile heights statistical distribution. 

Sixteen measurements are used to estimate the noise with the average method. The Sq value is 

calculated for each surface topography measurement and compared with the Sqmean of the 

averaged surface. The results are shown in table 3.2. The difference in values from averaging 

various numbers of measurements is small, thus averaging two measurements could be enough 

to estimate the measurement noise using the averaging method. 

Both subtraction and averaging methods are successful in estimating the measurement noise for 

the WSI. The difference in the result from the two methods is less than 10 %. Measurement 

noise increases as the surface position along the z-axis moves further from the zero z-position. 

This behaviour is a result of the decreasing interference visibility due to limited coherence 

length, i.e. a decreased SNR (see figure 3.5). The noise maximum value is associated with 

measurements further away from the zero OPD, and these values are 17.4 nm and 13.2 nm, 

respectively, for 2× and 5× magnification lenses. 
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Figure 3.5. Left: Fringe pattern closer to the zero OPD (top of the negative z-position range). Right: Fringe pattern 
further away from the zero OPD (bottom of the negative z-position range). Both images were obtained with the 5× 
objective lens. Note the higher contrast in the left image, corresponding to higher SNR. 

3.3.3 Noise vs adjustment of number of frames  

In the measurement process, the number of frames to acquire a measurement can be 

dynamically selected. The number of frames influences the maximum z-position that the 

instrument can measure. According to Nyquist-Shannon’s sampling theorem: the maximum 

frequency that can be reconstructed without aliasing for a sampling frequency 𝑓𝑠, is 𝑓𝑠/2 [154]. 

Translating this theorem for the maximum position value, it is obtained that the maximum z-

position that can be reconstructed for a given sampling frequency is: 

 
𝑧𝑚𝑎𝑥 =

𝑓𝑚𝑎𝑥

2
=

1

2

𝑓𝑠
2

=
𝑁

4 ∆𝑘
 (3.3.3) 

where N is the number of recorded frames along the wavenumber range ∆𝑘, and the additional 

factor of two arises because the OPD is twice the z value measured. For a wavenumber range of 

0.2589 µm-1 (corresponding to wavelengths from 695.1 nm to 589.1 nm), the maximum z-value 

that can be obtained without aliasing for 32, 64,128 and 256 frames is, respectively, 30.9 µm, 

61.8 µm, 123.6 µm and 247.2 µm. However, it is good practice to sample a signal with a 

sampling frequency at least double the frequency stated by the Nyquist-Shannon’s 

theorem [155]. As a result, the maximum experimentally measurable z-value range is half the 

theoretical one, that is, 15.45 µm, 30.9 µm, 61.8 µm, 126.3 µm, respectively, for 32, 64, 128 and 

256 frames. The noise is evaluated with the subtraction method and using several sampling 

frequencies at the position associated with the largest noise, i.e. the surface measured at the 

largest negative z-position in accordance to that can be resolved. The results are summarised in 

table 3.3. 
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Table 3.3. Measurement noise and range as a function of the recorded number of frames (N) for 2× and 5× objective 
lenses. 

Objective lens 2× 5× 

 
z range 

/ µm 

Max noise 

/nm 

z range 

/ µm 

Max noise 

/nm 

Number of Frames (N)     

32 -5 to -15.45 16.7 -5 to -15.45 35.4 

64 -5 to -30.9 12.7 -5 to -30.9 31.3 

128 -5 to -61.8 15.6 -5 to -35 18.4 

256 -5 to -70 16.6 -5 to -35 12.5 

 

Reducing the number of frames acquired allows for faster measurement at the expense of 

higher measurement noise, and shorter measurement range. The maximum noise reaches a 

value of 16.7 nm and 35.4 nm for 32 frames acquired, respectively for 2× and 5× objective lens, 

limiting the measurement range from –5 µm to -15.45 µm. 

3.4 Flatness deviation 

Flatness deviation is a metrological characteristic that describes an instrument’s systematic 

deviation when measuring a flat surface and is determined by measuring a reference optical flat. 

Possible causes of this deviation are the quality of the interferometer reference mirror or lens 

aberration. The maximum height surface parameter (Sz)  can be used to quantify the instrument 

flatness deviation. Each surface measurement has a Sz value that is a combination of the 

measured optical flat, the instrument reference mirror and other systematic effects of the 

instrument. To decrease the influence of the optical flat to the Sz value, an averaging technique 

is used. Surface measurements are taken at different horizontal positions on the calibrated 

optical flat. The averaged resulting surface should preserve the influence of the instrument 

flatness deviation and minimise the influence of the measured flat. The surface measured is a 

flat surface from the NPL areal calibration set with a traceable Sz value of 7.2 nm ± 10.3 nm 

with a 95 % confidence (coverage factor k equal 2). 

3.4.1 Flatness estimation technique 

Flatness measurements can be affected by unwanted features on an optical flat. To eliminate the 

effect of these features, a high order polynomial fit is applied to the measured surface. A twelfth 

order polynomial fit is enough to capture the optical flat form and separate it from the 

roughness and measurement noise [145]. The residual surface is thresholded to remove outliers 

larger than three times its Sq  value, which removes the effect of dust or optical flat imperfection 

but preserves the measurement noise. Finally, the threshold residual surface and the form are 
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summed, and the Sz parameter evaluated. The process flowchart for this procedure is shown in 

figure 3.6. 

 

Figure 3.6. Flow chart for the flatness deviation threshold method. 

Another approach for estimating the flatness deviation consists of filtering the surface to 

separate noise and spurious features from the form. The drawback of filtering the surface is that 

it is difficult to estimate the size of the outliers on the measured surface due to optical flat 

imperfections; therefore, the surface-fitting-and-threshold approach is employed. The effect of 

the number of averaged horizontal reference flat measurement on the estimated Sz values is 

shown in figure 3.7 for two cases: fitting-and-threshold on a single measurement and on the 

reduced noise measurement (obtained by averaging more measurement at the same position on 

the optical flat). In both cases, the estimated Sz value reaches a steady value (variation smaller 

than 10 %) after averaging at least eight different horizontal measurements on the optical flat. 

However, the estimated Sz value is lower in the case where the measurements have reduced 

noise level. It was shown in section 3.3 that the peak to valley amplitude (±3 Sq) measurement 

noise value is between 30 nm and 90 nm approximately for both objective lenses depending on 

the vertical position of the measurement, a value comparable with the flatness deviation to 

estimate. Thus, the noise can have an influence on the estimated Sz value, and reducing the 
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noise to peak-to-valley amplitude below the flatness value (Sz) improves the flatness deviation 

estimation. 

 

Figure 3.7. Sz   trend for single measurement and measurement with noise level reduction. The data are relative to the 
5× objective lens. 

3.4.2 Flatness estimation results 

The results for the flatness deviation measurements are presented in table 3.4 for the 2× and 

5× objective lenses. Flatness deviation varies with the measurement z-position. After averaging 

sixteen planar measurements, the maximum flatness deviation along the entire measurement 

range is 69 nm for the 2× lens and 64 nm for the 5× lens. 
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Table 3.4. Estimated flatness deviation (Sz) along the instrument vertical range for 2× and 5× magnification lens. 

Szflatness /nm 

Objective lens 2× 5× 

Approx. z-position 

/µm 

-5 
(Top) 

-37.5 
(Centre) 

-70 
(Bottom) 

-5 
(Top) 

-20 
(Centre) 

-35 
(Bottom) 

Number of averaged 

measurement 
      

2 44 59 75 68 64 62 

4 42 57 73 72 60 59 

8 35 55 72 68 57 56 

16 36 54 69 64 53 55 

 

In figure 3.8, the flatness map is shown for both objective lenses at the top, centre and bottom of 

the instrument range. The flatness deviation form changes with the measurement z-position. 

 

Figure 3.8: Flatness deviation map for 2× and 5× objective lens in different position in the instrument vertical range. 

For both objective lenses, the overall shape of the flatness deviation is consistent along the 

measurement range. However, the surface maximum height parameter, Sz, changes. For the 2× 

objective lens, only one third of the whole depth of focus (DOF) is employed for measurement 

(70 µm over a theoretical maximum value of 97 µm). Therefore, the flatness map shows a weak 

dependence on the z-position, which corresponds to the distance from the lens focal plane. For 

the 5× objective lens a range larger than the DOF is employed (15 µm) and the flatness map 

changes the peak and valley height and depth values whilst retaining the same overall shape. 

The concentric rings visible in the flatness map deviation for the 2× objective are an artefact 
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introduced by the fibre that delivers the light to the interferometer. In fact, the instrument’s 

sample illumination does not use a Köhler technique [156] to illuminate the sample, but the 

optical setup is such that the light source plane (the fibre aperture) is a conjugate plane of the 

surface and the CCD camera (the image plane). Possible causes for the changing of the Sz  value 

are the vertical axis non-linearity (see section 4.1.3) and the defocus aberrations (see section 

5.2.3). The vertical axis non-linearity affects the measured residual flatness depending on the 

position in the vertical range. Furthermore, larger negative z-positions are associated with 

larger distances from the lens focal plane and thus larger defocus aberrations. 

3.4.3 Flatness reduction 

 

Figure 3.9: Example of FOV reduction to avoid the spike in the flatness map at the FOV corners. 

Given that the measured surface exhibited the largest non-flatness at the edges of the FOV, the 

same flatness deviation evaluation is repeated considering a smaller portion of the FOV; more 

specifically 30 pixels were removed from each side of the original FOV (see figure 3.9) 

corresponding to an area reduction of approximately 10 %. Again, the noise was reduced by 

averaging sixteen measurements. The results are reported in table 3.5, and compared with the 

original value without restricting the FOV. 
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Table 3.5. Sz value for reduced FOV. 

Szflatness / nm 

Approx. position in range Top Centre Bottom 

Objective lens 
Entire  

FOV 

Reduced  

FOV 

Entire  

FOV 

Reduced 

 FOV 

Entire  

FOV 

Reduced 

 FOV 

2× 36 28 54 31 69 39 

5× 64 44 53 50 55 56 

 

For the 2× objective lens, the Sz value is reduced from 36 nm to 28 nm at the top of the 

measurement volume, from 54 nm to 31 nm in the centre and from 69 to 39 nm at the bottom. 

The results show that a reduction of the maximum flatness deviation error of 43 % is possible 

by reducing the measurement area by ≈10 %. For the 5× objective, some values are also 

reduced but to a less extent. At the top of the measurement range, Sz drops from 64 nm to 

44 nm, whilst in the centre and at the bottom, the value is almost unchanged due to the valley in 

the centre of the flatness map. 

3.4.4 Flatness correction map 

It is possible for surface topography measurement to correct for the flatness deviation by 

subtracting it from the obtained measurements [157]. However, even though the overall shape 

of the flatness map is consistent for both objectives, there are minor changes both in shape and 

amplitude depending on the measurement z-position in the range.  

In order to test the possible improvement due to a flatness map correction, the obtained flatness 

maps are tested to correct measurement of a flat surface measurement at a different z-position 

and the Sz parameter is compared between the original measurement and the corrected 

measurement. The measured surface outliers are removed with the fitting-and-threshold 

method and the flatness map is obtained by filtering the average of the sixteen planar 

measurements with a S-filter selected according to the sampling distance in accordance with 

ISO 25178 part 3 [158]. The nesting index value (i.e. the cut-off frequency) is 10 µm and 5 µm, 

respectively for the 2× and 5× objective lens. Examples of the correction are shown in figure 

3.10. The flatness map used is the map obtained in the centre of the measurement range. 
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Figure 3.10. Optical flat measurement correction examples. 

In the example, the measured surface Sz parameter for both objective lenses is reduced from 

62 nm to 48 nm for the 2× objective, and from 102 nm to 79 nm for the 5× objective. The 

corrected measurements show a reduced surface height at the edge of the FOV, but some form is 

still left due to the different amplitude of the flatness map at the different z-position within the 

instrument range. In general, the surface Sz value reduction due to the flatness correction is 

equal to or less than 25 %. 

3.5 Summary 

In this chapter methods to calibrate two of the metrological characteristics for WSI are 

proposed. Subtraction and averaging methods are both successful in estimating the 

measurement noise. The flatness deviation is estimated via the fit-and-threshold method. It is 

shown that the measurement noise can affect the flatness deviation estimation and therefore 

noise reduction by averaging improves the flatness deviation calibration. The flatness map has 

similar form across the instrument axial range; however, its peaks and valleys amplitudes 

change. The flatness map is affected by the axis non-linearity (see section 4.1), i.e. a tilt of the 

flat form causes the flatness map to vary also at the same location, depending on the surface 

orientation and form. The flatness map variation is therefore the main limitation in applying a 

successful flatness map correction.  
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4 z-axis calibration 

The instrument’s three orthogonal axes each have the following metrological characteristics: 

1. amplification factor, defined as the slope of the least-squares line fit to the response 

data (see figure 4.1); 

2. linearity deviation, defined as the maximum local difference between the line from 

which the amplification coefficient is derived and the response curve (see figure 4.1); 

3.  squareness, defined as the perpendicularity deviation between any two of the x, y and z 

axes  

In this section, the linearity of the z-axis is described in detail. In section 4.1 the effect of the 

phase demodulation algorithm on the z-axis linearity deviation is described and the algorithm is 

optimised to reduce the deviation from the ideal linear response curve. Methods to calibrate the 

amplification coefficient are described in section 4.2. The squareness error between the z- and 

lateral axes is included in the amplification coefficient estimation. 

 

Figure 4.1: Example of instrument response curve. The ideal response is a line with a slope of 1. The instrument 
response might have ripples around a line with a slope different from 1. The slope of the linear fit curve of the 
instrument response is the axis amplification coefficient. The maximum deviation of the instrument response from the 
linear fit curve is the linearity deviation [159]. 

4.1 Spectral leakage and its effect on z-axis non-linearity 

The algorithm used to estimate the surface z-position from an interference signal is described in 

detail in section 2.4.3. The algorithm’s aim is to demodulate the phase from the sinusoidal 
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interference signal. To demodulate the phase, the signal is filtered in the Fourier domain to 

separate the positive (negative) frequency peak corresponding to the sinusoidal pattern from 

the negative (positive) frequency and from the constant component. The z-position estimation 

process is shown in figure 4.2 for two simulated fringe patterns. If the analysed fringe pattern 

does not have an integer number of periods, the spectral intensity is not concentrated in a single 

bin of the Fourier transform. Instead, the spectral intensity is spread such that it occupies 

multiple bins [52]. As a result, filtering is not as efficient as in the case when no spectral leakage 

occurs, since sinusoidal peaks leak energy over the whole spectrum. The resulting demodulated 

phase shows distortions, particularly at the edges of the analysed window. An error in the phase 

slope estimation is, therefore, introduced. A known way to reduce spectral leakage is by 

applying a window before performing the Fourier transform [52].  

 

Figure 4.2: An example of spectral leakage introducing an algorithm error in the measurement. a) An example of two 
noise-free fringe patterns with an integer and non-integer number of periods. b) Magnitude of the Fourier transform of 
the fringe patterns. The black line is the filter applied to isolate one peak from the other two. c) The extracted phase for 
the integer and non-integer cases. Insets highlight the distortion from linearity at the phase edges, which introduces 
error in the estimated heights.  

Detailed properties of commonly used windows are well-understood and can be found in Harris 

et al. [52]. A similar problem exists in PSI techniques where the phase estimation is improved by 

including a window in the calculation of phase shifting algorithm coefficients [50], [51]. 

However, the effect of spectral leakage in WSI is different from the PSI technique. In PSI, the 

frequency of the interference pattern is known and it is proportional to the illumination 
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wavelength. The PSI algorithm is designed to reduce or eliminate the effects of spectral leakage. 

Spectral leakage in PSI occurs when there are errors in the assumed laser wavelength or in the 

phase shifts. In WSI, the frequency of the interference pattern is not known in advance, and 

needs to be estimated to determine the surface absolute z-position. Therefore, spectral leakage 

in WSI is not a result of calibration errors. Instead, spectral leakage is intrinsic in the technique: 

some value of surface z-position corresponds to an interference signal associated with the worst 

case of spectral leakage.  

In figure 4.3a, an example of a fringe pattern obtained from a WSI measurement is given. The 

demodulated phase and linear fitting from the same signal are shown in figure 4.3b. The 

demodulated phase distribution deviates from its predominantly linear behaviour at the edges 

of the analysed window. As a result, an error is introduced in the phase slope estimation. 

Dropping the phase edge points can improve the phase slope estimation. The next sections 

report results from simulation and experimental validation to identify the optimal window and 

the number of dropped phase points to reduce the measurement error. 

 

Figure 4.3: Fringe pattern (a) and relative demodulated and fitted phase (b). Insets show the phase deviation from 
linearity at the edges of the analysed windows. Equations are relative to the phase linear fitted using the entire data set 
of points or excluding the phase edges. 
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4.1.1 Phase demodulation algorithm’s simulation 

The fringe pattern can be described using the following equation: 

 
𝐼(𝑘) = 𝑞(1 + 𝑉𝑐𝑜𝑠(4𝜋𝑘𝑧)) (4.1.1) 

where q is a scale factor related to the light intensity, V is the fringe visibility, k is the 

wavenumber of the light and z is the z-position to estimate. A set of simulated fringe patterns 

was generated according to the interference equation (4.1.1) for various z-positions in the 

range 5 µm to 35 µm. The results hereby discussed are also valid for z-positions from −5 µm to 

−35 µm, due to the symmetry of the Fourier Transform of the cosine function. This simulation 

range has been chosen to match the WSI instrument working range for the 5× objective lens, 

which is restricted to the lens-specific depth of focus. Each simulated fringe pattern is processed 

by the Fourier transform algorithm and the estimated z value is compared to the true z. The 

difference between the two values is considered the error. This method was used to obtain the 

z-position error as a function of the true z-position for different windows: rectangular, Gaussian, 

Hann and Hamming. A rectangular window is equivalent to a truncation of a theoretically 

infinitely long signal, whilst the other windows truncate and modify the signal at its edges (see 

figure 4.4). The fringe pattern is multiplied by the respective window functions before applying 

the Fourier transform. Figure 4.5 shows the simulated z-position error as a function of the 

nominal z-position. 

 

Figure 4.4. Windows used in the algorithm optimisation. 
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Figure 4.5: z-position error simulation results as a function of nominal z-position in the range 5 µm to 35 µm. 

For the Gaussian window, the standard deviation has been optimised to a value that gives the 

lowest error by trial and error (σ = 73 samples for a fringe pattern sampled with 256 points). 

The number of sampling points per fringe pattern (256), and therefore the sampling frequency 

(𝑓𝑠), was chosen to go well beyond  the Nyquist-Shannon theorem (2𝑓𝑠), and it is set to 5𝑓𝑠 , 

which should ensure no aliasing for the expected frequencies. Note that for all cases, the DC 

offset is removed from the fringe pattern by subtracting the calculated mean value. In each case, 

the error exhibits an oscillatory behaviour with decreasing amplitude for larger nominal 

heights. Therefore, to ensure measurement accuracy, only a short portion of the instrument 

range should be used. The periodic zeroes in the z-position errors correspond to points where a 

fringe pattern has an integer number of periods and thus no spectral leakage occurs. The 

decreasing amplitude in error as the z value increases can also be explained in terms of the 

spectral leakage. Larger z values result in interference patterns with a higher frequency; 

therefore, the used frequency spectrum peak is well isolated from spectral leakage into the 

negative Fourier domain. As a result, less information is lost when these negative frequencies 

are filtered. It was found that the best performing window when no phase edges are dropped is 

the rectangular function, with a maximum error of 140 nm and an RMS error of 24 nm. 
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Non-linearity in the extracted phase appears to be isolated mainly in the edges of the analysed 

window. Therefore, the algorithm’s performance may be improved by omitting edge data in the 

estimation of the phase slope. This concept is shown in figure 4.3b. 

 

Figure 4.6: Maximum (a) and RMS (b) height error in the range 5 µm to 35 µm against percentage of dropped extremity 
phase points. 

In figure 4.6, the maximum and RMS estimation errors are plotted as a function of the 

percentage of dropped phase points for the various windows. Phase points are dropped 

symmetrically from both edges of the data set. When more than 6.25 % of phase data were 

dropped, the Hamming window exhibits the lowest errors of all the windows. The Hamming 

window provides maximum and RMS errors of 14 nm and 2 nm, respectively, when 25 % of the 

phase points are dropped. These errors are an order of magnitude smaller than the errors 

observed using the rectangular window with no dropped phase points. It is worth noting that 

the error when using the Hann window decreases substantially when the phase point 

percentage increases. In figure 4.7, the extracted phase derivative is presented for each window. 

The dotted line corresponds to the derivative of the phase fit line; the derivative is a constant 

value, corresponding to the phase slope. The solid line represents the derivative of the original 

data after the window is applied. In all cases, the derivative of the original data deviates from 

the fitted slope, particularly at the wavenumber extremities. The insets indicate the extracted 

derivatives in the central portion of the data, when edge points are excluded. When the 

Hamming window is applied, the derivative of the original data exhibits the smallest deviation 

from the fit derivative. 
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Figure 4.7: Comparison of the extracted phase derivative for different window corresponding to a height of 6.9064 µm 
for rectangular (a), Gaussian (b), Hann (c) and Hamming (d) windows. Inset shows the central phase derivative portion 
zoomed. The phase derivative that shows the closest linear behaviour is the one processed with the Hamming window 
(note the almost perfect overlap between the extracted and fitted phase derivative). 

The performance of the Hamming window can be explained from the different window 

properties [52]. The Hamming window is optimised for reducing the short range spectral 

leakage.  As a result, a different amount of information is filtered out, leading to a different 

shape and distribution of non-linearity in the extracted phase slope. The Hamming window, in 

particular, leads to a perfect linear behaviour of the demodulated phase at the centre of the data 

and large non-linearity limited at the data edges  

4.1.2 Algorithm’s optimisation measurement 

An optical flat surface from the NPL areal calibration set [160] was measured with the WSI to 

evaluate the algorithm’s performance on real data. The flat was intentionally tilted to provide a 

continuum of different z-values in the range of -5 µm to -7 µm, with the assumption that the 

response of the instrument across the field of view lead to a measurement error smaller in 

magnitude than the error due to the algorithm. The tilted optical flat was placed at the extremity 

of the working range since this is where the Fourier transform algorithm exhibits the highest z-

position errors (see section 4.1.1). The simulated and experimental profiles for different 

windows are in agreement and the results are shown in figure 4.8a and figure 4.8b. The main 

difference between the simulated and measurement data occurs for the Hann window. The 
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simulated results do not exhibit the spikes that are visible in the experimental data. The spikes 

could be a result of noise in the real data. In figure 4.8c, the measured profiles are shown for a 

Hamming window with an increasing number of dropped phase points, and the in figure 4.8d 

for Hann window. As the number of dropped phase points increases, the surface determined by 

the algorithm becomes smoother, approaching the expected values for the optical flat. 

 

Figure 4.8: Simulated (a) and measured (b) flat profiles in the 5 µm to 7 µm range. Plots (a) and (b) share the same 
legend. The measured profiles after applying the Hamming window is plotted in (c) and for Hann window in (d) for 
varying number of dropped phase points. Note how the measured surface becomes smoother as more phase points are 
dropped. Note that the profiles are offset and the tilt is removed for clarity reason. 

To determine the optimal number of dropped phase points, the RMS of the height value, Sq, of 

the measured surface was evaluated after surface levelling by a least-squares plane. The results 

are shown in figure 4.9. The RMS surface value generally decreases when the number of 

discarded phase points increases. For the rectangular and the Gaussian windows, a minimum 

value of, respectively, 26 nm and 38 nm is achieved when 12.5 % of the phase points are 

discarded. The Sq values without any dropped points for the rectangular and Gaussian windows 

are, respectively, 56 nm and 98 nm. The Hann window provides the largest Sq value among the 

tested windows (183 nm with no points dropped), which is reduced to the minimum value of 

21 nm when 25 % of the points are discarded. The Hamming window estimates the lowest Sq 

value among those analysed and the estimated value reaches a minimum value of 17 nm when 

25 % of the points are dropped from an initial value of 47 nm. 
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Figure 4.9: Measured Sq value plotted as a function of discarded phase points for the optical flat surface from the NPL 
areal calibration set. 

4.1.3 Residual non-linearity 

It has been shown in the previous section that the non-linearity in the z-axis instrument 

response is mostly due to the phase demodulation algorithm. An algorithm optimisation is 

described to reduce the linearity deviation (lz), that is, the deviation from the ideal linear 

response. To estimate the algorithm non linearity, a tilted flat is measured several times by 

shifting the surface towards negative z-position until the entire z-position range is covered. The 

non-linear profile is obtained by averaging surface measurements along the non-tilted lateral 

direction. This is done to reduce the effects of noise and non-flatness deviation (figure 4.10). 
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Figure 4.10. Example of linearity deviation estimation by measurement of a tilted optical flat. Top: The tilted flat 
measurement is levelled to show ripples in the direction of the tilt (horizontal axis). Bottom: The horizontal profiles are 
averaged in order to reduce the effect of noise, non-flatness and spurious data. The resulting profile provides an 
estimation of the linearity deviation in the z-position range where the tilted flat is measured (in this example from 
46 µm to 55 µm). 

The profile x coordinates are scaled between the minimum and maximum z-positions of the 

surface measurement to allow for aligning and stitching together all the profiles; in this way, the 

z-axis deviation from linearity can be obtained (see figure 4.11). 
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Figure 4.11. Example of profile stitching to obtain the z-axis linearity deviation. 

There are several limitations in the tilted flat method to estimate the linearity deviation. Firstly, 

the vertical axis estimation is coupled with lateral axes non-linearity through surface averaging 

step. However, the estimation error of the linearity deviation due to the lateral distortion is 

estimated via simulation to be smaller than 5 nm. Another possible source of error in this 

method is the NA of objective lens. The interference signal formation is an integration over the 

objective lens acceptance cone angle which leads to interference signal spectrum 

broadening [93]. Measuring a tilted flat fills the objective exit pupil by a different amount 

depending on the tilt angle. In order to minimise the effect of the tilt angle on the estimated 

linearity deviation, the angle of the tilted flat is considerably lower than the objective lens limit. 

For the 2× objective lens, the angle of the measured tilted flat is 0.32˚, whereas the maximum 

acceptance angle is 3.15˚ (NA equal to 0.055). For the 5× objective lens, the angle of the tilted 

measured flat is 0.41˚, while the maximum acceptance angle is 7.97˚ (NA equal to 0.14). The 

estimated non-linearity as a function of the z-position for the 2× and 5× objective lens are 

presented in figure 4.12. 
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Figure 4.12. Linearity deviation distribution estimated through tilted flat measurement. 

The differences of the linearity deviation distribution between simulated (see section 4.1.1) and 

experimental data can be explained in terms of signal non-ideality. In simulation, the fringe 

pattern is perfectly sinusoidal, with constant amplitude and with a constant mean value. In the 

experimental cases, the fringe pattern may not be perfectly sinusoidal (variable wavenumber 

linewidth and wavenumber scan non-linearity may affect it, see section 4.2.1), its amplitude and 

its mean are non-constant. Signal non-ideality causes the spectral peaks of the interference 

signal to have a spectrum broader than the ideal single sinusoid and, therefore, the spectrum 

leaks differently from the simulation, leading to a different linearity deviation distribution. 

However, the overall trends in the simulated and experimental data are similar: the linearity 

deviation exhibits an oscillatory behaviour with a periodic envelope. Furthermore, the linearity 

deviation decreases in amplitude for larger z-positions, which is in agreement with the 

simulated results. 

The linearity deviation as a function of the z-position can be used to calculate the instrument 

response to a step height. The error in the measurement of a step height is the difference 

between the linearity deviation at the two positions where the step height surfaces are placed. 

For example, for a step height of 500 nm, the non-linearity value at a z-position of 5 µm is 
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subtracted from the linearity value at a z-position value of 5.5 µm. The same calculation is 

repeated for every sample along the z-position and for several values of step height. The 

maximum errors in the entire z-position range as a function of the step height values are shown 

is figure 4.13 for the 2× and 5× objective lenses. 

 

Figure 4.13. Maximum error as a function of the measured step height value for 2× (left) and 5× (right) objective 
lenses. 

The maximum error is found to be for a step height of 1.2 µm for the 2× objective lens and is 

equal to 81 nm. For the 5× objective lens, the maximum error is 111 nm for a step height value 

of 3.2 µm. The statistical distribution of the step height error in the instrument range for the 

cases where the maximum error occurs is shown in figure 4.14. In both cases the statistical 

distribution is plotted with the best Gaussian fit curve; the respective coefficient of 

determination values are 0.98 and 0.96 for the 2× and the 5× objective lens, respectively. The 

statistical distribution of the error is useful when propagating the error contribution into the 

measurement uncertainty, and it is discussed more in detail in section 4.3. 
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Figure 4.14. Statistical distribution and Gaussian fit of the step height error. The step height value considered is the 
value for which the maximum error occurs, i.e. 1.2 µm for the 2× objective lens and 3.2 µm for the 5× objective lens.  

4.2 Amplification coefficient of z–axis 

In this section, determination of the z-axis amplification coefficient and possible causes of its 

deviation from ideal value are described and supported by experimental data. Possible reasons 

for the observed differences in the amplification coefficient are: 

1. error in the wavenumber range; 

2.  systematic non-linearity in the wavenumber scanning. 

Both of these errors are a consequence of light source calibration errors. The light source 

calibration results are reported in section 4.2.1. A model to estimate the effect of these errors in 

the measurements is derived in section 4.2.2 and verified by experimental data in section 4.2.3. 

Lastly, a comparison of two methods to estimate the amplification coefficient is reported in 

section 4.2.4. 

4.2.1 Light source calibration 

A key component in WSI is the AOTF which can filter light of a specific wavelength depending on 

the radio-frequency (RF), in the range of Megahertz, at which the crystal is vibrated [131]. 

The spectrum of the selected illumination is acquired for each of the 256 AOTF driving 

frequencies, normally sampled during a wavenumber scan, and the centroid wavenumber is 

calculated. The AOTF driving frequencies are uniformly spaced between 78 MHz and 95.5 MHz. 

The result of the wavenumber measurements are shown in figure 4.15a. The measurements are 

taken with a spectrometer (CCS175 Thorlabs) with a resolution of 0.16 nm/pixel. The 

wavenumber is calculated as the centroid of the spectrum, therefore, the effective resolution 

achieved is in the sub-pixel range [161]. The scanned wavenumbers deviate from ideal linearity, 
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showing a quadratic distribution as a function of increasing AOTF frequency. The maximum 

error from the ideal linearity of the wavenumbers is 3.3×10-3 µm-1, which corresponds to a 

wavelength error of 1.3 nm (see figure 4.15b). 

 

Figure 4.15: a) Measured wavenumber as a function of AOTF frequency. In the ideal case (dashed) and experimentally 
observed for the WSI (solid blue). Right: difference between measured and ideal wavenumber scan. 

The experimentally observed relationship between the AOTF frequency and the measured 

wavenumber is not linear. If the AOTF frequencies are uniformly spaced, the wavenumber is 

scanned quadratically rather than linearly and, therefore, the fringe pattern phase will have a 

quadratic, rather than linear, behaviour. This quadratic behaviour in the wavenumber scan has 

been simulated for noise-free fringe patterns and the effects on measurement results are 

evaluated. 
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Figure 4.16: Simulated z-axis response for a perfectly linear wavenumber scan and with the measured quadratic 
wavenumbers scanned. 

It is shown in figure 4.16 that a non-linear wavenumber scan affects the vertical axis 

amplification coefficient by introducing a slope in the instrument’s z-axis response. The 

estimated amplification coefficient due to the quadratic scan is 1.001 376 compared to an ideal 

value of 1.000 000. For a step with a nominal height of 2.1 µm, the erroneous amplification 

coefficient results in a height measurement error of 2.9 nm. This error contribution is smaller 

than the effects due to instrument noise, flatness deviation and residual non-linearity of the z-

axis. However, for larger step heights and low noise measurements, this contribution to 

measurement error may be significant. 

The light source driving relationship is adjusted by fitting a least-squares quadratic curve to the 

measured wavenumber data. The equation for the fit is given below: 

 
𝑘 =  𝑎2𝑥

2 + 𝑎1𝑥 + 𝑎0 (4.2.1) 

where 𝑘 is the selected wavenumber, 𝑥 is the AOTF frequency, and 𝑎2, 𝑎1 and 𝑎0 the fitted 

polynomial coefficients. To improve the linearity of the wavenumber scan, equation (4.2.1) can 

be inverted to calculate the AOTF frequencies corresponding to a desired set of wavenumbers. 

The inverted equation is shown below: 

 
𝑥 =  

−𝑎1 +  √𝑎1
2 − 4𝑎2(𝑎0 − 𝑘)

2𝑎2
 (4.2.2) 
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which is the formula to calculate the roots of a quadratic equation where only one solution has 

been selected to obtain values of 𝑥 corresponding to a frequency at which the AOTF can vibrate. 

This correction is implemented in the WSI software and it allows the user to specify a 

calibration file with the three polynomial coefficients in order to invert the relationship and 

calculate the AOTF frequencies corresponding to a linear wavenumber scan. 

Figure 4.17a shows the residual of the second order polynomial fit for spectral measurements. 

The maximum wavenumber residual is 2.4×10-4 µm-1, which corresponds to a wavelength 

residual of 0.13 nm. The residual is an order of magnitude smaller than the maximum error 

prior to correction. The residuals could be relative to spikes or irregularities in the spectrum of 

the halogen lamp or spectrometer calibration error. Uncertainty in the corrected wavelength is 

propagated to an uncertainty in the final surface measurement. Following the calculation of the 

uncertainty in the selected wavelength are reported. 

To estimate the repeatability on the selected centroid wavenumber error, the difference 

between two repeated scans is evaluated. To allow the lamp thermal drift to reach a steady 

state, the two measurements are repeated 20 minutes after the halogen lamp has been switched 

on. Figure 4.17b shows the results of the difference between the two measurements. The largest 

error due to repeatability in the wavenumber measurement is -3.1×10-5 µm-1, corresponding to 

a wavelength error of 0.01nm. The standard deviation of the spectrometer wavelength noise is 

0.002 nm corresponding to a wavenumber repeatability error of 5.6×10-6 µm-1. 

 

Figure 4.17: a) Residual of the second order polynomial fit. b) Repeatability error on sequential measurements of the 
light source centroid wavenumbers. 

Another source of uncertainty in the wavelength selection is the uncertainty due to the 

spectrometer calibration. According to its manufacturer, the spectrometer uncertainty in the 

measured wavelength is maximum 0.2 nm. 
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According to the Guide to the expression of uncertainty in measurement (GUM) [137], the 

standard uncertainty associated with a measurement can be written as a quadratic sum of two 

components, named Type A and Type B measurement uncertainty: 

 
𝑢𝐶 = √𝑢𝐴

2 + 𝑢𝐵
2  (4.2.3) 

According to the GUM, the Type A standard uncertainty is obtained from a probability density 

function derived from an observed frequency distribution, i.e. it is determined statistically. The 

Type B standard uncertainty components are taken from: “previous measurement data; 

experience with or general knowledge of the behaviour and properties of relevant materials and 

instruments; manufacturer’s specification; data provided in calibration and other certificates; 

uncertainties assigned to reference data taken from handbook”. If the Type B uncertainty 

components are uncorrelated, the uncertainty can be calculated according to the following 

equation: 

 
𝑢𝐵

2 = ∑𝐶𝑖
2𝑢2(𝑥𝑖)

𝑛

𝑖=1

 (4.2.4) 

where 𝐶𝑖
2  is the i-th sensitivity coefficient, and 𝑢(𝑥𝑖) is the uncertainty in the i-th component. 

Therefore, for the wavelength measurement, the standard uncertainty is calculated as a 

quadrature sum of the repeatability random errors (Type A uncertainty), and a priori (Type B 

uncertainty): spectrometer calibration and residual of the quadratic fit.  

Both calibration and residual errors are propagated as a rectangular distribution and therefore 

with a standard deviation of , 𝑢 =
𝛿

√3
,  where 𝛿 is the maximum amplitude of the error, according 

to the GUM [137]. The uncertainty budget is presented in table 4.1. 

Table 4.1. Uncertainty calculation summary for wavelength selection. 

Type A Type B 
Standard  

uncertainty 

uA 

/nm 

uB-calibration 

/nm 

uB-residual 

/nm 

uc-λ 

/nm 

0.002 0.115 0.075 0.14 

 

The main uncertainty source is the calibration of the spectrometer, followed by the residual of 

the fit. To reduce further the uncertainty in the wavelength selection, a high resolution 

spectrometer can be employed. If the residual errors are larger than the spectrometer 

calibration contribution, a look-up table rather than inversion of a quadratic fit can also be 

considered. 
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4.2.2 Measurement principle and error model 

Once the phase is demodulated from the fringe pattern, a linear fitting step provides an 

estimation of the z-position according to: 

 
𝑧 =  

1

4𝜋

∆𝜑

∆𝑘
 (4.2.5) 

where ∆𝜑 is the phase change corresponding to a wavenumber change of ∆𝑘. Equation (4.2.5) 

defines the measurement principle for WSI, i.e. the relationship between the estimated phase 

change and the measured z -position. The parameter ∆𝑘 is selected by the user and is the 

dimensional factor that links the phase change to the z-position; any error in the wavenumber 

range measurement results in an error of the z-position measurement. Considering a linear 

approximation, the error in the z-position, due to errors in ∆𝜑  and ∆𝑘 is given by: 

 
𝛿𝑧 ≈

1

4𝜋
(

𝜕𝑧

𝜕∆𝑘
𝛿∆𝑘 +

𝜕𝑧

𝜕∆𝜑
𝛿∆𝜑) =

1

4𝜋
(−

∆𝜑

∆𝑘2
𝛿∆𝑘 +

𝛿∆𝜑

∆𝑘
)

= 𝑧 (−
𝛿∆𝑘

∆𝑘
+

𝛿∆𝜑

∆𝜑
) = 𝑧(𝛼 +  𝛽 ) 

(4.2.6) 

where 𝛿∆𝑘 is the error in the wavenumber range measurement and 𝛿∆𝜑 is the error in the 

phase change estimation,  𝛼 = −
𝛿∆𝑘

∆𝑘
 and 𝛽 =

𝛿∆𝜑

∆𝜑
. Equation (4.2.6) indicates that 𝛿𝑧 is 

proportional to the value of z-position measured through the two coefficients 𝛼 and 𝛽. In the 

ideal case the wavenumber range and the phase change are known with infinite precision and, 

therefore, 𝛼=𝛽=0. Therefore, the measurement error 𝛿𝑧 is equal to zero, and the amplification 

coefficient value is equal to 1, i.e. the measured z-position has no scaling error. In reality, 

experimental errors in the measurement of the wavenumber range (𝛼 ≠ 0) and/or in the 

estimation of the phase change (𝛽 ≠ 0) propagates to an error in the measured z-position 𝛿𝑧. As 

a result, the amplification coefficient differs from the ideal value of 1. The wavenumber range 

error coefficient 𝛼 takes into account error in the wavenumber range measurement, whilst the 

phase change estimation coefficient 𝛽 takes into account errors in the phase change estimation. 

For example, one of the sources of error in the phase change estimation is due to the phase 

demodulation algorithm. The phase change estimation error due to the algorithm has been 

minimised and it has been described in section 4.1. The effects of 𝛼 are described in more detail 

in section 4.2.3. 

4.2.3 Experimental verification of the error model 

The efficacy of the linear approximation for determining 𝛿𝑧 given by equation (4.2.6) can be 

tested by measuring a step height for different values of 𝛿∆𝑘. The step height value is calculated 

from the surface areal measurement according to the following procedure (see figure 4.18):  

 level the surface using least-squares plane; 
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 the mean profile is extracted by averaging all the profiles in the areal measurement 

excluding the top and bottom one sixth to avoid non-uniformity at the edge ; 

 evaluate step height on the mean profile according to ISO 5436 [162]. 

 

Figure 4.18: Step height evaluation procedure. Top: Areal measurement of the height protrusion. Only the central 
profiles across the step height are averaged to obtain a single profile. Middle: Result of the averaged profile. 
Bottom: Details of the application of the ISO 5436 standard procedure to evaluate the step height. Highlighted are 
the points used to evaluate the step height. 

4.2.3.1 Wavenumber range error (α) 

The wavenumber range ∆𝑘 is the measurement parameter that links the phase change to the z-

position according to equation (4.2.5). To first approximation, error in the wavenumber range 

causes an error in the measured z-position proportional to z-position to measure, i.e. the z-axis 

has an amplification coefficient different from the ideal value of 1. The amplification coefficient 

differs from the unity by 𝛼 = −
𝛿∆𝑘

∆𝑘
, where 𝛿∆𝑘 is the error in the wavenumber range 

measurement. According to equation(4.2.6), overestimation of the wavenumber range would 

cause an underestimation of the phase slope, while underestimation of the wavenumber range 

would cause an overestimation of the phase slope. For example for a wavenumber range of 
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0.2589 µm-1 (106 nm) a systematic error of  3.1×10-4 µm-1 (0.16 nm), gives α= 0.001 198 and, 

therefore, an amplification coefficient of 1.001 198. 

To show the effect of the wavenumber range error on the vertical axis amplification coefficient, 

step height measurements are made in the presence of known errors in the wavenumber range; 

the corresponding errors in the measured step heights are observed. Measurements are taken 

with the 2× objective lens and are repeated five times to evaluate the repeatability. The results 

are shown in figure 4.19. The relative error in percentage of the measured step height is plotted 

as a function of relative error in percentage of the wavenumber range.  

 

Figure 4.19. Measured step height relative error as a function of relative error of the wavenumber range, 2× objective 
lens. The error bars represents the standard uncertainty due to the repeatability contribution. The data are linearly 
distributed, as expected from the error model. 

The results indicate that the measured step height variation is linearly dependent on the 

wavenumber range error. Therefore, errors in the z-axis amplification coefficient are 

proportional to errors in the wavenumber range measurement. 

4.2.3.2 Phase change estimation error verification (β) 

An amplification coefficient different from the ideal value of 1 can also be the result of a non-

perfectly linear wavenumber scanning (see figure 4.16 for the case of linear wavenumber scan 

with an added quadratic component). The demodulated phase of the fringe pattern can be 

written as: 

 
𝜑(𝑘) = 4𝜋𝑧(𝑘 +  𝜀(𝑘)) (4.2.7) 

where 𝜀(𝑘) takes into account the non-linear wavenumber scan contribution. The phase slope is 

estimated by a least-squares linear fitting of the demodulated phase and, therefore, non-
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linearity of the wavenumber scan may influence the estimated phase change. The phase change, 

including the non-linear contribution is: 

 
𝛥𝜑 = 4𝜋𝑧𝛥𝑘(1 +  𝜏) = 4𝜋𝑧𝛥𝑘 +   𝛿𝛥𝜑 (4.2.8) 

where 𝜏 is the fitted phase slope due to the light-source non-linearity 𝜀(𝑘) and 𝛿𝛥𝜑 = 4𝜋𝑧𝛥𝑘 𝜏 

is the estimated phase change error due to the influence of the non-linear wavenumber scan on 

the linear fit. The additional non-linearity in the wavenumber scan introduces an error in the 

phase change estimation (𝛿𝛥𝜑) and therefore in the measured z-position. According to the 

error model in equation (4.2.6) the coefficient 𝛽 is: 

 
𝛽 =

𝛿∆𝜑

∆𝜑𝑖𝑑𝑒𝑎𝑙
=

4𝜋𝑧𝛥𝑘 𝜏

4𝜋𝑧𝛥𝑘
=  𝜏 (4.2.9) 

The 𝛽 coefficient value is proportional to the additional phase change bias resulting from the 

wavenumber non-linearity. To estimate the influence of the wavenumber non-linearity on the 

amplification coefficient, the residual of the light source calibration, reported in section 4.2.1, 

are linearly fitted. The data and the relative linear fit result are shown in figure 4.20. The shape 

of the residual leads to a linear fit with a slope of the order of 10-6 and, therefore, a coefficient 𝛽 

of the same order of magnitude, a contribution three order of magnitude smaller than the 10-3  

due to the wavenumber range error and therefore it has been neglected. 

 

Figure 4.20. Wavenumber scan non-linearity and relative least-squares linear fit. The linear fit slope is small and, 
therefore, the effect of the wavenumber non-linearity of the amplification coefficient can be neglected. 

4.2.4 Amplification coefficient determination 

The amplification coefficient is typically calibrated by measuring several calibrated step height 

standards (SHS) and comparing the measured values with the reference values. The 
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amplification coefficient is subsequently estimated as the slope of the linear regression curve of 

the instrument response. The estimated amplification coefficient uncertainty is affected by the 

linearity deviation of the instrument and by the SHS calibration uncertainty. For commercially 

available SHS, the expanded uncertainty is typically on the order of 0.6 % [163], a value that 

increases for SHS of tens of micrometre, the main limitation being issues in manufacturing a 

deep and uniform step height profile. As a result, the uncertainty of the SHS can be larger than 

the interferometer resolution and, therefore, the amplification coefficient uncertainty is mainly 

affected by the dimensional quality of the SHS. It has been shown by de Groot et al. [163] that a 

lower uncertainty in the amplification coefficient can be achieved for a CSI by calibrating the 

scanning rate through a wavelength standard. 

In this section, two methods for calibrating the amplification coefficient are compared. The first 

method is the standard calibration by measuring SHSs. The second method employs the error 

model in equation (4.2.6), and therefore calibration of the amplification coefficient by 

measuring the scanned wavenumber range, i.e. by means of the wavelengths. The last method 

will be referred to as the wavelength standard (WS) method. 

4.2.4.1 SHS method 

Unless otherwise specified, the measurement of the step height is the mean of 125 

measurements: five repeated measurements are averaged to reduce the effect of noise, and this 

is repeated 5 times to evaluate the repeatability contribution. The measurements are repeated 

at five different position in the instrument vertical range (at 0 %, 25 %, 50 %, 75 %, 100 % of 

the z-position range) to evaluate the reproducibility of the measurement. The repeatability 

contribution is the maximum of the SHS standard deviation in the five vertical positions, i.e. it is 

the largest variation in the instrument range when repeating measurements. The 

reproducibility contribution is the standard deviation of the mean heights at each vertical 

position, i.e. the reproducibility is the variation of the measurement due to its different position 

in the instrument range. The standard uncertainty for the step height measurements are the 

quadrature sum of the repeatability, reproducibility and the traceable contribution. The results 

are shown and reported in figure 4.21 and table 4.2 for the 2× objective lens, and figure 4.22 

and table 4.3 for the 5× objective lens. Four SHSs have been measured for the 2× objective lens, 

and five for the 5× objective lens. The SHS standard with nominal height of 200 nm has a width 

below the lateral resolution for the 2× objective lens and it was not possible to measure it. 
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Figure 4.21: z-axis SHS error for 2× objective lens. 

Table 4.2: Summary of z-axis calibration results for 2× objective lens. 

Nominal 

height 

δerr 

/nm 

δrepet 

/nm 

δreprod 

/nm 

δtraceability 

/nm 

δtot 

/nm 

500 nm 5.8 5.0 4.1 2.1 6.7 

1.2 µm -7.4 2.2 2.4 2.2 3.9 

2.1 µm 21.2 2.6 3.5 2.1 4.9 

30 µm 61.4 9.3 5.9 56.3 57.4 
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Figure 4.22: z-axis SHS error for the 5× objective lens. 

Table 4.3: Summary of z-axis calibration results for 5× objective lens. 

Nominal height 
δerr 

/nm 

δrepet  

/nm 

δreprod  

/nm 

δtraceability  

/nm 

δtot  

/nm 

200 nm -6.9 4.9 5.0 2.3 7.4 

500 nm 11.1 3.6 15.6 2.1 16.1 

1.2 µm -12.0 5.2 7.4 2.2 9.4 

2.1 µm 19.1 6.6 6.2 2.1 9.3 

30 µm 45.5 7.2 2.6 56.7 57.2 

 

The amplification coefficient is calculated as the slope of the linear regression curve of the 

instrument z-axis response curve sampled at the step height value points. The uncertainty in the 

slope is affected by two contributions: 

1. the uncertainty in the measured step height values; 

2. the non-linear distribution of the data, i.e. the residuals of the linear fit. 

The SHS standard errors contribute to the uncertainty in the slope coefficient through the fitting 

matrix and are assumed to have a Gaussian distribution. 

The residuals of the linear fit contribute to the slope uncertainty through the fitting matrix but 

the assumption of Gaussian distribution is not valid. The standard errors of the linear fit have a 

Student’s t distribution with n-2 degrees of freedom, where n is the number of observation data 

points employed for the linear fit [137]. In this case, n=4 for the 2× objective lens and n=5 for 

the 5× objective lens. Therefore, the standard error due to the residuals is scaled by the 

tabulated coefficient of the t-distribution to encompass 68 % of the probability distribution. The 
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standard uncertainty in the amplification coefficient estimation is the quadrature sum of the 

standard uncertainty due to the repeatability, reproducibility and traceability (urrt) and the 

standard uncertainty due to the residuals of the linear fit (uresidual). A summary of the results is 

shown in table 4.4. 

Table 4.4. Value and uncertainty contributions for the amplification coefficient estimation. 

Objective 

lens 
αz uresiduals urrt 

utot 

(k=1) 

2× 1.001 935 0.010 817 0.001 821 0.010 969 

5× 1.001 499 0.008 808 0.001 608 0.007 514 

 

The difference in the calibrated amplification coefficient between the two objective lenses is less 

than 0.05 %. The standard uncertainty due to uncertainty in the step height is similar for both 

objective lenses. The standard uncertainty due to the residuals is larger for the 2× objective due 

to the lower number of data points. The final uncertainty in the amplification coefficient 

estimation is approximately 1.1 % for the 2× objective lens and 0.8 % for the 5× objective lens. 

4.2.4.2 WS method 

The amplification coefficient can be calibrated also according to equation (4.2.6), i.e. by 

measuring the scanned wavenumber range. The start and the end wavelengths are measured 

and the amplification coefficient uncertainty is determined by propagating the uncertainty in 

the wavelength measurements. The main disadvantage of the WS method is that it does not 

consider the effects of the interferometer optics. However, it is known that objective lenses can 

alter the effective spacing of the fringes depending on the NA of the lens used through the so-

called obliquity factor [164]. This influence is taken into account in the uncertainty calculations. 

Therefore, the error contributions to the measurement of the amplification coefficient with the 

WS method are: 

1. uncertainty in the wavenumber selection, (described in section 4.2.1), and 

2. obliquity factor due to objective NA. 

However, the obliquity factor can be calculated and the amplification coefficient corrected. 

Assuming the objective lens pupil is entirely and uniformly filled, the obliquity factor (Ω) is 

approximated by the Sheppard formula [163]: 

 
Ω =

3

2

(1 − 𝑐𝑜𝑠2(𝜃))

(1 − 𝑐𝑜𝑠3(𝜃))
 (4.2.10) 

where 𝜃 = 𝑠𝑖𝑛−1(𝑁𝐴), and NA is the numerical aperture of the objective lens. 
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The wavenumber range, including the obliquity factor contribution, can be calculated according 

to the following equation: 

 
∆𝑘 =

1

Ω
(𝑘𝑒𝑛𝑑 − 𝑘𝑠𝑡𝑎𝑟𝑡) =  (

1

Ω
) (

1

𝜆𝑒𝑛𝑑
−

1

𝜆𝑠𝑡𝑎𝑟𝑡
) (4.2.11) 

where 𝑘𝑠𝑡𝑎𝑟𝑡(𝜆𝑠𝑡𝑎𝑟𝑡) is the first wavenumber (wavelength) selected in the scan, 𝑘𝑒𝑛𝑑(𝜆𝑒𝑛𝑑) is 

the last wavenumber (wavelength) selected, and Ω is the obliquity factor. For the 2× objective 

lens (NA = 0.055), the obliquity factor is 1.000 757, while for the 5× objective lens (NA = 0.14) 

is 1.004 940. The obliquity factor takes into account that the interference signal is a sum over 

the objective pupil, i.e. a sum of plane waves within the maximum acceptance angle of the 

objective lens. A plane wave with an angle 𝛳 results in fringe spacing slightly longer along the 

optical axis (see figure 4.23 and also [93]). 

 

 

Figure 4.23. Schematic of the interference signal formation. Only the ray passing through the objective optical axis 
contributes to the interference signal with a spatial frequency of λ/2. Ray with an angle with respect to the optical axis 
contributes with an effective spatial frequency proportional to the cosine of the angle. The interference signal is a sum 

over the entire objective cone angle. 

The wavenumber range uncertainty is calculated according to the guidelines in the GUM [137]: 

 
𝑢2(∆𝑘) =  𝑐𝜆𝑠𝑡𝑎𝑟𝑡

2 𝑢2(𝜆) + 𝑐𝜆𝑒𝑛𝑑

2 𝑢2(𝜆)  (4.2.12) 

where 𝑢2(𝜆), is the variance of the wavelength uncertainty. The sensitivity coefficients 

(𝑐𝜆𝑠𝑡𝑎𝑟𝑡

2 , 𝑐𝜆𝑒𝑛𝑑

2 ) corresponding to each uncertainty contribution are given below: 

 
𝑐𝜆𝑠𝑡𝑎𝑟𝑡

2 = (|
𝜕∆𝑘

𝜕𝜆𝑠𝑡𝑎𝑟𝑡
|)

2

= (−
1

Ω

1

𝜆𝑠𝑡𝑎𝑟𝑡
2 )

2

 (4.2.13) 
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𝑐𝜆𝑒𝑛𝑑

2 = (
𝜕∆𝑘

𝜕𝜆𝑒𝑛𝑑
)
2

= (−
1

Ω

1

𝜆𝑒𝑛𝑑
2 )

2

 (4.2.14) 

Finally, the standard uncertainty in the amplification coefficient propagates according to: 

 
𝛼 =

𝛿∆𝑘

∆𝑘
=  

𝑢(∆𝑘)

∆𝑘
 (4.2.15) 

The results for each uncertainty contribution are summarised in table 4.5, where 𝜆𝑠𝑡𝑎𝑟𝑡  and 

𝜆𝑒𝑛𝑑 are equal to 695.2 nm and 589.1 nm, respectively, and the obliquity factor is 1.000 757 and 

1.004 940, for the 2× and 5×, respectively. 

Table 4.5. Wavenumber range uncertainty contribution terms. 

Objective 

lens 

𝑐𝜆𝑠𝑡𝑎𝑟𝑡
 

µm-2 

𝑐𝜆𝑒𝑛𝑑
 

µm-2 

𝑢(𝜆) 

µm 

 𝒖(∆𝒌) 

µm-1 
𝜶 =

𝒖(∆𝒌)

∆𝒌
 

2× 2.067 530 2.879 342 
0.000 14 

 0.000 497 0.001 917 

5× 2.058 924 2.867 357  0.000 494 0.001 917 

 

The data indicates that, for both objective lenses, the largest source of uncertainty in the 

wavenumber determination is the wavelength measurement uncertainty at the final (shortest) 

wavelength due to the higher sensitivity coefficient. The second largest contribution is the 

wavelength uncertainty at the start wavelength due to lower sensitivity coefficient.  

Comparison of the amplification coefficient values and respective uncertainties for the SHS and 

the WS methods are presented in table 4.6 and figure 4.24. The amplification coefficients  

calibrated with the SHS and WS method agree to within their uncertainty values; however the 

WS method provides a lower measurement uncertainty. The lower uncertainty is due to the fact 

that it is easier to obtain lower uncertainties by measuring light wavelength than through 

traceable SHSs, whose uncertainty is affected by the factors discussed at the beginning of 

section 4.2.4. For the 2× objective lens, the standard uncertainties are 1.1 % and 0.2 % for the 

SHS and WS method, respectively. For the 5× objective lens, the uncertainties are 0.8 %, and 

0.2 % for the SHS method and the WS method, respectively.  
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Table 4.6: Estimated amplification coefficient values and uncertainties for the SHS and WS method. 

Objective 

lens 
Method 

Amplification 

coefficient 

Standard 

Uncertainty 

(k=1) 

2× 
SHS 1.001 935 0.010 969 

WS 1.000 000 0.001 917 

5× 
SHS 1.001 499 0.007514 

WS 1.000 000 0.001 917 

 

Figure 4.24. Amplification coefficient values and standard uncertainty estimated with SHS and WS method for both 
objective lenses. 

4.3 z-axis measurement uncertainty 

Each metrological characteristic contributes to the uncertainty in the surface measurement 

made by the WSI. The uncertainty is calculated according to the guidelines given in GUM [137]. 

The calibration of the metrological characteristics is part of calculation for determining the Type 

B uncertainty. Therefore, each metrological characteristic corresponds to a separate component 

of the Type B standard uncertainty and the final Type B uncertainty can be calculated according 

to equation (4.2.4). 

4.3.1 Noise and flatness deviation 

Measurement noise and flatness should be filtered before being included in the uncertainty 

calculation. The largest measured values of noise and flatness deviation are used in the 



105 
 

uncertainty calculation for the entire WSI vertical range. These values are typically observed in 

measurement made at the largest negative z-position. Table 4.7 reports the value of S and L 

filters used according to the ISO-25178 [158]. 

Table 4.7. S- and L-filters for 2× and 5× objective lens. S-filter value is selected according to the sampling distance.  

ISO 25178 part3 filters 2× 5× 

S-filter / µm 10 5 

L-filter / mm 0.7 0.5 

 

The noise is propagated as a normal distribution with zero mean and variance equal to the 

square of the value of the measurement noise. The residual flatness deviation is propagated in 

the form of a rectangular distribution that has a variance equal to 𝑆𝑧2
𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠/12 [137]. The 

combined effect of the measurement noise and flatness deviation on the z-axis measurement 

standard uncertainty is given by the following equation: 

 

𝑢𝑁𝐹 = √𝑆𝑞𝑛𝑜𝑖𝑠𝑒
2 +

𝑆𝑧𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠
2

12
 (4.3.1) 

The combined effect of the measurement noise and flatness deviation, on the z-axis 

measurement standard uncertainty is presented in table 4.8. 

Table 4.8. Measurement noise and flatness deviation contribution to the z-axis measurement uncertainty for 2× and 5× 
objective lenses. 

Uncertainty contribution 2× 5× 

Sqnoise /nm 7.0 6.0 

Szflatness /nm 26.1 34.4 

uNF / nm 10.3 11.6 

 

4.3.2 Amplification, linearity and perpendicularity 

The measurement uncertainty due to the amplification coefficient (αz) and the linearity 

deviation (lz) is usually estimated with SHS method. However, it has been shown how the 

amplification coefficient and the linearity deviation can be estimated separately with the WS 

method and measurement of a tilted flat, respectively. In this section the uncertainty due to the 

amplification coefficient and linearity deviation is compared for the two methods.  

The SHS method is conceptually shown in figure 4.25. The amplification coefficient and the 

linearity deviation are estimated from the sampled instrument response curve.  
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Figure 4.25. Conceptual schematic of the SHS method. The amplification coefficient and the linearity deviation are 
estimated from the sampled instrument response curve (blue dots). 

The contribution of the linearity errors to the measurement uncertainty is propagated in the 

form of a rectangular distribution that has a variance equal to the square of the step height error 

value divided by three (𝑢𝑒𝑟𝑟𝑜𝑟
2 = 𝛿𝑒𝑟𝑟𝑜𝑟

2 /3). The repeatability and reproducibility contribution 

are propagated in the form of a normal distribution with zero mean and variance equal to the 

square value of the repeatability or reproducibility (𝑢𝑟𝑒𝑝𝑒𝑎𝑡
2 = 𝛿𝑟𝑒𝑝𝑒𝑎𝑡

2  and 𝑢𝑟𝑒𝑝𝑟𝑜𝑑
2 = 𝛿𝑟𝑒𝑝𝑟𝑜𝑑

2 ). 

The combined effect of the measurement repeatability, reproducibility and traceable 

contrribution (𝑢𝑇−𝑧) is given by: 

 
𝑢𝑇−𝑧 = √𝑢𝑒𝑟𝑟𝑜𝑟

2 + 𝑢𝑟𝑒𝑝𝑒𝑎𝑡
2 + 𝑢𝑟𝑒𝑝𝑟𝑜𝑑

2 + 𝑢𝑡𝑟𝑎𝑐𝑒𝑎𝑏
2  (4.3.2) 

The perpendicularity between the z-axis and the areal reference is included into the 

measurement error along the z-axis. The uncertainty values are shown in table 4.9. 
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Table 4.9. Amplification and linearity contribution to the z-measurement uncertainty. 

Objective  

lens 
2× 5× 

Nominal 

height 

/nm 

uerror 

/nm 

urepeat 

/nm 

ureprod 

/nm 

utraceab 

/nm 

uT-z 

/nm 

uerror 

/nm 

urepeat 

/nm 

ureprod 

/nm 

utraceab 

/nm 

uT-z 

/nm 

200 -- -- -- -- -- 4.0 4.9 5.0 2.3 8.4 

500 3.3 11.1 9.1 2.1 14.9 6.4 3.6 15.6 2.1 17.3 

1200 4.2 4.8 5.4 2.2 8.7 7.0 5.2 7.4 2.2 11.7 

2100 12.3 5.8 7.9 2.1 15.9 11.0 6.6 6.2 2.1 14.4 

30000 35.4 20.9 13.3 56.3 71.0 26.3 7.2 2.6 56.3 63.0 

 

For the 200 nm, 500 nm, 1200 nm and 2100 nm the uerror , urepeat and ureprod are always larger 

than the traceability contribution. The resulting measurement uncertainty uT-z is approximately 

between 10 nm to 20 nm for both the 2× and 5× objective lens. For the 30 µm step height, the 

largest uncertainty is due to its non-uniform profile. The disadvantages of the SHS method are 

several. Traceable measurements are ensured only for surfaces with heights shorter than the 

largest SHS measured, in this specific case 30 µm. For SHS of tens of micrometres, the traceable 

contribution is likely to be the main uncertainty contribution due to the non-uniformity of the 

step height profile limiting the measurement uncertainty of the instrument. Furthermore, the 

sampling of the instrument response curve with SHSs might not provide an exhaustive 

characterisation of the non-linearity. To overcome the limitations of the SHS method, the 

estimation of the amplification coefficient and linearity deviation are estimated separately with 

the WS method and the tilted flat, respectively. Figure 4.26 shows schematically this separation. 
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Figure 4.26. With the WS method and the tilted flat estimation of the amplification coefficient and the linearity 
deviation are separated. With the WS method the estimation of the amplification coefficient has lower uncertainty than 
with the SHS method. The tilted flat method allows a more detailed characterisation of the instrument response curve 
by sampling the curve more finely than with the SHS method. 

There are several advantages of using the WS method. By calibrating the wavelength, 

traceability of the amplification coefficient measurement can be achieved over the entire 

instrument range. This is not the case for the SHS method, as the extent along the instrument 

range to which traceability can be achieved is limited by the largest step height available. 

Furthermore, it has been shown in section 4.2.4 how the achieved amplification coefficient 

estimation is lower with the WS method. The estimated amplification coefficient with the WS 

method is the ideal value of one with a standard uncertainty of ±0.2 % for both the 2× and 5× 

objectives. The amplification coefficient contribution to the uncertainty is propagated as a 

percentage of the measured height range. 

The linearity deviation estimation with the tilted flat provides a finer sampling of the z-axis 

response curve, therefore, providing a more detailed characterisation (see section 4.1.3 and 

figure 4.13) of the instrument response curve than the SHS method. The linearity deviation is 

the maximum amplitude of the non-linearity response profile (see figure 4.13) and it was 

shown to have a normal distribution. Therefore, the standard uncertainty is the maximum 

amplitude (corresponding roughly to five times the standard deviation) divided by five (𝑢𝑙𝑧 =

 
𝛿𝑒𝑟𝑟𝑜𝑟

5
). The linearity deviation estimated with the tilted flat method, considering the entire 

instrument range, are 81 nm and 111 nm for the 2× and 5× objective lens, respectively. The 

standard uncertainty due to the linearity deviation is, therefore, 16.2 nm and 22.2 nm. The 

uncertainty component estimated with the WS and the tilted flat methods are summarised in 

table 4.10. 
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Table 4.10. Amplification coefficient and linearity deviation contribution to the z-axis measurement uncertainty. 

WS method Tilted Flat method 

𝑢𝛼𝑧 

/ % 

𝑢𝑙𝑧 = 
𝛿𝑒𝑟𝑟𝑜𝑟

5
 

/nm 

2× 5× 2× 5× 

0.2% 0.2% 16.2 22.4 

 

The uncertainty due to the amplification coefficient and the linearity deviation estimated with 

the WS method and the tilted flat method is calculated as: 

 

𝑢𝑇−𝑧 = √(
𝛿𝑒𝑟𝑟𝑜𝑟

5
)
2

+ (𝑢𝛼𝑧 ℎ)2 (4.3.3) 

where ℎ is the maximum value of the surface height being measured. 

Knowledge of the linearity deviation distribution within the instrument range allows placing the 

surface to measure in a position in the vertical range with the lowest linearity deviation to 

reduce its uncertainty contribution. 

For example, by employing the lowest 30 µm for the 2× objective lens, i.e. z-positions ranging 

from −40 µm to −70 µm, the linearity deviation contribution to the measurement uncertainty is 

reduced from 16.2 nm to 5.1 nm when compared to z-position range from -5 µm to -70 µm. For 

the 5× objective lens, employing the bottom 10 µm, i.e. z-position ranging from -25 µm to -

35 µm, the uncertainty due to the linearity deviation reduces from 22.2 nm to 7.2 nm when 

compared to the z-position range from -5 µm to -35 µm. Figure 4.27 compares the estimated 

uncertainty due to the amplification coefficient and the linearity deviation with the two 

methods, and for the WS and tilted flat method also on a reduced portion of the instrument 

range. 
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Figure 4.27. Uncertainty due to amplification coefficient and linearity deviation estimated with the SHS method (left), 
WS and tilted flat method (centre) and WS and tilted flat method on a reduced instrument range (right). The results are 
relative to the 2× objective lens. 

The uncertainty estimated with the SHS and the WS and tilted flat method are equivalent when 

the entire instrument vertical range is employed. For the SHS method the main contribution to 

the uncertainty are the error, repeatability and reproducibility for surface with heights smaller 

than 2.1 µm. For heights up to 30 µm, the main uncertainty contribution is the traceability of the 

step height. For the WS and tilted flat method, the main uncertainty is due to linearity deviation 

for heights smaller than 2.1 µm, and the amplification coefficient for heights up to 30 µm. 

Knowledge of the distribution of the linearity deviation allows selecting the z-position range 

with the lowest linearity deviation, therefore reducing the uncertainty. 

A comparison of the estimated uncertainty with the two methods for the 5× objective lens is 

shown in figure 4.28. 

 

 

Figure 4.28. Uncertainty due to amplification coefficient and linearity deviation estimated with the SHS method (left), 
WS and tilted flat method (centre) and WS and tilted flat method on a reduced instrument range (right). The results are 
relative to the 5× objective lens. 

The WS and tilted flat method estimate larger uncertainty than the SHS method. The main 

uncertainty contribution is due to the linearity deviation up to heights of 2.1 µm. Also, for 
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measurement on a reduced portion of the range the main uncertainty contribution is due to the 

linearity deviation. 

4.3.3 Combined uncertainty 

The combined contribution of the MCs can be calculated using equation (4.2.4), where the 

sensitivity coefficient (𝐶𝑖) are all equal to one, and 𝑢(𝑥𝑖) is the contribution of each of the 

metrological characteristics. The equation for the combined standard uncertainty of the z-axis 

coordinate measurement is: 

 
𝑢𝑧 = √𝑢𝑁𝐹

2 + 𝑢𝑇−𝑧
2 (4.3.4) 

In figure 4.29, the combined uncertainty for the 2× and 5× objective lens is shown, in the case 

when the entire instrument measurement range is employed for measuring, with the individual 

uncertainty contributions, namely noise, flatness deviation, linearity and amplification 

coefficient. 

 

Figure 4.29. Combined measurement uncertainty in the z-axis for the 2× (left) and 5× (right) for several height ranges. 

For heights lower than 2.1 µm the uncertainty main contribution are the linearity deviation 

followed by the measurement noise and flatness deviation for the 2× objective lens, and by the 

flatness deviation for the 5× objective lens. The amplification coefficient contribution increases 

proportionally with the measured height and becomes the most important only for large height 

measurements. 

4.3.4 Step height uncertainty example 

In the previous section the combined uncertainty for a single value of height measured with the 

WSI is calculated. When the measurand is a function of many of the individual points of the 

measured surface, like for example any surface parameters, the measurement uncertainty can 
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be propagated according to the measurand function. For example the noise and flatness 

deviation uncertainty contribution when measuring a step height are reduced due to the 

averaging of all the measured step height profiles in the instrument FOV. In this section an 

example of uncertainty calculation for a step height measurement is reported. 

A step height with a nominal value of 12.5 µm is measured and details of the analysis are shown 

in figure 4.30. The step height is estimated by averaging the surface measurement’s profile and 

applying the ISO 5436 standard procedure to measure the step height. The ISO 5436 standard 

procedure consists in fitting two lines between the upper and bottom data of the profiles and 

measuring the distance between the fitted lines.  

 

Figure 4.30: Step height measurement. Top: Surface measurement. The surface measurement’s profiles are averaged to 
reduce the noise and the influence of the flatness deviation. Bottom: Resulting averaged profile with details of the 

application of the ISO 5436 standard procedure to evaluate the step height. Highlighted are the points used to evaluate 
the step height. 

Since the step height analysis calculates the mean profile along the y-axis of the instrument  

some of the effects of the y axis flatness deviation on the measurement uncertainty associated 

with the step height calculation are reduced (see figure 4.31). The uNF for a step height can be 

estimated by measuring Pt, the total height of the profile (note that Pt was used instead Sz as 

the analysis is performed on a profile).  
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Figure 4.31: Extraction of the mean profile along the y axis. 

The measurement noise and the flatness deviation are superimposed such that the combined 

contribution is propagated in the form of a rectangular distribution with inexactly prescribed 

limits that has a variance equal to 𝑃𝑡𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠
2 /12 + 𝜎𝑃𝑡

2 /9, where 𝜎𝑃𝑡 is the standard deviation. It 

follows that the uNF for the 12.5 µm step height using the 2× objective lens is 4 nm (see table 

4.11). 

Table 4.11.Example of uNF values for the 2× objective lens. 

Measurement no. Pt /nm 

1 13.5 

2 15.9 

3 13.7 

4 11.2 

5 13.6 

Average 13.6 

𝑃𝑡𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠
2 /12 3.9 

Repeatability (𝝈𝑷𝒕) 0.7 

uNF 4.0 

 

The step height analysis algorithm calculates the distance between two parallel lines that are 

fitted through a restricted number of the topography data points (see figure 4.30). The 
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sensitivity coefficients that are used to propagate the measurement noise and flatness deviation 

components are given by: 

 
𝐶𝑁𝐹

2 =
3𝑑

𝑊
+

3𝑑

2𝑊
= 4.5

𝑑

𝑊
 (4.3.5) 

where CNF is the sensitivity coefficient, d is the sampling interval and W is the width of the 

groove. For the measurement here considered the width (W) is approximately 700 µm and the 

sampling distance 3 µm and therefore the sensitivity coefficient (CNF) is equal to 0.0191/2. 

The contribution of amplification and linearity deviation remains unchanged such that the 

amplification coefficient is 0.2 % of the step height and the linearity deviation is 16 nm (see 

table 4.10), and the sensitivity coefficient is equal to one. 

4.3.4.1 Type A evaluation of standard uncertainty  

The Type A standard uncertainty is calculated as the standard deviation of the mean of five 

repeated measurements. 

Table 4.12.Measurement of a 12.5 µm step height physical measurement standard. 

Measurement no. Height /nm 

1 12673 

2 12695 

3 12673 

4 12667 

5 12687 

Average 12679 

uA 5 

 

According to equation (4.2.4) the combined standard uncertainty associated with the step 

height artefact measurement is: 

 
𝑢𝑐

2 = 𝑢𝐴
2 + 𝑢𝐵

2 = (52 + 0.019×42 + (0.002 ∗ 12679)2 + 162) 𝑛𝑚2 ≅ 924 𝑛𝑚2. (4.3.6) 

4.3.4.2 Expanded uncertainty 

The calculation of the expanded uncertainty requires the value of the coverage factor (k) for a 

95% confidence level. The value of the coverage factor is based on the number of effective 

degrees of freedom (ν) that can be calculated with 

 
𝜐 = (𝑛 − 1)×

𝑢𝑐
4

𝑢𝐴
4 = 4×

9242

54 ≅ 5464. (4.3.7) 
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Value for k can be obtained from table G2 page 78 of the GUM [137]. For this example the 

coverage factor is equal to two because the effective degree of freedom is larger than 100. It 

follows that the measurement result can be expressed as: 

 
ℎ = 12679 𝑛𝑚 ± 30 𝑛𝑚 (𝑘 = 2) (4.3.8) 

4.4 Summary 

In this chapter the results of the calibration of the linearity deviation and the amplification 

coefficient are reported. It is shown how the linearity deviation is due to the algorithm response 

when estimating the frequency of a fringe pattern. A possible algorithm optimisation is 

proposed to minimise the linearity deviation and therefore reduce the measurement 

uncertainty.  

Alternative methods to estimate the amplification coefficient and the linearity deviation are 

reported and the results discussed and compared with the SHS method. The WS method 

achieves lower uncertainty in measuring the amplification coefficient of the instrument when 

compared with the SHS method, and therefore is preferable. The WS method ensures 

traceability of the measurements through a wavelength standard comparison (i.e. calibration of 

the spectrometer). Additionally, the WS method is cheaper since a spectrometer only is needed 

rather than a set of SHSs and it is quicker to perform. It has been shown that the amplification 

coefficient uncertainty is not the main contribution to the combined uncertainty for height 

smaller than 2 µm.  

The tilted flat method provides a reliable estimate of the linearity deviation when compared to 

the SHS method. Furthermore, knowledge of the non-linearity distribution with the tilted flat 

method allows a reduction of the measurement uncertainty when the z-position of the 

measured surface can be chosen. 

Lastly, the z-axis type B measurement uncertainty budget is calculated, which includes the 

contribution of noise, flatness deviation, amplification and linearity deviation. The main source 

of type B uncertainty is the linearity deviation for both objective lenses, followed by the 

measurement noise for the 2× objective lens, and by the flatness deviation for the 5× objective 

lens. The amplification coefficient uncertainty contribution becomes the most important only 

for height measurements of tens of micrometres. 

At the end of the chapter an example of calculation of uncertainty of a step height physical 

artefact is also reported. 
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5 Lateral axes uncertainty 

In this chapter the results of the calibration of the WSI lateral axes are presented. In section 5.1, 

the methodology and the results from the calibration of the amplification coefficients (αx, αy) 

and linearity deviations (lx, ly) of the lateral WSI instrument axes are reported. Two methods are 

described in sections 5.1.1 and 5.1.2, and the results are compared in section 5.1.3. In section 

5.2, a method to evaluate the instrument lateral resolution is presented and the results are 

discussed. 

5.1 Lateral distortion 

5.1.1 Reference grid method 

To calibrate the x- and y-axis of the measuring instrument, a cross grating standard artefact 

(type Areal Cross Grating (ACG)) is measured. The ACG artefact consists of a rectangular array 

of protrusions on a flat surface (see figure 5.1). In order to assess the lateral axes distortion, the 

surface measurement made with the WSI instrument is compared to the traceable measurement 

made on a CSI. 

 

Figure 5.1. In order to calibrate the lateral axes coordinates of a WSI, the measurement of an ACG type surface (left) is 
compared to traceable reference measurement made on a CSI. 

The surface measurements are processed in order to estimate the centres of gravity of the 

protrusion. It is possible to infer the instrument lateral axis errors and the lateral distortion by 

comparing the centre of gravity of the two measurements. Before calculating the centres of 

gravity, the surface data are levelled by subtracting a least-squares plane, and the surface is 

filtered with a Gaussian S-filter with cut-off frequency equal to one tenth of the nominal cross 

grid pitch. This pre-processing step minimises the effects of noise and spurious data. The 

protrusion features are detected by applying a z-threshold to the surface measurement. 
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Subsequently, the x and y coordinates of the centre of gravity are calculated using the following 

equation: 

 
𝑥𝑐(𝑖, 𝑗) =  

∬𝑥 𝑧(𝑥,𝑦)𝑑𝑥 𝑑𝑦

∬𝑧(𝑥,𝑦)𝑑𝑥 𝑑𝑦
  𝑖 ∈ [1,2… , 𝑛𝑥]  and 𝑗 ∈ [1,2… , 𝑛𝑦] (5.1.1) 

where the integral is evaluated using the value of the surface z(x,y) corresponding to the 

identified protrusion peak with indexes (i,j) and 𝑛𝑥  and 𝑛𝑦 are the number of protrusions in the 

x and y-direction, respectively. The same equation is valid for calculating the y-coordinate 

𝑦𝑐(𝑖, 𝑗) of the centres of gravity by substituting x with y in the numerator. In order to minimise 

errors due to misalignment of the two ACG surfaces, the centre of gravity coordinates 

corresponding to the WSI measurement are translated and rotated through a non-linear least 

squares fitting routine to be aligned with the reference centres of gravity. Finally, the reference 

coordinates are subtracted from the rotated and translated coordinates to obtain the lateral 

distortion map [146], [165]. 

In the next section, the results from the calibration of the WSI lateral axes are reported for both 

2× and 5× objective lenses. The procedure consists of measuring two ACG surfaces with 

nominal pitch of 100 µm and 40 µm. The ACG surface measurements are repeated five times at 

five different instrument vertical positions. At each vertical position, five measurements are 

made, each time shifting the surface by half the pixel size towards positive and negative 

directions for both the x and y axes. The lateral shift takes into account sub-pixel effects in 

determining the centre of gravity. The contribution to uncertainty from the measurement 

repeatability is taken as the largest standard deviation observed from the measurements at 

different z-positions. The uncertainty contribution from reproducibility is given by the standard 

deviation of the mean errors between measurements at different z-positions. Uncertainty in the 

reference measurements also contributes to uncertainty in the estimated metrological 

characteristics. This contribution is given by the lateral (x,y) uncertainty of the reference 

measurements, and it is referred to as the traceable uncertainty contribution. The traceability 

contribution is the lateral uncertainty of the instrument used to provide the reference 

measurement of the ACG surface. The total uncertainty is given by the quadrature sum of the 

repeatability, reproducibility and traceability contributions. 

5.1.1.1  Results 

The lateral distortion maps obtained for the 2× and the 5× objective lenses are shown in figure 

5.2. Arrows are plotted in bright (turquoise) when their error values are smaller than the 

standard uncertainty, whilst the arrows are plotted in dark (blue) when their error value is 

larger than the standard uncertainty. The uncertainty is calculated as the quadrature sum of the 

repeatability, reproducibility and traceability contributions. There is systematic behaviour in 
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the lateral distortion for both objective lenses. In both cases, the magnitude of the arrows has 

been normalised with respect to the ACG nominal pitch.  

 

Figure 5.2. Lateral distortion map for 2× (left) and 5× (right) objective lenses. The arrow are coloured in bright or 
dark, depending whether the magnitude is below or above the standard uncertainty. The arrow magnitude is 
normalised to the cross grid pitch. The largest distortion for the 2× and 5× objective lens occurs at the top right corner 
and has a magnitude of 3.7 µm.  

For the 2× objective lens, most distortions are smaller than the uncertainty. This behaviour is 

due to large uncertainty contribution of the reference measurement (1.4 µm). For the 5× 

objective lens, uncertainty from the reference measurement is relatively small (0.45 µm) when 

compared to the maximum distortion of 3.7 µm. As a result, a smaller portion of data is smaller 

than the standard uncertainty. Additionally, for the 5× objective lens, the lateral distortion 

errors are not centred in the FOV. In table 5.1 and table 5.2, detailed values of the x and y errors 

for the central row and column are reported with uncertainty contributions from repeatability, 

reproducibility and reference measurement.  
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Table 5.1. 2x objective lens lateral distortion errors and uncertainty contributions relative to the central row (x-axis) 
and central column (y-axis). 

Nominal 

length 

 δerror  δrepeat δreprod  δtraceab Combined standard 

uncertainty 

  x y  x y x y x y x y 

/ µm 

-600  0.167 0.399  0.250 0.149 0.105 0.098 1.400 1.400 1.426 1.411 

-500  0.081 -0.431  0.153 0.232 0.066 0.106 1.400 1.400 1.410 1.423 

-400  -0.178 0.267  0.171 0.096 0.059 0.074 1.400 1.400 1.412 1.405 

-300  0.066 -0.584  0.195 0.102 0.060 0.072 1.400 1.400 1.415 1.406 

-200  0.186 0.298  0.126 0.145 0.031 0.131 1.400 1.400 1.406 1.413 

-100  -0.253 -0.344  0.175 0.132 0.012 0.013 1.400 1.400 1.411 1.406 

0  0.000 0.000  0.000 0.000 0.000 0.000 1.400 1.400 1.400 1.400 

+100  -0.751 -0.036  0.080 0.101 0.029 0.015 1.400 1.400 1.403 1.404 

+200  -1.009 -0.671  0.100 0.067 0.019 0.025 1.400 1.400 1.404 1.402 

+300  -1.689 -0.777  0.178 0.078 0.028 0.022 1.400 1.400 1.412 1.402 

+400  -1.927 -1.357  0.120 0.105 0.023 0.007 1.400 1.400 1.405 1.404 

+500  -2.473 -1.135  0.149 0.098 0.032 0.031 1.400 1.400 1.408 1.404 

+600  -2.258 -1.462  0.174 0.046 0.029 0.069 1.400 1.400 1.411 1.402 

Table 5.2. 5x objective lens lateral distortion errors and uncertainty contributions relative to the central row (x-axis) 

and central column (y-axis). 

Nominal 

length 

 δerror  δrepeat δreprod  δtraceab Combined standard 

uncertainty 

  x y  x y x y x y x y 

/ µm 

-240  0.729 -0.749  0.305 0.430 0.248 0.189 0.450 0.450 0.598 0.650 

-200  0.616 -1.145  0.340 0.338 0.128 0.177 0.450 0.450 0.578 0.590 

-160  -0.021 -0.465  0.271 0.331 0.233 0.089 0.450 0.450 0.575 0.566 

-120  0.102 -0.447  0.382 0.367 0.084 0.067 0.450 0.450 0.596 0.585 

-80  -0.088 -0.136  0.317 0.294 0.151 0.041 0.450 0.450 0.571 0.539 

-40  -0.298 -0.086  0.254 0.236 0.158 0.084 0.450 0.450 0.540 0.515 

0  0.000 0.000  0.000 0.000 0.000 0.000 0.450 0.450 0.450 0.450 

+40  -0.975 0.284  0.302 0.214 0.179 0.010 0.450 0.450 0.571 0.498 

+80  -1.398 0.309  0.341 0.407 0.190 0.073 0.450 0.450 0.595 0.611 

+120  -1.748 0.268  0.316 0.241 0.130 0.057 0.450 0.450 0.565 0.514 

+160  -2.090 0.457  0.281 0.182 0.113 0.074 0.450 0.450 0.542 0.491 

+200  -2.471 0.732  0.304 0.178 0.132 0.045 0.450 0.450 0.559 0.486 

+240 -

2

.

5

4

4 

-2.544 0.730 0

.

2

0

1 

0.370 0.201 0.155 0.063 0.450 0.450 0.603 0.497 
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The central protrusion is taken as the zero point in both the measurements and, therefore, its 

value is always zero, with no uncertainty from repeatability and reproducibility. For 2× 

objective lens, the uncertainty from reproducibility is smaller than the uncertainty from 

repeatability. The repeatability value is always larger for measurements at large z-positions; 

therefore, the increased noise may have a role in the smaller repeatability of the lateral position. 

For the 5× objective lens, the contribution from reproducibility is larger than the 2× objective 

lens; this behaviour could be due to the fact that the entire DOF is employed, resulting in larger 

defocus aberration. However, in both cases, the largest contribution to the uncertainty is the 

traceability. For the 2× objective lens, the traceability contribution is at least one order of 

magnitude larger than the contribution from the repeatability and the reproducibility. For the 

5× objective lens, all three contributions are of the same order of magnitude.  

Both objective lenses exhibit a linear scaling error with differing magnitude along the x and the 

y directions. A possible reason for this observation is the variation in the magnification, which 

causes the sampling distance to be different from the nominal value. The nominal sampling 

distance is determined by dividing the CCD camera pixel size by the magnification; the nominal 

sampling distance is 2.960 µm and 1.184 µm for the 2× and 5× objective lenses, respectively. A 

correction is applied to the nominal sampling distance to account for scaling error. For the 2× 

objective, the scaling corrections are +0.28 % and -0.10 % for the x and y directions, 

respectively. For the 5× objective, the scaling corrections are +0.76 % and +0.4 % for the x and 

y directions, respectively. The magnification is defined as the ratio between the focal length of 

the imaging lens and the objective lens. The pixel corrections are within the focal length 

tolerance of the imaging lens (Thorlabs AC256-250-B-ML), stated to be 1 %. After correcting for 

the offset and the scaling along the x and y directions the resulting lateral distortion map is 

shown in figure 5.3. 
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Figure 5.3. Lateral distortion map after correcting for offset and scaling for 2× (left) and 5× (right) objective lenses. 
Dark arrows have magnitude above the measurement uncertainty, whilst bright arrows have magnitude below the 

measurement uncertainty. 

5.1.1.2 Lateral correction 

A general approach for lateral distortion correction is employing a ‘dewarping’ algorithm, which 

can correct for distortion of higher order than a scaling coefficient[166]. The dewarping 

algorithm provides a transformation from the measured coordinates (x, y) to the true 

coordinates (x’, y’). For the ACG surface, the measured centres of gravity can be compared with 

the reference values to determine the coefficients of the transformation C: 

 
[
𝑥′
𝑦′

]

= [
𝑐1,1 𝑐2,2 𝑐3,3

𝑐2,10 𝑐2,2 𝑐2,3
 ⋯

𝑐1,7

𝑐2,7
 
 𝑐1,8 𝑐1,9 𝑐1,10

 𝑐2,8 𝑐2,9 𝑐2,10
] [

1 𝑥 𝑦
1 𝑥 𝑦

 ⋯ 𝑥
3

𝑥3

  𝑥2𝑦 𝑥𝑦2 𝑦3

  𝑥2𝑦 𝑥𝑦2 𝑦3]

𝑇

= [
𝑐𝑥̅

𝑐𝑦̅̅̅
] [𝑥̅ 𝑦̅] = 𝐶 [𝑥̅ 𝑦̅] 

(5.1.2) 

where the first row of the c coefficients dewarps along the x-direction and will be referred to as 

𝑐𝑥, while the second row dewarps along the y-direction and will be referred to as 𝑐𝑦. A least-

squares method can be applied to equation (5.1.2) to calculate the vector 𝑐𝑥 and 𝑐𝑦. The 

dewarping coefficients evaluated from the error map are reported in table 5.3. 
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Table 5.3. Dewarping algorithm calculated coefficients for 2× and 5× objective lenses. 

Objective 

lens  
1 x y x2 x y y2 x3 x2 y xy2 y3 

2× 
cx 7.64e-01 1.01e+00 2.83e-03 4.86e-07 8.54e-07 -8.68e-07 -6.41e-09 1.32e-08 -8.05e-09 1.48e-08 

cy 9.76e-02 3.50e-03 1.00e+00 9.57e-08 -1.78e-06 -2.33e-06 1.18e-09 -4.60e-09 5.04e-09 -1.40e-08 

5× 
cx 7.64e-01 1.01e+00 2.83e-03 4.86e-07 8.54e-07 -8.68e-07 -6.41e-09 1.32e-08 -8.05e-09 1.48e-08 

cy 9.76e-02 3.50e-03 1.00e+00 9.57e-08 -1.78e-06 -2.33e-06 1.18e-09 -4.60e-09 5.04e-09 -1.40e-08 

 

Residual lateral distortion maps are shown in figure 5.4 after applying linear (left) and third 

order dewarping (right) for the 2× objective lens. All the errors are smaller than the standard 

uncertainty; however, the errors are of similar magnitude when correcting with the linear 

coefficients or with the third orders. The maximum error is reduced from 3.7 µm to 1.28 µm and 

the mean error is reduced from 2.01 µm to 0.47 µm after linear correction is applied. The 

maximum and mean errors do not decrease substantially after applying a third order 

correction: maximum error is reduced from 1.28 µm to 1.26 µm, while mean error is reduced 

from 0.47 µm to 0.46 µm. Similar results are observed after dewarping the lateral distortion 

map for the 5× objective lens, as is shown in figure 5.5. The maximum error is reduced from an 

initial value of 3.7 µm to 1.0 µm and the mean error is reduced from 1.24 µm to 0.44 µm after 

the linear correction is applied. Also for the 5× objective lens, the maximum and mean errors do 

not decrease substantially after applying a third order correction: mean error is reduced from 

1.0 µm to 0.96 µm, while the average error is reduced from 0.44 µm to 0.34 µm. After applying 

both linear and third order dewarping, only a few distortion vectors are larger than the 

standard uncertainty. Therefore, for both objective lenses, the main errors are due to the non-

correct scaling of the x and y axes and their non-perpendicularity. 
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Figure 5.4. Residual lateral errors after first order (left) and third order (right) correction for 2× objective lens. 

 

Figure 5.5. Residual lateral errors after first order (left) and third order (right) correction for 5× objective lens.  

The method hereby described to estimate the lateral error map may not be the best in the 

presence of non-perpendicularity. The transformation to align the centres of gravity is a linear 

transformation, in which only the constant (translation) and the linear coefficient (rotation) are 

employed. Executing this step before subtracting the error map may affect the calculated 

dewarping coefficient. 

The grid alignment transformation can be expressed by the matrix R: 

 
𝑅 = [

r𝑐𝑜𝑠 + 𝑐𝑥 −r𝑠𝑖𝑛 + 𝑐𝑥𝑦

r𝑠𝑖𝑛 +𝑐𝑦𝑥  r𝑐𝑜𝑠 + c𝑦
] (5.1.3) 
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where 𝑟𝑐𝑜𝑠 = cos (𝛳) and 𝑟𝑠𝑖𝑛 = sin (𝛳) are the rotation contribution to align the grid with the 

reference, and the c coefficients take into account the actual grid distortion. The alignment step 

of the two grids cannot separate the contribution of the rotation and distortion, thereby causing 

a potential bias of the results. In order to improve the lateral distortion calibration step, a self-

calibration method is applied and described in the next section.  

5.1.2 Self-calibration method 

5.1.2.1 Method 

Self-calibration methods consist of measuring the same object in various positions and 

orientations. Differences in the measurement of the same features are indications of systematic 

errors in the measurement instruments [167]. In the ACG measurement case, a three-

dimensional artefact is measured and the two-dimensional centre of gravity of each protrusion 

is evaluated. The mathematical foundation of the self-calibration method is explained in Forbes 

et al. [167] and is briefly reported here for completeness. 

Let 𝑦𝑗  where 𝑗 = 1,… , 𝑛𝑌, be the location of the centre of gravity for the j-th protrusion and let  

 
𝒚𝑗,𝑘 = 𝑇(𝒚𝑗, 𝒕𝑘) (5.1.4) 

be the true coordinate of the j-th target in the k-th measuring position. The roto-translation 

transformation T is specified by three parameters t, defining the translation vector and the 

angle of rotation. If 𝑥𝑗,𝑘 is the measurement of the j-th target in the k-th position, then the 

observation equation is: 

 
𝒙𝑗,𝑘 + 𝒆(𝒙, 𝒃) =  𝒚𝑗,𝑘 + 𝜺𝑖  (5.1.5) 

where 𝒃 is the vector of error parameters, 𝒆(𝒙, 𝒃) is the error function depending of the position 

𝒙 in the instrument FOV and the error parameters (𝒃), and 𝜺𝑖  is the random error in the target 

location measurement. 

Equation (5.1.5) suggests that the measured position of each target plus the error correction is 

equal to the “true” position of the target plus a random effect. Estimation of 𝒚𝑗,𝑘 and 𝒆(𝒙, 𝒃) can 

be achieved by solving the non-linear least-squares problem: 

 𝑚𝑖𝑛{𝒚𝒋},{𝑡𝑘},𝒃 ∑𝒇𝑗𝑘
𝑇 𝒇𝑗𝑘

𝑗,𝑘

 (5.1.6) 

where 𝒇𝑗𝑘(𝒚𝑗, 𝒕𝑘, 𝒃) = 𝒙𝑗,𝑘 + 𝒆(𝒙𝒋,𝒌, 𝒃) − 𝒚𝑗,𝑘. The minimisation problem returns the 

parameters 𝒃 of the error map, the transformation 𝒕𝑘 and the “real” positions of the targets 𝒚𝑗. 

The minimisation problem is applied to a set of three measurements of the centres of gravity of 

the cross grid: the first measurement taken has no transformation applied, the second one 
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rotated by 90˚, and the third one with same 90˚ rotation and an offset along the positive x-

direction equal to the nominal cross grid pitch.  

5.1.2.2 Results  of the self-calibration method 

The self-calibration lateral distortion error map for the 2× and the 5× objective lenses are 

shown in figure 5.6. The error maps differ slightly in magnitude from the error maps obtained 

with the reference grid method. Additionally, the error map exhibit scaling and perpendicularity 

errors, also observed in the reference grid method. 

 

Figure 5.6. Lateral distortion error map for 2x (left) and 5x (right) objective lenses with the self-calibration method 

The maximum error for the 2× objective lens is 3.65 µm, which is slightly smaller than the value 

obtained with the reference grid method. The directional behaviour of the error vectors is also 

similar to the error vectors from the reference grid method. However, the error directionality is 

not at an angle of 45˚, potentially a result of removing the alignment step with the reference 

grid. For the 5× objective lens, the distortion map is similar to the map obtained with the 

reference grid method, after correcting for the scale error. The maximum error for the 5× 

objective lens prior to any correction is 1.75 µm. The scaling correction in the x and y axis are, 

respectively, +0.15% and -0.27% for the 2× objective lens, and 0.04% and -0.3% for the 5× 

objective lens. These values are within the magnification error due to the focal length tolerance 

of the imaging lens, specified to be ±1% according to the instrument manufacturer. When 

applying the dewarping algorithm, a large improvement is observed when correcting for the 

scaling and the perpendicularity errors (linear factors). For the 2× objective lens, the maximum 

error is reduced from an initial value of 3.65 µm to 1.21 µm for the linear factor correction, and 

increases to 1.56 µm for the third order correction. The average error is reduced from 1.87 µm 

to 0.53 µm for the linear dewarping, and to 0.55 µm for the third order (see figure 5.7 for the 
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corresponding error maps). For the 5× objective lens, the initial maximum error of 1.75 µm is 

reduced to 0.81 µm and 0.72 µm, whilst the average error decreases from 0.79 µm to 0.32 µm 

and to 0.22 µm for the linear and third order dewarping correction, respectively, (see figure 5.8 

for the corresponding error maps). For the 2× objective lens, increasing the degree of the 

polynomial correction above the first does not reduce the residual errors. Additionally, the 

residuals are larger than the combined standard uncertainty, suggesting that the distortion map 

is not well described by a third order polynomial function. For the 5× objective lens, the 

majority of the error vectors are smaller than the combined standard uncertainty after the 

linear dewarping, and only a few are larger after the third order dewarping 

 

Figure 5.7. 2× objective lens error map after dewarping using a linear coefficient (left) and up to third order 
coefficients (right). 

 

Figure 5.8. 5× objective lens error map after dewarping using a linear coefficient (left) and up to third order 
coefficients (right). 
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5.1.3 Method comparison 

The linear dewarping coefficients associated with the dewarping algorithm are compared for 

the two methods (reference grid and self-calibration) in table 5.4. 

Table 5.4. Dewarping linear coefficient for 2× and 5× objective lens for two lateral calibration methods: reference grid 
and self-calibration. 

Objective lens Method vector 1 x y 

2× 

Reference 
cx 0.65888 1.00282 0.00337 

cy 0.34866 0.00341 0.99905 

Self-calibration 
cx 0.04955 1.00150 0.00357 

cy 0.06272 0.00364 0.99731 

5× 

Reference 
cx 0.76449 1.00761 0.00283 

cy 0.09762 0.00350 1.00445 

Self-calibration 
cx -0.05142 1.00044 0.00291 

cy -0.11401 0.00437 0.99670 

 

For the 2× objective lens, the offset coefficients are one order of magnitude smaller with the 

self-calibration method. The linear coefficients in the two cases describe similar errors: the x-

axis has an amplification coefficient larger than one and the y-axis has an amplification 

coefficient smaller than one, in addition to a perpendicularity error. For the 5× objective lens, 

the results with the two methods are significantly different. According to the reference grid 

method, both x and y axes have an amplification coefficient larger than one in addition to not be 

perfectly perpendicular. According to the self-calibration the x-axis has an amplification 

coefficient larger than one and the y-axis has an amplification coefficient smaller than one. The 

perpendicularity correction is also different between the two methods: for the 2× objective lens 

cross-correlation coefficients of 0.00337 and 0.00341 are calculated for the reference grid 

method, whilst 0.00357 and 0.00364 for the self-calibrating method. Also in for the 5× objective 

the cross-correlation coefficients are different: 0.00283 and 0.00350 for the reference grid 

method whilst 0.00291 and 0.00437 for the self-calibrating method. 

5.1.3.1 Perpendicularity 

In order to evaluate the error due to the non-perpendicularity of the axes, lines are fitted 

between centre of gravity at the edge of the cross grid. The angle between the lines are 

calculated at each intersections and its difference from the angle obtained from the same 

procedure applied to the reference cross grid are calculated. 
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For 2× objective lens, the maximum perpendicularity error in the instrument FOV is 0.49˚ with 

no dewarping correction applied and 0.071˚ with the linear dewarping correction applied; these 

values correspond to a cosine error of 0.0037 % and 0.000077 % of the measured length. The 

longest measurable distance in the calibrated FOV is 1.8 mm, along the diagonal in the 

calibrated FOV, leading to a maximum perpendicularity error of 70 nm and 1 nm, respectively 

before and after the correction. For the 5× objective lens, the maximum perpendicularity error 

is 0.60 ˚ and 0.10 ˚, respectively, without and with the linear dewarping algorithm applied; the 

corresponding length percentage error are 0.0054 % and 0.00017 %. The maximum length 

measurable is along the diagonal of the calibrated FOV (0.735 mm) and leads to a maximum 

error of 40 nm and 1 nm. 

5.1.4  Summary 

In conclusion, when no correction is applied to the 2× objective lens data, the amplification 

coefficients are 1.00150 and 0.99731, respectively, for the x and y axis. The linearity deviation is 

equal to 3.7 μm, roughly 1.25 times larger than the sampling distance. When the amplification 

coefficient and the perpendicularity are corrected through a dewarping algorithm, the linearity 

deviation is reduced to 1.21 μm, less than half the sampling distance. For the 5x objective lens, 

the x and y axis amplification coefficients are 1.00044 and 0.99670, respectively. The linearity 

deviation is 1.75 μm, which is 1.5 times larger than the sampling distance. After linear 

dewarping, the linearity deviation is reduced to 0.81 μm, which is again half the sampling 

distance. 

5.2 Resolution 

In this section, the estimation of measurement resolution for the WSI is covered. A brief 

introduction on optical resolution definition criteria is reported for both 2D and 3D 

measurements. Furthermore, the instrument resolution is estimated and limitations of the 

method employed are discussed. 

5.2.1 Resolution criteria 

The lateral resolution of an optical instrument is conventionally defined as the ability to resolve 

two adjacent source points. When imaging an infinitesimally small point source, an optical 

instrument will image a finite size spot due to its finite wavelength and numerical aperture 

(NA). The spot is defined as point spread function (PSF) of an optical instrument. The Rayleigh 

criterion states that two point sources are resolvable when the maximum of the PSF produced 

by the first point source falls on the first minimum of the PSF produced by the second source. In 

the case of incoherent illumination, the Rayleigh resolution criterion is (see figure 5.9): 
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𝑅 = 0.61 

𝜆

𝑁𝐴
 (5.2.1) 

where 𝜆 is the wavelength of the light and NA is the lens numerical aperture[168]. Other 

resolution criteria that are commonly used differ by a multiplicative factor from the Rayleigh 

criterion. 

The Sparrow criterion is defined as the distance between the PSFs, relative to the two point 

sources, for which the intensity distribution has no curvature in the centre [169], [170] and the 

multiplicative factor is equal to 0.47. 

Approaching the resolution definition from a different perspective, the Abbe resolution limit is 

the largest diffraction grating pitch that cannot be detected by the optical system [171], and the 

multiplicative factor is equal to 0.5. The Abbe criterion is, therefore, related to objects that have 

a spatial frequency spectrum with an infinitely small single peak, whilst the Rayleigh and the 

Sparrow criteria are relative to objects with an infinitely small object in the space domain. 

 

Figure 5.9. Adjacent PSF separated by a distance equal to the Rayleigh (left), Abbe (centre), Sparrow (right), resolution 
criteria. 

Each resolution criterion can also be described in terms of intensity contrast: for incoherent 

light, an intensity contrast of ≈ 27 %, ≈ 2 %, ≈ 0 %, respectively, for Rayleigh, Abbe and 

Sparrow criteria is observed when imaging two infinitesimally small object (see figure 5.9). 

For coherent illumination, the two adjacent points have equal phase, thereby leading to 

different results when summing the field from the two point sources. It is not possible to define 

the Rayleigh criterion in the coherent case because it is not possible to distinguish the two point 

sources in the intensity map. For the Abbe and Sparrow criteria, the multiplicative factors in the 

coherent case are, respectively, 1 and 0.73 [172]. 

A more complete description of the response of an imaging system can be obtained by 

characterising the instrument response in the Fourier domain, i.e. measuring the modulation 

transfer function (MTF). Figure 5.10 provides an example of an ideal MTF for incoherent 

illumination and a uniformly illuminated circular pupil. The resolution criteria explained above 

are samples of this curve. The MTF describes how an optical system modifies the amplitude of a 
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sinusoid of a given spatial frequency. The overall shape of the MTF depends on several factors, 

for example, coherence of the light, apodisation of the pupil function and quality of the optics 

 [169], [170]. 

 

Figure 5.10. Example of optical MTF with highlighted resolution criteria. 

The digression above is applicable to an imaging system, where the intensity of the light has to 

be measured. However, for optical interferometers, the desired information is not in the light 

intensity or amplitude, but in the phase. Therefore, a more general optical transfer function 

(OTF) can be defined, the values of which are complex: the modulus of the OTF is also called the 

MTF, and defines how much the phase variation due to a sinusoidal surface of a given spatial 

frequency is attenuated by the optical system[172]. The phase of the OTF, called the phase 

transfer function (PTF), describes the phase modification introduced by the optics when 

collecting light that is diffracted from a sinusoidal surface of a given spatial frequency. 

The OTF describes the correlation between the lateral and vertical resolution of the instrument. 

The resolution limitation can be formalised in terms of an uncertainty product [173], [174]: 

 
𝛿𝑥 𝛿𝑧 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5.2.2) 

i.e. the product of the lateral resolvable distance (𝛿𝑥) and the vertical uncertainty (𝛿𝑧) is equal 

to a constant, the value of which depends on the instrument. Therefore, it is possible to trade-off 

some lateral resolution to acquire the distance z with less uncertainty. A practical example of 

the trade-off is a common practice by the instrument manufacturer, in which the instrument’s z 

uncertainty is determined by measuring a step height [139]. The value of the specified 
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uncertainty when measuring a step height corresponds to the case in which all the lateral 

resolvable distance is traded in favour of the vertical uncertainty. Therefore the stated vertical 

uncertainty does not give any useful information when measuring a surface with a different 

spatial frequency spectrum. In order to describe the relationship between the vertical 

uncertainty and the lateral resolution the OTF is a more appropriate tool. 

The OTF describes the instrument’s response to each surface spatial frequency when the 

measurement can be considered a linear filtering process. Under the assumption of linearity, the 

surface can be decomposed into the sum of its Fourier components. Each component is 

attenuated and shifted according to the value of the modulus and phase of the OTF at that 

specific spatial frequency. The measured surface is finally a sum of the instrument response to 

all the surface spatial frequencies. 

However, in general, the imaging cannot be considered a linear filtering process. For example, 

discontinuous surfaces, high slopes, and multiple reflections invalidate the linearity assumption 

and errors are introduced in the measurement[88]. 

 Under restrictive assumptions on the surface, the measurement can be approximated as a 

linear filtering process [175]–[178]. The assumptions are as follows:  

 surface heights are smaller than a quarter of the wavelength; 

  surface varies slowly; 

 objective lens has a low NA; 

 object reflection angle is independent  from the wavelength; 

 there is no multiple scattering; 

 field measured in the far-field; 

 system is fully coherent or incoherent. 

Under these assumptions, the filtering process can be considered linear and a measurement of 

the OTF is possible. 

Knowledge of the instrument’s OTF allows measurement improvements: it is possible to 

measure the OTF for a CSI with a spherical reference artefact, and the information obtained can 

be used to correct the fringe pattern before calculating the surface heights in order to reduce 

the measurement uncertainty [92], [179], [180]. However, it has been argued that a spherical 

object is not enough for a complete measurement of the OTF, but at least two spherical objects 

or two measurements of a rotated oblate spheroid are needed [181]. 

A schematic of the measurement process is shown in figure 5.11. The light scattered from the 

surface is collected by the optical system to create an image on the camera. As described 
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previously, the optical performance can be described by the MTF of the instrument when the 

image is an intensity distribution, or by the instrument’s OTF when measuring the phase of the 

wavefront. The analogue signal is digitised into the pixel space of the CCD camera. This 

digitisation step might affect the system lateral resolvable distance and the vertical uncertainty. 

Finally, an algorithm retrieves the surface heights from the recorded interference signal digital 

value. 

 

Figure 5.11: Schematics of the measurement steps in an interferometer. The optical and camera setup, affects lateral 
and vertical resolution, whilst the algorithm employed to retrieve the surface height affects only the vertical resolution. 

In the following sections, the theoretical best achievable MTF is calculated by combining the 

effect of the optics and the CCD camera. The method used to estimate the lateral resolution is 

described and the results are reported. 

5.2.2 2D resolution 

The MTF for a diffraction-limited incoherent optical system with a circular pupil function can be 

determined analytically as the autocorrelation of the pupil function[178]: 

 
𝐻(𝜈) = { 

2

𝜋
(arccos(𝜈) − 𝜈√1 − (𝜈)2 ) 𝑓𝑜𝑟  𝜈 <

2 𝑁𝐴

𝜆
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (5.2.3) 

 

where 𝜆 is the light wavelength, NA is the objective’s numerical aperture and 𝜈 is the normalised 

spatial frequency. This function is shown in figure 5.10, with the indicative position of the 

spatial frequency specified by the different resolution criteria mentioned in section 5.2.1. 

The camera digitization affects the signal spatially and introduces noise. The intensity value is 

electronically recorded and quantised; as a result, noise (quantisation and electronic) is 

introduced. Spatially, the intensity distribution on the sensor is sampled and averaged. A 

continuous intensity distribution 𝐼(𝑥, 𝑦) is averaged in discrete locations (𝑥𝑖 , 𝑦𝑖) according to 

the following equation: 

 
𝐼(𝑥𝑖, 𝑦𝑖) =  ∫ ∫ 𝐼(𝑥, 𝑦)𝑑𝑥𝑑𝑦

𝑦𝑖+
Δy
2

𝑦𝑖−
Δ𝑦
2

𝑥𝑖+
Δ𝑥
2

𝑥𝑖−
Δ𝑥
2

=    (5.2.4) 
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= ∫ ∫ 𝐼(𝑥, 𝑦) ∗ 𝑔(𝑥 − 𝑥𝑖, 𝑦 − 𝑦𝑖)𝑑𝑥𝑑𝑦 = [𝐼 ⊗ 𝑔]((𝑥𝑖 , 𝑦𝑖))
+∞

−∞

+∞

−∞
   

 

where Δx and Δy are the pixel length in two orthogonal directions and g is the averaging pixel 

function. The intensity function is convolved with the averaging pixel function, corresponding to 

a multiplication in the Fourier domain. In conclusion, the effect of the lateral averaging of the 

camera is a multiplication by a transfer function equal to the Fourier transform of the pixel 

averaging function. Considering Δx = Δy = d and a uniform averaging pixel function, the 

detector MTF is a sinc function with the first zero at a spatial frequency of 1/d (see figure 5.12).  

 

Figure 5.12. Example of detector transfer function. 

The combination of the theoretical diffraction-limited MTF and the detector MTF for the 2× and 

5× magnification objective lenses are shown in figure 5.13. In these cases the calculation for the 

optical MTF are relative to the longest wavelength used in the WSI scan, i.e. 0.695 µm. 
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Figure 5.13. Combination of the optics and detector transfer functions. The pixel size does not affect the lateral 
resolution 

The detector pixel size is small enough to not reduce considerably the optical MTF. Potentially 

an intensity image of a sinusoid with a spatial frequency up to 150 cycle/mm and 400 cycle/mm 

can be detected, respectively, for the 2× and 5× objective lens. These frequency values are 

upper bounds on the achievable surface topography resolution, since no phase can be measured 

if the interference signal has no intensity. The calculated MTF is the best achievable from an 

objective lens with no aberration. However, the WSI measures surfaces out of focus and, 

therefore, defocus aberration and other optical non-ideality will results in the actual MTF being 

different from the theoretical one. 

5.2.3 Optical aberrations 

The effect of defocus aberration on the OTF is known and has been modelled analytically [178]. 

When a focusing error is present, the centre of curvature of the spherical wavefront converging 

towards the image of an object point-source lies either to the left or to the right of the image 

plane (see figure 5.14).  
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Figure 5.14. Wavefront error due to defocus aberration. 

For a point on the optical axis the ideally spherical phase distribution (with the paraxial 

approximation) is: 

 
𝜙(𝑥, 𝑦) =  −

𝑘

2𝑧
(𝑥2 + 𝑦2) (5.2.5) 

where 𝑘 is the wavenumber of the propagating light, 𝑧 is the distance of the focal spot and 𝑥 and 

𝑦 the orthogonal coordinates in the pupil plane. When a point-source is not at the focal spot the 

wavefront difference between the in-focus and out-of-focus wavefront is: 

 
𝑘𝑊(𝑥, 𝑦) =  −

𝑘

2
(

1

𝑧𝑖𝑛
−

1

𝑧𝑜𝑢𝑡
) (𝑥2 + 𝑦2) (5.2.6) 

which has a maximum value at the extreme of the pupil, i.e. when 𝑟2 = 𝑥2 + 𝑦2 ,where r is the 

pupil radius. The maximum wavefront error therefore can be written as: 

 
𝑊𝑚 = −

1

2
(

1

𝑧𝑖𝑛
−

1

𝑧𝑜𝑢𝑡
) 𝑟2 (5.2.7) 

Rewriting the wavefront error explicating the maximum value it becomes: 

 
𝑘𝑊(𝑥, 𝑦) = 𝑘 𝑊𝑚

(𝑥2 + 𝑦2)

𝑟2
 (5.2.8) 

where 𝑊𝑚 is the maximum wavefront error and it is used as a measure of the severity of the 

defocus error. 
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The pupil function in general can be written as an intensity of the radiating field multiplied by a 

factor which takes into account the wavefront distribution across the pupil: 

 
𝑃𝑐(𝑥, 𝑦) = 𝑃(𝑥, 𝑦)𝑒𝑗𝑘𝑊(𝑥,𝑦) (5.2.9) 

For an aberration-free lens the wavefront is equal to zero across the pupil. In all cases the OTF 

can be calculated as the autocorrelation of the pupil function [178]. Figure 5.15c and figure 

5.15d shows the MTF for different amount of defocus aberration, for two cases, uniform and 

Gaussian pupil intensity distribution, in figure 5.15a and figure 5.15b, respectively. 

 

Figure 5.15. a) Uniform pupil intensity distribution and  c) MTF for several amount of defocus aberration. b) Gaussian 
pupil intensity distribution and d) MTF for several amount of defocus aberrations. On the MTF curve the observed full 

width full transmission spatial frequency range has been highlighted. 

The defocus aberration affects the MTF mainly in the mid-spatial frequency range. For an 

increasing amount of defocus the lateral resolution for a given contrast decreases. The lens 

depth of focus is defined as the amount of focus for which the wavefront error does not exceed a 

quarter of the wavelength [182]. The objective lenses used have a NA of 0.055 and 0.14, for the 

2× and 5× objective, corresponding to a DOF of ±97 µm and ±15 µm, respectively. The 

wavefront distortion due to defocus might also introduce errors along the z-axis. The 

interference is obtained by comparing the surface wavefront from the measurement and 

reference arm. The reference mirror is always in focus whilst the measured surface has a 

variable amount of defocus depending on its position in the measurement range. 
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The effects of defocus aberration on height measurement with a PSI have been measured 

experimentally. Takuma et al [183] observe an increasing surface curvature which depends on 

the defocus position.  

 

Figure 5.16. Surface shape observed in a PSI instrument at two different defocused positions corresponding to a) 
+35 % and b) -35% of the DOF(from[183]). 

The surface curvature causes an error in step height measurement of 0.11 nm per fringe with an 

objective lens with NA equal to 0.4 and evaluated in an interval of ±35 % of the objective lens 

depth of focus. 

 Such an error is two orders of magnitude smaller than the observed z-axis non-linearity as 

reported in section 4.1.3. The amplitude of the z-axis non-linearity errors makes difficult to 

observe and quantify the defocus aberration effect of the surface topography. Further work is 

required to reduce the noise and the z-axis non-linearity to a value smaller than the error 

introduced by the defocus aberration, in order to characterise and eventually correct it. For a 

Gaussian intensity distribution across the pupil, the lateral resolution decreases by 

approximately 40% from its value at the best focus. 

5.2.4 3D resolution 

It was discussed in section 5.2.1 that the OTF is a complete characterisation of an instrument’s 

lateral and vertical resolution. However, the ISO standards for determining OTF of an optical 

measuring instrument are not yet published. 
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Widely accepted criteria to determine the lateral resolution are: the Rayleigh and Sparrow 

criteria for incoherent illumination and Sparrow for coherent illumination. ISO standard 25178 

part 600[99] and Giusca et al. [147] define definitions relative to the lateral resolution such as 

the lateral period limit or the width full limit for full height transmission.  

The instrument period limit is defined as “the spatial period of a sinusoidal profile at which the 

height response of an instrument falls to 50%”, while the width full limit for full height 

transmission is defined as the “width of the narrowest rectangular groove whose measured 

height remains unchanged by the measurement”. 

In order to measure the instrument period limit, a sinusoidal surface with varying pitch can be 

used. This artefact is usually in the form of a chirp artefact [184]. Several measurements are 

required to evaluate the response as a function of the direction. On the other hand, a three-

dimensional Siemens star (areal star groove  (ASG) type physical measurement standard[185]) 

can be used to approximate the lateral period limit [147] or the limit for full height 

transmission. The advantage of a three-dimensional Siemens star is to provide a continuum of 

spatial periods in all lateral directions potentially providing good lateral resolution estimation.  

To measure the modulus of the OTF, ISO standard 25178-604 suggests measuring a step height 

much smaller than the mean wavelength of the illumination. This suggestion is given to avoid 

increased sensitivity to spatial frequencies beyond the Sparrow criterion, i.e. to avoid spatial 

frequency nonlinear coupling [175]. A disadvantage of the MTF modulus measurement, as in the 

sinusoidal artefact, is that it only provides a unidirectional estimation of the lateral resolution. 

5.2.5 Type ASG analysis 

Estimation of the lateral period limit for optical instruments has been reported through 

measurement of ASG type artefacts [147]. To obtain the instrument response for a continuous 

set of spatial frequencies the Siemens star is assessed with the profile along the radial direction. 

Two profiles are needed for the lateral resolution evaluation: one profile from two diametrically 

opposed raised petals (see figure 5.17(left)) and one from two opposed lowered petals (see 

figure 5.17(right)). The difference between two adjacent profiles represents the measured step 

height for several value of lateral period (see figure 5.18(top)), also called the instrument 

response profile (IRP) [147]. The lateral resolution can be assessed by observing the measured 

height trend for increasing spatial frequency value, i.e. approaching the star centre. In order to 

evaluate the instrument period limit, the measured height and the lateral distance are scaled. 

The height is normalised to evaluate the position where the measured height drops by 50 %; the 

lateral axis is scaled by π/18, which is the scaling factor between the diameter and the groove 

lateral period for a Siemens Star with 36 petals. 
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Figure 5.17. Lower petal profile extraction (left) and upper petal profile extraction (right). 

 

Figure 5.18: Upper and lower petal subtraction result (top). Instrument Response Profile (IRP) normalised to 100 in 
order to extract the 50% cut-off resolution. The lateral distance between the 50 % cut-off points is proportional to the 

lateral period limit D.   

5.2.6 ASG Analysis for WSI 

A procedure to assess the lateral resolution of the WSI instrument is hereby reported. The 

measured Siemens star has an inner diameter of 12 µm and an outer diameter of 230 µm, and a 
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nominal height of 200 nm. Therefore, the range of lateral period available in the star goes from 

2.1 µm to 40 µm, or alternatively, from 476 cycle/mm to 25 cycle/mm. A height of 200 nm does 

not satisfy the condition for considering the measurement a linear filtering process, (h<<λ) 

since the illumination wavelengths are in between 589 nm and 695 nm. Optical instrument are 

sensitive to spurious signals coming from the top and the bottom star surface[88] and, 

therefore, large measurement errors are introduced at the edge of the step heights (see figure 

5.19(bottom)). 

 

Figure 5.19: Example of ASG type artefact measurement of WSI. Top: Areal measurement. Bottom: extracted circular 
profile dashed in the areal measurement; note the artefacts at the step height edges (only one is marked for clarity). 

The edge error becomes an important contribution when the analysis reported in section 5.2.5 

is applied to the measurement. The IRP exhibits large spikes close to the apex of the star (see 

figure 5.20). The presence of such spikes affects the 50 % cut-off frequency estimation. 

Therefore, the width limit for full transmission criterion is employed. To estimate the full 

transmission resolution, the distance between points corresponding to a change in height 

greater than 10 % is measured (see figure 5.20). The 10 % condition is chosen to agree with the 

worst case of measurement noise for 2× and 5× objective lenses (see section 3.3) which is in 

between 15 to 20 nm and, therefore, approximately 10 % of the ASG height. 
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Figure 5.20. Example of ASG extracted profile on WSI. Note the spike when approaching the centre of the siemens star. 

The analysis is repeated for two orthogonal directions in the lateral plane, and at five negative z-

positions in the instrument range. The IRPs for the 5× objective lens are shown in figure 5.21 

and their analysis is summarised in figure 5.22. 

 

Figure 5.21. IRPs for two orthogonal directions as a function of the defocus position. Horizontal profiles are relative to 
the frequency along the y-axis and vertical profile are relative to frequency along the x-axis. 
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Figure 5.22: Width full limit for full transmission cut-off frequency results. 

The frequency response along the two perpendicular axes is different. In particular along the y-

axis the cut-off frequency is lower than along the x-axis. This effect could be due to optical 

aberrations which affect differently the two orthogonal directions such as astigmatism. For 

increasing negative z-position the cut-off frequency decreases due to increasing defocus 

aberrations. The maximum cut-off frequency is 124 cycles/mm when the measurement is taken 

close to the focal plane and along the x-axis. The minimum cut-off frequency is approximately 

80 cycle/mm measured at a position farther from the focal plane along the y-axis. 

The uncertainty in the lateral resolution estimation depends on the pixel size, the measurement 

noise, and the manufactured accuracy of the Siemens star. In a simple model, the length 

measurement uncertainty due to the pixel size is propagated in the form of a triangular 

distribution with a variance  𝑆𝑑
2/6  where 𝑆𝑑 is the pixel size in the image space [186]. For a 

pixel size of 1.2 µm, the standard uncertainty in the length measurement is 0.490 µm. Therefore, 

the maximum resolution standard uncertainty is 0.27 cycle/mm. The estimated full width full 

transmission resolution estimated for the 5× objective lens has a maximum of 124 cycle/mm 

and a minimum of 80 cycle/mm, corresponding to a spatial frequency range from 0.6
𝑁𝐴

𝜆
 to 

0.4
𝑁𝐴

𝜆
, respectively, calculated at the longest wavelength. In table 5.5 a comparison of the 

measured width full transmission period/frequency estimated is compared with the Rayleigh 

and Sparrow resolution criteria and the detector cut-off period/frequency. 
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Table 5.5. Summary of theoretical resolution criteria(Rayleigh and Sparrow) the measured width at full transmission 
and the pixel size for the 2× and 5× objective lenses. 

Objective lens 2× 

(NA=0.055) 

5× 

(NA = 0.14) 
 

Period 

µm 

Frequency 

Cycle/mm 

Period 

µm 

Frequency 

Cycle/mm 

Rayleigh resolution 

(at λ=695 nm) 
7.7 130 3.0 333 

Sparrow resolution 

(at λ=695 nm) 
5.9 168 2.3 429 

Estimated width full 

transmission 
-- -- 

12.5 

8.0 

Min: 80 

Max:125 

max Camera cut-off 

period/frequency 
3.0 333 1.2 833 

 

The Rayleigh criterion for the NA of the discussed objective lens for the longest wavelength 

employed is 3 µm, which corresponds to 333 cycles/mm which is a value three times larger 

than the estimated width full transmission measured. However, the Rayleigh criterion refers to 

an intensity image with a decreased contrast. In interferometry instruments, a phase image 

(rather than intensity) is evaluated, and therefore in the measurements reported a phase image 

without any contrast reduction is employed to evaluate the lateral resolution. Furthermore, 

aberrations, such as defocus and astigmatism, and other optical non-ideality might lower the 

resolution. 

In the case of the 2× objective lens (NA=0.055) the widest Siemens star does not cover the 

required range of spatial frequency needed. In figure 5.23, data from the areal measurement of a 

Siemens star is shown at the top, while the subtraction of two horizontal profiles is shown at the 

bottom. Large errors are evident at the edge of the steps and profile height data is missing at the 

extremes of the IRP. 
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Figure 5.23. ASG type artefact measured with 2× objective lens. Top: areal measurement. Bottom: Profiles subtraction. 

To estimate the lateral resolution for the 2× objective lens, a Siemens star with lower spatial 

frequency range is needed. The lower frequency value can be achieved in two ways: 

manufacture a larger Siemens star or manufacture a Siemens star with a decreased number of 

petals. However, such an artefact could not be obtained. 

It was discussed at the beginning of section 5.2.4 that a sinusoidal artefact can be used to 

sample the ITF in discrete steps. However, the low NA imposes a limit of the maximum 

acceptable slope: 

 
𝑃𝑡𝜋𝑓 < 𝑁𝐴 (5.2.10) 

where 𝑃𝑡 is the sinusoidal amplitude (peak to valley), f is the spatial frequency of the sinusoid 

and NA is the objective numerical aperture. More than a single value of spatial frequency would 

be needed to extrapolate the lateral response cut-off curve. Another possibility to estimate the 

lateral resolution is measuring the ITF with a step height. However, to avoid the non-linearity 

regime, a step height smaller than 80 nm (h<<λ) with a width large enough to cover several 

pixels (>30 μm) has to be measured [99]. Figure 5.24 shows the measurement of an ACG 

surface with nominal height of 20 nm measured with the 5× objective lens, the step edge 

artefacts are still present. Therefore, the step edge artefacts are likely to be introduced by the 

algorithm which is sensitive to interference signal which is a combination of interference from 

the top and the bottom surface. Due to the presence of the measurement edge artefact, the step 
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edge response has not been explored as a possibility to measure the instrument lateral 

resolution. 

 

Figure 5.24. Areal measurement of ACG surface with a nominal height of 20 nm measured with 5× objective lens (top). 
Highlighted is the area whose profiles are vertically averaged. The resulting average profile (bottom) shows edge 

artefacts. 

5.3 Lateral axes combined measurement uncertainty 

5.3.1 Amplification and linearity 

To estimate the lateral axis uncertainty the amplification and linearity deviation contribution 

estimated with the self-calibration method are used. The contribution of the linearity errors to 

the measurement uncertainty is propagated in the form of a rectangular distribution that has a 

variance equal to the square of the step height error value divided by three (𝑢𝑒𝑟𝑟𝑜𝑟
2 = 𝛿𝑒𝑟𝑟𝑜𝑟

2 /3). 

The repeatability and reproducibility are propagated in the form of a normal distribution with 

zero mean and variance equals to the square value of the repeatability (𝑢𝑟𝑒𝑝𝑒𝑎𝑡
2 = 𝛿𝑟𝑒𝑝𝑒𝑎𝑡

2 ,

𝑢𝑟𝑒𝑝𝑟𝑜𝑑
2 = 𝛿𝑟𝑒𝑝𝑟𝑜𝑑

2 ). The combined effect of the measurement errors, repeatability and 

reproducibility on the co-ordinate measurement standard uncertainty (𝑢𝑇−𝑧) is given by: 

 
𝑢𝑇−𝑖 = √𝑢𝑒𝑟𝑟𝑜𝑟

2 + 𝑢𝑟𝑒𝑝𝑒𝑎𝑡
2 + 𝑢𝑟𝑒𝑝𝑟𝑜𝑑

2  (5.3.1) 

 

The results for 𝑢𝑇−x and 𝑢𝑇−𝑦 measurement uncertainty are shown in table 5.6 and table 5.7 for 

the 2× and 5× objective lens, respectively. For both objective lens the maximum 𝑢𝑇−i  (0.73 µm 
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and 0.57 µm, for the 2× and the 5× objective lens, respectively) is below the theoretical optical 

lateral resolution (7.7 µm and 3.0 µm). 

5.3.2 Perpendicularity 

The perpendicularity contribution to the measurement uncertainty (𝑢𝑃𝐸𝑅) is propagated in the 

form of a rectangular distribution, with an amplitude equal to the perpendicularity error for the 

maximum possible length (1 nm after the linear dewarping step for both objective lenses).  

Therefore, the contribution is equal to 0.6 nm.  

5.3.3 Lateral resolution 

The lateral resolution contribution to the measurement uncertainty 𝑢𝑅𝑒𝑠 is propagated in the 

form of a rectangular distribution that has a variance equal to 
𝑅𝑒𝑠2

3
, where Res is the width full-

limit for full transmission. For the 5× objective lens, the minimum cut-off frequency in the 

vertical range corresponding to the width full-limit for full transmission is 80 cycle/mm 

corresponding to a period of 12.5 µm. Therefore, the measurement uncertainty contribution is 

7.2 µm. For the 2× objective lens the lateral resolution was not estimated, due to unavailability 

of artefacts covering the lateral periods of interest. 
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Table 5.6. Combined uncertainty relative to the top row (x-axis) and left column (y-axis) with the self-calibration 
method after the linear dewarping step for the 2× objective lens. 

Nominal 
length 𝒖𝒆𝒓𝒓𝒐𝒓 = √

𝜹𝒆𝒓𝒓𝒐𝒓
𝟐

𝟑
 𝒖𝒓𝒆𝒑𝒆𝒂𝒕  𝒖𝒓𝒆𝒑𝒓𝒐𝒅  𝒖𝑻−𝐱 𝒖𝑻−𝒚 

 
x y x y x y x y 

/ µm 

100 0.11 0.16 0.32 0.32 0.105 0.098 0.35 0.37 

200 0.02 0.12 0.30 0.30 0.066 0.106 0.31 0.34 

300 0.12 0.01 0.28 0.29 0.59 0.074 0.67 0.30 

400 0.16 0.08 0.27 0.28 0.06 0.072 0.32 0.30 

500 0.20 0.20 0.26 0.26 0.031 0.0131 0.33 0.33 

600 0.20 0.14 0.25 0.25 0.012 0.013 0.32 0.29 

700 0.10 0.06 0.24 0.24 0.029 0.015 0.26 0.25 

800 0.31 0.18 0.22 0.23 0.019 0.025 0.39 0.30 

900 0.56 0.06 0.21 0.22 0.028 0.022 0.60 0.23 

1000 0.57 0.50 0.20 0.21 0.023 0.007 0.60 0.54 

1100 0.55 0.64 0.18 0.19 0.032 0.031 0.58 0.67 

1200 0.62 0.71 0.14 0.17 0.029 0.069 0.63 0.73 

 

Table 5.7. Combined uncertainty relative to the top row (x-axis) and left column (y-axis) with the self-calibration 
method after the linear dewarping step for the 5× objective lens 

Nominal 
length 𝒖𝒆𝒓𝒓𝒐𝒓 = √

𝜹𝒆𝒓𝒓𝒐𝒓
𝟐

𝟑
 𝒖𝒓𝒆𝒑𝒆𝒂𝒕  𝒖𝒓𝒆𝒑𝒓𝒐𝒅  𝒖𝑻−𝐱 𝒖𝑻−𝒚 

 
x y x y x y x y 

/ µm 
40 0.09 0.13 0.21 0.21 0.25 0.19 0.34 0.31 

80 0.10 0.04 0.23 0.24 0.13 0.18 0.28 0.30 

120 0.00 0.12 0.24 0.25 0.23 0.09 0.33 0.30 

160 0.01 0.20 0.24 0.27 0.08 0.07 0.26 0.34 

200 0.06 0.21 0.25 0.29 0.15 0.04 0.30 0.36 

240 0.08 0.31 0.26 0.30 0.16 0.08 0.31 0.44 

280 0.11 0.32 0.26 0.31 0.00 0.00 0.28 0.45 

320 0.25 0.36 0.26 0.33 0.18 0.01 0.41 0.48 

360 0.38 0.26 0.27 0.34 0.19 0.07 0.51 0.43 

400 0.15 0.35 0.27 0.35 0.13 0.06 0.33 0.50 

440 0.02 0.37 0.26 0.37 0.11 0.07 0.29 0.53 

480 0.06 0.41 0.24 0.39 0.13 0.05 0.28 0.57 

 

5.3.3.1 Combined uncertainty 

The combined uncertainty can be calculated according to the following equations: 
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𝑢𝑥 = √𝑢𝑇−𝑥

2 + 𝑢𝑅𝑒𝑠
2 + 𝑢𝑃𝐸𝑅

2 (5.3.2) 

 
𝑢𝑦 = √𝑢𝑇−𝑦

2 + 𝑢𝑅𝑒𝑠
2 + 𝑢𝑃𝐸𝑅

2 (5.3.3) 

For the 5× objective lens, the lateral axes uncertainty is dominated by the lateral resolution. The 

second contribution is the amplification factor and linearity deviation and, lastly, the 

perpendicularity contribution. The 𝑢𝑥 and 𝑢𝑦 standard uncertainty at the full height 

transmission is approximately 7.22 µm for both axes, i.e. the resolution dominates all other 

uncertainty contributions 

5.4 Summary 

In this chapter the calibration of the MCs relative to the WSI lateral axes are discussed and the 

results reported. For the amplification coefficient and linearity deviation, two methods are 

compared: reference grid method and the self-calibration method. The reference grid method 

results are potentially affected by the alignment of the two measured grids. Furthermore, the 

reference grid method adds the traceable contribution to the final uncertainty, which in the 2× 

objective lens case is one order of magnitude larger than the repeatability and reproducibility 

uncertainty of the measurement. On the other hand, the self-calibration removes the traceable 

uncertainty contribution and it is not affected by errors due to the alignment of the two grids. A 

dewarping algorithm is applied to correct for the lateral axes distortion, and the correction 

coefficient obtained with the two methods are compared. The full-width full-transmission 

lateral resolution is estimated by employing an ASG sample for the 5× objective. Finally the 

combined uncertainty associated with a measurement of lateral distance with no height 

contrast reduction is calculated. 
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6 WSI measurement dynamic range improvements  

It has been shown in section 4.3 how the main contribution to the z-axis measurement 

uncertainty is given by the non-linearity introduced by the processing algorithm. In this chapter 

two algorithm improvements are proposed which improve the measurement performances of 

the WSI by reducing the z-axis linearity deviation and extending the range (section 6.1) or by 

reducing the z-axis linearity deviation and the measurement noise (section 6.2). 

6.1 Quadrature WSI 

To eliminate the z-position sign ambiguity, a further wavelength scanning measurement can be 

taken in order to obtain two interference patterns in quadrature and arrange them respectively 

on the real and imaginary axis to describe a complex signal. The real part can be expressed as 

 𝐼𝑟𝑒𝑎𝑙(𝑘) = 𝑞(𝑘) + 𝑉(𝑘) cos(±4𝜋𝑘𝑧𝑚 − 4𝜋𝑘𝑧𝑟). 

with 𝑧𝑟 = 0 
(6.1.1) 

where the position of the surface in the measurement and reference arm is expressed in 

distance from the objective lens focus plane (𝑧𝑚 and 𝑧𝑟). In standard WSI technique the surface 

position in the reference arm is taken as zero position 𝑧𝑟 = 0. The imaginary part is taken in 

order to have the same frequency as the real part, but with a constant phase shift of π/2 (the so-

called quadrature condition), thus 

 
𝐼𝑖𝑚𝑎𝑔(𝑘) = 𝑞(𝑘) + 𝑉(𝑘) cos(±4𝜋𝑘𝑧𝑚 − 𝜋

2⁄ ). (6.1.2) 

The imaginary part is obtained by introducing a phase shift in the reference arm as a function of 

wavelength by simply shifting the reference mirror at each scan step. The condition on the 

amount of spatial translation of the reference mirror is 

 
−4𝜋𝑘𝑧𝑟 = −𝜋

2⁄  (6.1.3) 

Inverting equation (6.1.3) gives the amount of displacement for the reference mirror as a 

function of wavelength  

 
𝑧𝑟 = 1 8𝑘⁄  (6.1.4) 

Rewriting the interference pattern as a sum of the real and imaginary parts after background 

subtraction and amplitude normalisation gives 

 𝐼𝑐𝑜𝑚𝑝𝑙𝑒𝑥(𝑘) =  cos(±4𝜋𝑘𝑧𝑚) +  icos(±4𝜋𝑘𝑧𝑚 − 𝜋
2⁄ ) =

cos(±4𝜋𝑘𝑧𝑚) +  i sin(±4𝜋𝑘𝑧𝑚) =  𝑒^(±𝑖4𝜋𝑘𝑧𝑚). 
(6.1.5) 

Equation (6.1.5) describes a vector that rotates clockwise or counter-clockwise depending on 

whether the measured 𝑧𝑚 is negative or positive. In the complex signal case, the phase can be 
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extracted directly from the recorded signal, without the need for direct and inverse Fourier 

transforms. Sequentially, the phase is unwrapped and a linear fit allows the phase slope to be 

estimated and the z-position to be determined as in the standard WSI algorithm. 

6.1.1 Cramer-Rao bound derivation 

A model has been developed to compare the performances of the z-height estimation through 

frequency or phase in the presence of additive noise. In real measurements other noise sources 

are present, such as multiplicative noise and phase noise. After filtering multiplicative noise can 

be assimilated to additive noise[64], and phase noise, such as vibration, could be filtered out by 

designing an appropriate phase demodulating algorithm[58]. In a stable environment and with 

an appropriate phase shifting algorithm, phase noise can be minimised and therefore the 

minimum achievable variance in the estimation is set by the additive noise. 

In the measurement, the surface z-height should be estimated from N observations (samples) of 

the interference pattern. The observational model perturbed by an additive random effect is 

given by: 

 
𝐼𝑛(𝜶) = 𝑆𝑛(𝜶) + 𝑊𝑛       𝑛 ∈ [0,… ,𝑁 − 1] (6.1.6) 

where In(α) is the nth observation point, i.e. the intensity recorded at the nth wavenumber kn, 

Sn(α) is the modelled ideal system response where α is the vector of unknown parameters and 

Wn is a random effect. For a given set of wavenumbers {𝑘𝑛}𝑛=0
𝑁−1, Sn(α) describes an N-

dimensional model surface in ℝp, where p is the number of parameters in the vector α and N is 

the number of observed points. The observed data vector In(α) is the perturbed system 

response from the ideal response Sn(α), where α  describes the true state of the system (see 

figure 6.1). 
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Figure 6.1. System model response and its linear approximation. The ideal fringe pattern intensities observed at N 
points are a function of the model parameters 𝜶 to the vector of observed data S(α) . Noise causes the observations to 
not be exactly at the ideal point along the system response curve, but in a point cloud around the ideal. The statistical 
property of the noise can be propagated to obtain the uncertainty of the model parameters. 

In vectorial form, equation (6.1.6) can be written as: 

 ( )I S W  . (6.1.7) 

The noise vector W is assumed zero-mean, white additive Gaussian noise and therefore its 

uncertainty matrix (also called covariance or dispersion matrix) is equal to 𝑈𝑊 = 𝐶𝑂𝑉[𝑊] =

𝜎2ℑ , where ℑ is the identity matrix. The uncertainty matrix is a matrix whose elements in the i,j 

position is the covariance between the i-th and the j-th elements of a vector of random variables. 

If the system response is linear, then 𝑆(𝜶) is a linear function of the parameter 𝜶, and the 

maximum-likelihood estimation method is of least-squares form [187]. Furthermore, if the 

estimation is unbiased, it is possible to propagate the effect of W to obtain the uncertainty 

matrix 𝑈𝐿𝑆 associated with the least-squares estimate  𝜶𝐿𝑆. If the system response 𝑆(𝜶)is not 

linear, the estimator is not biased and the noise is sufficiently small, the problem can still be 

linearized around the solution 𝜶𝐿𝑁 to determine an approximate uncertainty matrix 𝑈𝑁𝐿 [187]: 

 
2 1[ ]T

NLU J J 
 

(6.1.8) 

where J is the Jacobian matrix of the system response at the solution 𝜶𝑵𝑳  defined as: 

 ( )

NL

n
nj

j

S
J

 











           [0,..., 1]; [0,..., 1]n N j p     

 

(6.1.9) 



152 
 

The result of equations (6.1.8)and (6.1.9)is also known as the Cramer-Rao bound (CRB) and is a 

known result in the signal processing field both for real and complex tone estimation [188]. The 

CRB establishes a lower bound on the variance of the estimation of a deterministic parameter 

from measured data with additive noise [189]. For clarity, the CRB is adapted for the case in 

which the frequency, the amplitude and the phase are the unknown, and the z-height is the aim 

of the estimation. 

For the real fringe pattern algorithm (standard WSI) the system response is 

 
𝑆𝑛( 𝜶) =  𝑏 cos(4𝜋𝑘0𝑧𝑝 + 4𝜋(𝑘𝑛 − 𝑘0)𝑧𝑓) =  𝑏 cos(𝜑𝑛)     𝑛 ∈ [0,… ,𝑁 − 1] (6.1.10) 

where 𝜶 = [𝑏, 𝑧𝑓 , 𝑧𝑝]𝑇, is the vector of the unknown parameters, and in particular 𝑧𝑝 and 𝑧𝑓 are 

the estimated z-positions from the phase and frequency respectively.   

Applying equation (6.1.8)and (6.1.9) and to the particular case of equation (6.1.10) gives 

 

𝑾𝑾𝑺𝑰 ≈ 𝜎2

[
 
 
 
 
 
 
 
 

∑[𝑐𝑜𝑠(𝜑𝑛)]2
𝑵−𝟏

𝒏=𝟎

′′ ′′

∑ −4𝜋(𝑘𝑛 − 𝑘0)𝑏 𝑐𝑜𝑠(𝜑𝑛)sin (𝜑𝑛)

𝑵−𝟏

𝒏=𝟎

∑[4𝜋(𝑘𝑛 − 𝑘0)𝑏 𝑠𝑖𝑛(𝜑𝑛)]2
𝑵−𝟏

𝒏=𝟎

′′

∑ −4𝜋𝑘0𝑏 𝑐𝑜𝑠(𝜑𝑛)sin (𝜑𝑛)

𝑵−𝟏

𝒏=𝟎

∑[4𝜋𝑏 𝑠𝑖𝑛(𝜑𝑛)]2
𝑵−𝟏

𝒏=𝟎

(𝑘𝑛 − 𝑘0)𝑘0 ∑[4𝜋𝑘0𝑏 𝑠𝑖𝑛(𝜑𝑛)]2
𝑵−𝟏

𝒏=𝟎 ]
 
 
 
 
 
 
 
 
−1

 (6.1.11) 

where the second element on the diagonal is the variance in the z-position estimation from the 

frequency due to an additive noise perturbation with variance 𝜎2. Note that the CRB depends on 

the z-position to estimate from the phase 𝜑𝑛. Summing the sampled value of a cosine or sine 

over an integer number of periods would give a lower value than summing over samples of a 

sinusoid with a non-integer number of periods. 

For the case in which an imaginary fringe pattern is recorded (Q-WSI), the system model is  

 
𝑆(𝑘𝑛, 𝜶) = 𝑏 ∗ 𝑒𝑖[4𝜋𝑘0𝑧𝑝+4𝜋(𝑘𝑛−𝑘0)𝑧𝑓] = 𝑏 ∗ 𝑒𝑖[𝜑𝑛]                   𝑛 ∈ [0,… ,𝑁 − 1] (6.1.12) 

and, therefore, the propagated variance in the parameters estimation due to a perturbation in 

the observed data is 

 

𝑾𝑸−𝑾𝑺𝑰 ≈ 𝜎2

[
 
 
 
 
 
 
𝑁 ′′ ′′

𝟎 ∑[4𝜋(𝑘𝑛 − 𝑘0)𝑏]2
𝑵−𝟏

𝒏=𝟎

′′

𝟎 [4𝜋𝑏]2𝑘0 ∑(𝑘𝑛 − 𝑘0)

𝑵−𝟏

𝒏=𝟎

(4𝜋𝑘0𝑏)2𝑁
]
 
 
 
 
 
 
−1

 (6.1.13) 

The variance in the z-position estimation from the frequency is the second diagonal element for 

both cases. An important difference is that, in the complex case (Q-WSI), the bound is 

independent from the z-position being estimated. 
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6.1.2 Signal processing simulations  

In this section, simulations of the algorithm response for both the standard WSI and proposed 

Q-WSI method are presented. The system response is simulated with equation (6.1.11) and 

(6.1.13) for a given z-position. White independent Gaussian noise is added to the ideal system 

response in order to achieve a desired ratio between the sinusoid amplitude and the noise 

standard deviation ( 
𝑏

𝜎
 ). For a real sinusoidal signal, the power is 

𝑏2

2
, whilst for a complex 

sinusoidal signal, it is 𝑏2. Therefore, the signal to noise ratio is 3dB higher in the Q-WSI case. 

Ten different noise patterns were generated and the root mean square (RMS) error of the 

estimated z-position through the frequency is calculated. For consistency in measurement time, 

the WSI and Q-WSI are simulated with the same total number of measured points: the WSI 

pattern is sampled in 𝑁 points, while the Q-WSI has 𝑁/2 samples for the real part and 𝑁/2 

samples for the complex part, i.e. the sampling density is less in the Q-WSI case. The Nyquist-

Shannon theorem is satisfied in both cases. 

 

Figure 6.2: Comparison of the algorithms response with 256 total samples. Real interference pattern algorithm 
response with a SNR of 30dB (left), complex interference pattern algorithm response with a SNR of 33dB (right). The 
black line is the Cramer-Rao bound. 

Figure 6.2 shows the algorithm response for the two cases in terms of the RMS error in the z-

position estimation from the frequency. z-position estimation from a real interference pattern 

allows measurement in only half of the instrument’s potential measurement range. There are 

periodic non-linearity in the system response with increasing amplitude closer to the zero 

height (zero OPD point), and there is a CRB singularity for a height of zero. This error and its 

minimisation is discussed in section 4.1 [190]. In contrast, the complex interference pattern 

algorithm is able to exploit the full vertical range of the instrument and does not show 

significant non-linearity.  
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Figure 6.3: Comparison of real WSI (left) and complex Q-WSI (right) methods in terms of RMS error for a positive range 
of heights at three representative SNRs. 

Figure 6.3 is a comparison of the two cases, in the positive z-position range, for several SNRs. 

The RMS error in the real pattern case (WSI) decreases substantially up to a SNR of 60dB. 

Beyond 60dB, the reduction is marginal and the algorithm non-linearity, which are already 

visible at 40 dB, dominate the RMS error. For the complex pattern case (Q-WSI), the RMS error 

reduces with the SNR without showing algorithm non-linearity. 

6.1.3 Error sources 

The ideal recorded interference signal is distorted due to errors such as mean offset, different 

real and imaginary components amplitude  and lack of quadrature [191]. While in a traditional 

quadrature system the mean and amplitude are constant, in WSI they are a function of the 

wavenumber (k). In general, a more realistic interference signal is 

 𝐼𝑐𝑜𝑚𝑝𝑙𝑒𝑥(𝑘) =  𝑞𝑟𝑒𝑎𝑙(𝑘)

+ 𝑉𝑟𝑒𝑎𝑙(𝑘) cos(±4𝜋𝑘𝑧𝑚) +  i[q𝑖𝑚𝑎𝑔(k) + V𝑖𝑚𝑎𝑔(k)cos(±4𝜋𝑘(𝑧𝑚

− 𝑧𝑟)) 

(6.1.14) 

 

where 𝑞𝑟𝑒𝑎𝑙(𝑘) and 𝑞𝑖𝑚𝑎𝑔(𝑘) are the mean intensity function of the real and imaginary 

components respectively, and 𝑉𝑟𝑒𝑎𝑙(𝑘) and V𝑖𝑚𝑎𝑔(𝑘) the interference envelope functions which 

are both not constant. The z-axis actuator a calibration errors are modelled by substituting 

𝑧𝑟(𝑘) =  −
1

8𝑘
+ 𝑃(𝑘), where 𝑃(𝑘) takes into account the lack of quadrature. Substituting in 

equation (6.1.14) and using trigonometric identities leads to 
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 𝐼𝑐𝑜𝑚𝑝𝑙𝑒𝑥(𝑘) = 𝑞𝑟𝑒𝑎𝑙(𝑘)  + 𝑉𝑟𝑒𝑎𝑙(𝑘)cos(±4𝜋𝑘𝑧𝑚) +  

i(q𝑖𝑚𝑎𝑔(k) + V𝑖𝑚𝑎𝑔(k)[± sin(4𝜋𝑘𝑧𝑚)𝑐𝑜𝑠(4𝜋𝑘𝑃(𝑘))

+ cos(4𝜋𝑘𝑧𝑚)𝑠𝑖𝑛(4𝜋𝑘 𝑃(𝑘))] =  𝐶(𝑘) +  𝑖 𝑆(𝑘)  

(6.1.15) 

where the ideal system response is obtained by assuming 𝑞𝑟𝑒𝑎𝑙(𝑘) = 𝑞𝑖𝑚𝑎𝑔(𝑘) = 0, 𝑉𝑟𝑒𝑎𝑙(𝑘) =

𝑉𝑖𝑚𝑎𝑔(𝑘) and 𝑃(𝑘) = 0. The relative phase is then given by 

 
Θ(𝑘) = atan (

𝑆(𝑘)

𝐶(𝑘)
) (6.1.16) 

which, in the ideal case, is perfectly linear. The phase deviates from a perfect linear distribution 

due to signal non-ideality (offset, envelope, and phase shift error). The distortion of the phase 

due to those effects can be obtained analytically with a linear approximation of the model 

around the ideal system response 

 
Θ(𝑘) = Θ0(𝑘) + 

𝜕Θ

𝜕𝑞𝑟𝑒𝑎𝑙
𝑞𝑟𝑒𝑎𝑙(𝑘) +

𝜕Θ

𝜕𝑞𝑖𝑚𝑎𝑔
𝑞𝑖𝑚𝑎𝑔(𝑘) +

𝜕Θ

𝜕𝑉𝑟𝑒𝑎𝑙
𝑉𝑟𝑒𝑎𝑙(𝑘)

+
𝜕Θ

𝜕𝑉𝑖𝑚𝑎𝑔
𝑉𝑖𝑚𝑎𝑔(𝑘) +

𝜕Θ

𝜕𝑃
𝑃(𝑘) 

 

(6.1.17) 

where q, V and P are functions which take into account the shape of the means, amplitude and 

phase errors. Analytically we can obtain 

 Θ(𝑘) = ±4𝜋𝑘ℎ𝑚 ∓ 𝑞𝑟𝑒𝑎𝑙(𝑘) sin(4𝜋𝑘𝑧𝑚) + 𝑞𝑖𝑚𝑎𝑔(𝑘)cos(4𝜋𝑘𝑧𝑚)

+  (𝑉𝑖𝑚𝑎𝑔(𝑘) − 𝑉𝑟𝑒𝑎𝑙(𝑘)[± sin(4𝜋𝑘𝑧𝑚) cos(4𝜋𝑘𝑧𝑚)]

+ 4𝜋𝑘𝑃(𝑘) [cos(4𝜋𝑘𝑧𝑚)]2 

(6.1.18) 

In effect, the ideal linear varying phase is distorted with added ripples. Those ripples have 

amplitude proportional to the expression of the means, envelopes and actuator calibration 

errors. The mean offset component leads to a ripple with the same frequency as the interference 

signal. The envelopes add a ripple with a frequency twice that of the fringe pattern frequency. 

Finally, the actuator phase shift error adds a ripple with twice the fringe pattern frequency and 

a constant bias. 

Figure 6.4 shows a simulation of those errors, and compares the simulated phase ripples with 

the approximate model derived above. Figure 6.4a shows the case for a constant background of 

30% the fringe visibility with a quadratic drop to zero towards the signal edges, the maximum 

amplitude of the phase ripple is 0.433 radians (see figure 6.4b). For a signal with a different 

envelope (20% amplitude difference with quadratic drop towards the edge and a maximum 

shifted by 0.05 µm-1 in figure 6.4c), the maximum phase error is 0.238 radian and reaches zero 

when the envelope amplitude is the same (see figure 6.4d). For the actuator phase shifting 

error, a constant offset error of 10 nm and a linear error of 10% are simulated (see figure 6.4e). 

The phase ripple has maximum amplitude of 0.225 radians (see figure 6.4f). For all the cases, 
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the simulated and the linear approximated error in equation (6.1.18) have similar shapes. These 

phase distortions cause a bias in the linear fitting of the phase slope if not taken into account. 

 

Figure 6.4: Effect of error sources in the Q-WSI method. The real and imaginary components of the interference signal 
are shown (a,c,e) for three cases: non-zero mean (a), different envelope amplitudes (c), and piezo phase shift error (e). 
The relative phase distortion from the ideal linear case is plotted (b,d,f) from the simulation and according to the 
approximated linear model. 

6.1.4 Experimental results 

Two surfaces have been measured in order to evaluate the measurement performance of the 

proposed Q-WSI method in a real instrument. Note that for the presented method the 

environmental stabilisation has been deactivated to allow controlling the reference mirror 

displacement. As previously discussed the main advantage of Q-WSI over the standard WSI 

technique is that it is able to distinguish between positive and negative z-positions and can 

estimate z-positions around the zero OPD point. Figure 6.5 shows the measurement of a tilted 

optical flat across the zero z-position plane by both the standard WSI and the Q-WSI methods 

implemented with the same hardware. The standard WSI technique begins to display significant 

error for heights shorter than 3 µm. In this range, the surface is not correctly measured and 

shows a very spiky topography where no spikes exist. The Q-WSI method can measure the z-

positions in this range, with a relatively small residual ripple. This ripple is due to phase 

distortion caused by the signal non-ideality, as described in section 6.1.3. 
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Figure 6.5: Comparison of tilted optical flat across the zero height measured with standard WSI (top left) and Q-WSI 
(bottom left). On the right the averaged horizontal profiles of the measurement on the left are compared. 

To further show the extended range of the instrument, a step height with a nominal value of 

30 µm is measured across the zero z-position plane. Figure 6.6 shows the surface topography 

measurement and the corresponding ISO-5436[162] step height calculation for both the 

standard WSI and Q-WSI methods. The step height is correctly measured only with the Q-WSI 

method since the positive height is erroneously assumed to be negative in the WSI method, 

leading to a measured step height of 0.7223 µm. A step height of 30 µm is measured with the Q-

WSI method which is within the calibrated value given by a traceable contact stylus instrument 

(29.864 ± 0.116 at k = 2).  

 

Figure 6.6: a) step height areal measurement (top) and ISO-5436 analysis (bottom) with the standard WSI technique. 
b) step height areal measurement (top) and ISO-5436 analysis (bottom) with the Q-WSI technique. 
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Another advantage of the Q-WSI method is to improve the vertical axis linearity. Since the phase 

is extracted directly from the angle on the complex signal and no Fourier transform is needed, 

the vertical axis error caused by spectral leakage is eliminated [190]. A tilted optical flat is 

measured away from the zero height in order to evaluate the algorithm non-linearity, see figure 

6.7. 

 

Figure 6.7: Comparison of tilted optical flat measured with standard WSI (top left) and Q-WSI (bottom left) away from 
the zero height position. The surfaces are levelled and plotted on the same scale to show the vertical axis non-linearity 
differences. A comparison of the averaged horizontal profiles of the surfaces is shown on the right.  

As can be seen from Figure 6.7 the improvement is substantial: the surface root mean square 

roughness parameter (Sq) decreases from 25.9 nm to 13.5 nm compared to a calibrated value 

smaller than 2.6 nm. The Sq value is still higher than the calibrated value on the flat due to the 

ripple. 

6.1.5 Q-WSI Summary 

In conclusion, a Q-WSI method has been proposed and demonstrated experimentally. Compared 

to the standard WSI method, the Q-WSI method is able to exploit the whole fringe visibility 

range available to the WSI technique. Specifically, the method can distinguish between positive 

and negative z-positions, effectively doubling the instrument’s working range. Moreover, the 

method is capable of measuring z-positions from fringe data containing less than a period, i.e. 

the short range spanning across zero OPD is now accessible. Furthermore, the method 

significantly reduces the non-linearity in the instrument’s vertical axis due to the processing 

algorithm. Algorithm vertical axis non-linearity due to signal non-ideality are still evident as a 

small ripple and a model is proposed to account for these. However, whilst mean and envelope 

errors can be estimated and corrected, it has not been possible to remove the effect of the phase 

shift errors. The Q-WSI method also has a superior performance in the presence of additive 

Gaussian noise by closely approaching the CRB. The main disadvantage of the Q-WSI technique 
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is that some mechanical scanning is reintroduced. However, the mechanical scanning 

reintroduced does not affect the measurement speed. With a 5× objective lens it is possible to 

measure heights up to 70 µm in approximately 1.28 seconds, mainly limited by the CCD camera 

speed (200 fps). For comparison, a CSI measurement of surface with heights up to 70 µm, at a 

scan rate of 80 nm per frame and same speed camera would take 4.375 seconds. Multiple phase 

shifted intensity can be acquired in a single shot by employing a phase shift mask [192] or 

multiple cameras [193], avoiding any mechanical scan. 

6.2 Phase and fringe order determination in WSI 

The demodulated phase, including the effect of dispersion and phase change upon reflection, 

can be written as: 

 
0 0 0 0( ) 4 4 ( ) ( )k k z k k z k k         

 (6.2.1) 

In equation (6.2.1), the first term on the right hand side is the initial phase of the fringe pattern, 

the second term relates to its frequency, which is proportional to the difference in the optical 

path between the measurement and reference arm (2𝑧), the third term (τ) takes into account 

the dispersion difference between the interferometer arms, and 𝛾0 is the phase bias and/or 

phase change difference on reflection between the interferometer arms, present for example 

when the reference mirror and the sample are made of different materials. These terms are 

summarised schematically in figure 6.8.  

 

 

Figure 6.8. Explanatory plot of terms in the demodulated phase, Eq. (4). The measured phase differs from the ideal 
value due to dispersion (τ) and phase change upon reflection (γ0). 

In WSI, the absolute height measurement is usually performed through estimation of the 

instantaneous frequency. The instantaneous frequency is calculated by taking the derivative of 

equation (6.2.1): 
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(6.2.2) 

where the estimated height 𝑧𝑓 , is different from the “true” height 𝑧. Dispersion causes the 

absolute height measurement to differ from the “true” value when estimated through the 

frequency of the interference pattern. An additional error 𝛿 in the height estimation through the 

frequency is included: this error is known as “ripple error” or “fringe-bleed through”[194]. The 

ripple error is a consequence of the algorithm’s varying performance which depends on the 

frequency of the processed fringe pattern [190]. This error is a function of the z-height and, 

therefore, unknown a priori. Assuming 𝜏 and 𝛿 are known, the estimated value of z with the 

corrections is: 
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(6.2.3) 

The z-height can also be estimated using the phase intercept. The fringe pattern phase at the 

initial wavenumber (𝑘0) is known with a 2π phase ambiguity and is shifted by the phase change 

upon reflection: 

 
0 0 0( ) 4 ambk k z   

 (6.2.4) 

where zamb is the ambiguous z-height estimated through the phase. The unambiguous z-height is 

then: 
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(6.2.5) 

where m is an integer specifying the fringe order. The phase change on reflection has the effect 

of adding a bias to the phase estimation. By subtracting the offset due to the phase change on 

reflection from the phase, if it is known, the unambiguous estimated z-height through the phase 

is: 

 
 0 0
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ˆ ( ) 2

4
pz k m

k
  


    (6.2.6) 

Figure 6.9 shows a profile of a measured tilted flat both via the frequency and the ambiguous 

phase. 
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Figure 6.9. Example of tilted flat profile measurement. zf  is the unambiguous measurement via estimation of the 
frequency of the fringe pattern. zamb is the ambiguous profile measurement via estimation of the phase of the fringe 
pattern. 

The fringe order can be recovered from the unambiguous zf, thus 

 
𝑚 = 𝑅𝑜𝑢𝑛𝑑[ℎ′] = 𝑅𝑜𝑢𝑛𝑑 [(𝑧𝑓 − 𝑧𝑝 −

1

4𝜋
(𝛿(𝑧) +  𝜏 −

𝛾0

𝑘0
))2𝑘0] (6.2.7) 

where h’ is the data used to calculate the fringe order and Round is a function rounding to the 

nearest integer. zf forms a stair-like shape by subtracting the phase and rounding to the closest 

integer (see figure 6.10). 

 

 

Figure 6.10. Fringe order determination. The profile h’ can be employed to determine the fringe order m. 

In general, 𝛿, 𝜏 and 𝛾0 are not known a priori. 𝛿(𝑧) is a function of the measured displacement, 

and both 𝜏 and 𝛾0 may not be constant across the instrument’s field-of-view. The fringe order 

can be estimated via equation. (6.2.7) assuming 𝛿(𝑧) = 𝜏 = 𝛾0 = 0. This assumption does not 

cause errors in the fringe order determination if the following condition is satisfied: 
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i.e. if the ripple plus the offsets (dispersion and phase change on reflection) are not larger than 

each half stair jump (see figure 6.10). This is satisfied in the WSI considered here, since the 

value of / 4   is in the range of ±40 nm, whilst the coefficients τ and γ0 are estimated to cause 

an offset smaller than one fifth of the fringe order step (≈350 nm). Finally, the zp profile can be 

obtained from the determined fringe order and the phase according to equation (6.2.6). The 

difference between the profile measured via estimation of the frequency and the phase can be 

compared by subtraction, see figure 6.11. 

 

 

Figure 6.11. a) Tilted flat profile measured via estimation of the frequency and via the phase. An offset of 1 µm has been 
added for clarity. b) Difference between the two profiles. 

The difference between the two profiles is equal to the difference between equation (6.2.3) and 

(6.2.5) and: 
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(6.2.9) 

The ripple 𝛿(𝑧) is a major source of error in the measured profile with the standard WSI 

technique, i.e. estimation through only the frequency. The effect of ripple error on the 

measurement is completely removed by employing the frequency derived z-height only to 

resolve the fringe order for the ambiguous phase derived z-height, provided the ripple satisfies 

the condition specified in equation (6.2.8). Further research is required to estimate the 

distribution of the coefficients 𝜏 and 𝛾0 relative to the systematic effects of the optics of the 

interferometer (sometimes referred to as the phase gap analysis [83]). 

6.2.1 CRB for frequency and phase 

For the case in which a complex fringe pattern is recorded, the system model is:  
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where the parameter model vector 𝜶 = [𝑏, 𝑧𝑓 , 𝑧𝑝], i.e. the model unknowns are the amplitude, 

and two z-heights proportional to the frequency and phase. The propagated variance in the 

parameters estimation due to a perturbation in the observed data is: 
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where 
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(6.2.15) 

where the substitution 𝑘𝑛 − 𝑘0 = 𝑛 𝛿𝑘 and the formulae for the sum of the first (N – 1) integers 

and the sum of their squares have been used (∑ 𝑛𝑁−1
𝑛=0 = 𝑁(𝑁 − 1)/2 ; ∑ 𝑛2𝑁−1

𝑛=0 = 𝑁(𝑁 −

1)(2𝑁 − 1)/6). The inverse of a symmetric matrix has an analytical solution: 

 
𝑈𝑁𝐿 ≈ 𝜎2[𝐽†𝐽]−1 = 𝜎2

𝑎𝑑𝑗[𝐽†𝐽]

det[𝐽†𝐽]
 (6.2.16) 

where † denote the transpose and complex conjugate operator, adj is the adjugate matrix 

of its argument and det the matrix determinant[195]. The adjugate matrix is the transpose of 

the cofactor matrix and, therefore: 

 

𝑈𝑁𝐿 ≈ 𝜎2[𝐽†𝐽]−1 =
𝜎2

𝑐𝑏(𝑐𝑝𝑐𝑓 − 𝑐𝑓𝑝
2 )

[

𝑐𝑝𝑐𝑓 − 𝑐𝑓𝑝
2 0 0

0 𝑐𝑏𝑐𝑝 −𝑐𝑏𝑐𝑓𝑝

0 −𝑐𝑏𝑐𝑓𝑝 𝑐𝑏𝑐𝑓

]

=  𝜎2 [

𝑑𝑏 0 0
0 𝑑𝑓 𝑑𝑓𝑝

0 𝑑𝑓𝑝 𝑑𝑝

] = 𝜎2𝐷 

(6.2.17) 

The elements along the diagonal of the matrix UNL are the propagated variance in the estimation 

of the parameters in the system model vector 𝜶, i.e. the minimum achievable estimation 

variance in the presence of additive noise for the amplitude, the z-height estimated via the 

frequency and via the phase of the fringe pattern. Expanding the different contributions leads 

to: 
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and, therefore: 
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where the substitution 𝑁 𝛿𝑘 =  𝛥𝑘 has been used, and the approximations are valid for large N. 

df and dp are the variance in the estimation of the z-height via the frequency or the phase. The 

variance is always proportional to the inverse of the signal to noise ratio 

(SNR=10 log10 [b2/σ2] ). The z-height estimation variance via the frequency is inversely 

proportional to the square of the wavenumber range (𝑁𝛿𝑘 = 𝛥𝑘), i.e. increasing the 

wavenumber range decreases the variance of the frequency estimation. Additionally, the phase 

and frequency variance is inversely proportional to the number of samples. The estimation via 

the phase is inversely proportional to the square of the wavenumber for which the phase is 

evaluated (𝑘0). In a wavelength period, the phase varies by 2π and, therefore, shorter 

wavelengths (larger wavenumbers) reduce the variance in the z-height estimation through the 

phase, as expected. For example, for a SNR of 20 dB (𝑏/𝜎 = 10) and 128 samples, the z-

estimation CRB through the frequency for a wavenumber range of 1.66 µm-1 to 
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1.43 µm-1 (wavelength range from 600 nm to 700 nm) is approximately 10 nm. On the other 

hand, the z-estimation CRB through the phase for a wavenumber of 1.43 µm-1 and, with the 

same parameters as the frequency estimation, is approximately 1 nm. The ratio between the 

CRB through the frequency and the phase, for large N, is equal to: 
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which, for the wavenumber values reported above corresponds to an improvement of the  

standard deviation of the z-height estimation of approximately ten. 

For the case where N is equal to 2, the model agrees with the improvement discussed by de 

Groot [17] for Fourier analysis of CSI interferograms and it is equal to: 
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Figure 6.12 shows the results of the simulation of the RMS error of the z-height estimation as a 

function of the number of samples and SNR from the frequency (left) and from the phase 

(right). The wavenumber range employed for the estimation through the frequency is 1.43 µm-1 

to 1.70 µm-1 (corresponding to a wavelength range of 695.2 nm to 589.1 nm) and the estimation 

through the phase is for the initial wavenumber 1.43 µm-1. 

 

Figure 6.12. Comparison of RMS error of z-height estimation through the fringe pattern frequency (a) and through the 
phase (b) as a function of the SNR and the number of samples (N). 

The improvement is approximately an order of magnitude for all cases. The RMS error reaches 

sub-nanometre values for every number of samples for a SNR above 25 dB, corresponding to a 

noise amplitude of approximately 6 % of the fringe visibility. 

6.2.2 Experimental results 

To evaluate the improvements achieved, comparisons using surface measurements are 

reported. It should be noted that in a real WSI instrument, the fringe visibility decreases when 
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further away from the zero OPD position and, therefore, the SNR and resulting measurement 

performance will vary within the instrument’s measurement range. In figure 6.13 an example of 

measurement noise evaluated by subtraction of repeated measurements is shown on two 

different planes of a step height with a nominal height of 12.5 µm (N is equal to 256 in this 

case). The Sq surface parameter of the subtraction divided by the square root of two is an 

estimation the measurement noise[145]. In both cases the measurement noise is reduced by an 

order of magnitude. Note that no spatial filtering has been applied in both cases. 

 

Figure 6.13. Measurement repeatability on the two planes of a 12.5 µm step height. a) Measurement noise via frequency 
estimation and b) measurement noise via phase estimation. 

In figure 6.14 the measurement noise is shown as a function of the number of samples recorded. 

The noise scales as the square root of the number of samples in agreement with the model. 

Acquiring fewer samples allows for faster measurements but increases the value of the 

measurement noise. The minimum number of samples required is given in accordance to the 

Nyquist-Shannon theorem [154]. The measurement speed is ultimately limited by the camera 

frame rate. For 2 × 128 acquired samples the measurement time is 1.25 s for a 200 fps camera, 

allowing measurements of z-heights in the range ±120 µm. For comparison, a CSI fringe 

acquisition of the same vertical range would need to step the piezo-transducer by 71 nm per 

camera frame [163]; with the same camera the entire acquisition would take at least 16.9 s. For 

the specific implementation presented here, the measurement noise including the effect of the 

measurement time is 6.9 nm/√Hz via frequency estimation and 0.65 nm/√Hz via phase 

estimation, mainly limited by the power of the light source. 
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Figure 6.14. Noise as a function of samples acquired for measurement via frequency estimation, and phase estimation. 
In both cases the noise is compared with the square root of the number of samples acquired curve. Note the different 
scales for the two curves. 

In figure 6.15, two measurements of an areal cross grating (type ACG) surface with a nominal 

height of 15 nm are compared. The improvement is clearly noticeable when comparing two 

profiles. The profile estimated via the frequency shows a higher level of noise, bias in the step 

height measurement and edge artefacts. The profile measured via the phase shows a lower level 

of noise, a consistent step height profile measured and minimal edge artefacts. 
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Figure 6.15. Areal surface topography measurements and extracted profiles of a 15 nm nominal type ACG surface using 
z-height estimation via the frequency (a) and via the phase (b). 

The unwanted bleed-through or ripple-error [194], discussed in section 4.1 and section 6.2, is 

caused by bias in the frequency estimation depending on the value of the frequency to be 

estimated [190]. The ripple can be observed by measuring a tilted flat. The levelled surface 

shows ripples perpendicular to the direction of the tilt (see figure 6.16). For the measurement 

via estimation of the frequency, the ripples have an amplitude of the order of tens of 

nanometres (±20 nm), whilst for the phase case, the ripples are reduced by an order of 

magnitude (±2 nm). These axis non-linearities may be due to non-linearity in the light source 

wavenumber scan, and/or the phase demodulation algorithm’s sensitivity to these non-uniform 

phase shifts. 
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Figure 6.16. Areal surface topography measurements and extracted profiles of a calibrated tilted flat (maximum surface 
height Sz of 17.5 nm at coverage probability of 95 %) using z-height estimation via the frequency (a) and via the phase 
(b). 

In figure 6.17 measurement profiles of a steel sphere obtained with the two methods are 

compared. The measurement via frequency estimation shows significant ripple errors, while the 

ripples are not visible using the phase method. However, for high-sloped surfaces, fringe order 

errors begin to appear. Fringe order determination error correction has been reported by Ghim 

et al. [91] for CSI and similar improvements may be possible in WSI. The erroneous fringe order 

determination could be attributed to surface gradient-dependent effects due to the finite 

objective lens numerical aperture (NA) and optical aberrations [92]. The measurements 

reported here are designed to show the level of improvement with the new method and they do 

account for all the effect on the measurement uncertainty of all the instrument’s various 

metrological characteristics [139], [196]. 
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Figure 6.17. Profile of steel sphere measurements via estimation of the frequency (a) and the phase (b). 

6.2.3 Phase WSI Conclusion 

It has been shown that it is possible to combine the fringe frequency and phase information 

acquired in WSI to obtain absolute measurement of heights with repeatability comparable with 

PSI and CSI. The possible sources of error are included and their effects have been discussed. An 

analytical model has been described that allows the calculation of the minimum achievable 

variance (CRB) in the estimation of height from phase and frequency in the presence of 

Gaussian additive noise, showing a theoretical improvement of the measurement repeatability 

by a factor of approximately ten, which is in agreement with the experiments. Moreover, the 

method is also shown to reduce the vertical axis non-linearity by a factor of ten. 

By implementing this method, the useful dynamic range of WSI can effectively be extended and 

comparisons using practical measurement examples clearly show the achieved performance 

improvements. Coupled with the increased measurement speed offered by WSI, this method 

broadens the potential applications of the technique for high-speed metrology at the nanoscale. 

6.3 Summary 

In this chapter two algorithms improvement for the WSI instrument have been described. The 

two algorithms are complementary, i.e. only one or both can be implemented. The Q-WSI 

algorithm allows measuring the z-position sign and therefore correctly distinguishing position 

associated with a positive or negative OPD. Additionally, the z-positions around the zero OPD 

are accessible if an initial estimation of the signal background is known. As a result, the 

measurement range is more than doubled with the drawback of reintroducing some mechanical 

scanning of the reference mirror. However, camera with a pixelated mask may avoid mechanical 

scans and provide multi-phase shifts in a single shot[192].  A description of the technique with a 

theoretical analysis of the sensitivity to additive noise and error due to signal not ideality has 
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also been reported. Real measurements have been reported which shows the doubled range and 

a reduced linearity deviation (±20 nm). 

Another method to improve the performances of the WSI is by combining the fringe pattern 

frequency to resolve the fringe order and the phase to obtain the z-position. (phase WSI). A 

theoretical analysis of the sensitivity to additive noise is reported. Real measurement with the 

phase WSI algorithm shows measurement noise reduced by a factor of approximately 10, 

reaching the sub-nm range, and a linearity deviation also reduced by the same amount (±2 nm). 
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7 Conclusion and future research 

The Thesis Aim was defined in Chapter 1 as:  

 

“To establish traceability of surface topography measurements from a wavelength scanning 

interferometer”. 

 

Three Thesis Objectives were formulated as intermediate steps needed to fulfil the Thesis Aim 

or as strands of research that were successful. 

7.1 Conclusion 

The WSI instrument prototype was successfully built at University of Huddersfield and 

knowledge and experience acquired to continue the development of the technique at NPL 

(Thesis objective 1). 

The MCs were evaluated according to draft international ISO standard and are summarised in 

table 7.1(Thesis objective 2) with other relevant WSI characteristics. 

Measurement noise can be successfully estimated with two methods: subtraction or averaging. 

The flatness deviation can be estimated by measuring a calibrated flat. In this specific WSI 

implementation, the flatness deviation estimation is influenced by measurement noise and z-

axis non-linearity. Measurement noise can be reduced by averaging several measurements, 

thereby reducing the effect on the flatness estimation. The z-axis non-linearity is an error 

introduced by the fringe pattern processing algorithm. Despite reducing the effects of z-axis 

non-linearity by applying a window and avoid edge data from the demodulated phase, the non-

linearity amplitude is comparable to the flatness deviation and therefore likely to affect its 

estimation. 

The z-axis linearity coefficient (the maximum deviation from the best linear fit of the axis 

response) and the amplification factor are traditionally estimated with the SHS standard 

method. Alternate methods for the estimation of these two parameters have been proposed. The 

amplification factor can be estimated using the known wavelength of the light source, while the 

linearity coefficient can be estimated by measuring a tilted flat. It has been shown that the 

proposed method estimates the amplification factor with a lower uncertainty than the SHS 

method. Also, the proposed method provides more detailed information about the linearity 

deviation distribution in the instrument z-axis. 

The lateral-axis amplification factor and linearity coefficient has been estimated by employing 

an ACG artefact.  Two methods are compared: the reference grid method and the self-calibration 

method. The self-calibration method is not affected by error introduced in the alignment of the 

measured ACG with the reference measurement.  
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The full-width full-transmission lateral resolution can be estimated with an ASP artefact. The 

algorithm shows large “batwings” at the step height discontinuity, making estimation of reduced 

contrast lateral resolution, such as the lateral period limit, difficult. The measured MCs for the 

WSI prototype in table 7.1 lead to a standard uncertainty for a single value of height in the order 

of tens of nanometres for both objective lenses. 
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Table 7.1: WSI performance summary. 

 Objective lens 2× 5× 

    

z axis 

Measurement range 
65 µm 

From -5 to -70 µm 

30 µm 

From -5 to -35 µm 

Measurement noise  

(S-filter) (Nm) 

7 nm  

(nesting index: 5 µm) 

6 nm  

(nesting index: 10 µm) 

Flatness deviation 

 (S-filter) (Sz) 

26 nm  

(nesting index: 5 µm) 

34 nm  

(nesting index: 10 µm) 

Amplification coefficient (αz) 1.000 ±0.002 1.000 ±0.002 

Linearity deviation (lz) 

 MPE: Maximum permissible error 

RMSE: Root mean square error 

≤80 nm (MPE) 

16 nm (RMSE) 

≤110 nm (MPE) 

22 nm (RMSE) 

    

Lateral  

axes 

Field of view  

(FOV) 
(1.717×1.243) mm (0.686×0.497) mm 

Amplification coefficient 

(αx , αy) 

x: 1.002 

y: 0.997 

x: 1.000 

y: 0.997 

Linearity deviation (lx, ly) 1.21 µm 0.81 µm 

Width full height transmission (DLIM) -- 80-120 cycle/mm 

    
Speed 

Measurement (for 256 frames) + 

computing speed 
1.2 + 1.5 seconds 1.2 + 1.5 seconds 

 

Table 7.2 present a comparison of the MCs for WSI with other surface measuring topography 

instruments. The MCs of the WSI have smaller values than the MCs of the confocal instrument, 

apart for the measurement noise that has a comparable value, and therefore WSI measurements 

are associated with lower z-axis uncertainty than measurements executed with the confocal 

instrument. CSI instead shows lower MCs value than the WSI and therefore CSI measurement 

are associated with a lower uncertainty than WSI. The main advantage of the WSI with respect 

to the confocal and CSI technique is the measurement speed at the expenses of a fixed 

measurement range set by the objective numerical aperture. The main contribution to the 

uncertainty for WSI measurement is the z-axis linearity, which is an error introduced by the 

fringe processing algorithm. Research efforts have therefore been devoted to finding a suitable 

algorithm with reduced non-linearity effects. The algorithm improvements described in 

section 6 reduces the measurement noise and the linearity deviation by an order of magnitude, 

and therefore to values comparable or smaller than the CSI technique, whilst preserving the 

same measurement speed and doubling the measurement range in the QWSI case.  
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Table 7.2. Comparison of MCs relative to the z-axis across calibrated instruments. The CSI measuring speed has been 
calculated as the time needed to scan vertically 70 µm, with a step size of 80 nm and a camera of 200 fps for a fair 
comparison. 

 
Instrument name Confocal CSI WSI Phase QWSI 

 
Objective lens 20× 50× 20× 50× 2× 5× 2× 5× 

z-axis  

MCs 

Measurement Noise  

/nm 
4.1  1.4  0.17  0.34  7 6 0.6 0.6 

Residual Flatness  

/nm 
162  27  1.6  2.2  26 34 -- -- 

Amplification 

coefficient 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

Linearity deviation  

/nm 
19  18  7  7  16 22 2 2 

  

Additional 

specs 

Measurement range 

/ µm 
2000 2200 70 30 140 60 

Measurement speed 

/ seconds 
10 4.4 1.2 1.2 

 

Two algorithm improvements have been presented in section 6: Q-WSI and phase WSI. 

The Q-WSI technique consists in recording two fringe patterns in quadrature. This solution 

reduces the MPE by approximately half. Another advantage of the Q-WSI mode is to distinguish 

between positive and negative OPD and to measure around the zero OPD position, which 

doubles the vertical range of the instrument. For the 2× and 5× objective lenses, the 

measurement range increases to 140 µm and 70 µm, respectively (Thesis objective 3). The main 

disadvantage of this mode is that it reintroduces some mechanical shift of the reference mirror. 

However, commercially available cameras with a pixelated array on the camera sensor are 

capable of recording four different phase shifts (more than the two required for the Q-WSI) in a 

single shot [192]; alternatively,  multiple cameras can be employed [193]. 

The phase-WSI technique is another proposed solution which greatly improves the WSI 

performance. By estimating the frequency and the phase of the fringe pattern it is possible to 

resolve the fringe order and estimate the z-position with reduced noise and with smaller non-

linearity. Both noise and non-linearity are reduced by an order of magnitude. The achieved 

noise is the sub-nanometres range and the non-linearity amplitude reaches the few nanometres, 

therefore a MPE of the same order of magnitude (Thesis Objective 3). 
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7.2 Future research 

Future work is required to recalibrate the WSI instrument with the Q-WSI and phase WSI 

algorithms. In particular a linear phase demodulation algorithm for the specific need of the WSI 

technique needs to be designed. Linear PSI algorithms are specific to a single known frequency 

of the fringe pattern. Iterative PSI algorithms could provide the best frequency and phase 

estimation performance, reducing measurement noise, linearity deviation and sensitivity to 

high-frequency vibrations. Implementation of the Q-WSI and phase WSI techniques and 

algorithms need to be implemented in parallel on the GPU to fully extend the WSI measurement 

uncertainty characterisation to these techniques. 

The estimation of the flatness map is affected by noise and non-linearity of the vertical axis. The 

proposed techniques greatly reduce the measurement noise and the non-linearity amplitude 

therefore opening the possibility for a more accurate estimation of the flatness map, and 

possibility to study the effect of the defocus aberration on the flatness map and eventually 

correct for it. 

Further research is required to characterise the WSI response as a function of the surface 

spatial frequency. In general, measurement noise increases for surfaces with large slopes since 

the exit pupil is not entirely filled with light. The same applies for rough surfaces: scattered light 

decreases the light collected by the objective lens, reducing the intensity of the interference 

signal. Recent research elaborated an uncertainty model for CSI as a function of tilt, NA and 

surface roughness [197]. Furthermore, two additional MCs are likely to be introduced by the ISO 

standard committee: maximum measurable slope and surface fidelity [198]. 

A complete characterisation of the optics response as a function of the surface spatial 

frequencies, i.e. the OTF, is possible for CSI instruments [179] and similar concept is applicable 

for WSI.  

Design of long depth of focus objective lenses [199] has been reported in the literature: the WSI 

technique may extend its measurement capabilities to high NA objective lens with an extended 

depth of focus. 

A CMOS camera with a phase shifts pixelated array would allow implementing the Q-WSI 

technique without the need to move the reference mirror, therefore keeping the advantages of 

speed and no mechanical moving parts. 

Another possible development is to increase further the measurement speed. In the WSI 

instrument object of this thesis the measurement speed is limited by the frame rate of the CCD 

camera. CMOS or sCMOS [200] (scientific CMOS) cameras may be a solution to increase the 

measurement speed. Both CMOS and sCMOS cameras have higher frame rate, which means 

reduced exposure time. Reduced exposure time coupled with the lower light sensitivity of CMOS 
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sensor would lead to increased measurement noise. To compensate for the increased 

measurement noise due to faster measurement, a high-power light source can be employed. 

Reduction of the measurement speed has to be coupled with reduction of the computation time. 

Optimisation of the parallel phase demodulation algorithms on the GPU and/or FPGA can push 

forward the computing speed. Ultimately a sCMOS sensor with embedded FPGA for on-chip 

computation would provide the lowest latency. 
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Appendix A 

Interference of light  

Interferometric techniques are methods to measure displacement by exploiting the wave nature 

of light. Light as an electromagnetic wave which is fully described by Maxwell’s equations. In a 

homogenous medium, the electromagnetic field propagates as a transverse wave whose electric 

and magnetic field satisfies the wave equation: 

 
∇2𝑢(𝒓, 𝑡) −

1

𝑐2

𝜕2𝑢(𝒓, 𝑡)

𝜕𝑡2
= 0 (7.2.1) 

where ∇2 is the Laplacian operator, 𝑢 is the electric or magnetic field, 𝑐 is the propagation speed 

of the wave, 𝒓 = (𝑥, 𝑦, 𝑧) are the spatial coordinates and 𝑡 is time. In an homogenous, 

transparent medium the propagation speed is equal to 𝑐 =
𝑐0

𝑛
 where 𝑛 is the refractive index of 

that medium and 𝑐0 is the the speed of light in free space. A possible solution of the electric field 

in equation (7.2.1) is a monochromatic wave: 

 
𝐸(𝒓, 𝑡) = 𝐸0(𝒓)cos (𝜔𝑡 + 𝜑(𝒓)) (7.2.2) 

where 𝐸0(𝒓) and 𝜑(𝒓) are the amplitude and phase wavefront of the monochromatic 

wavefunction and 𝜔 is the angular frequency (rad/s). The monochromatic wavefunction is 

usually written in complex form which also satisfy the wave equation and it will simplify the 

algebra later on: 

 
𝐸𝑐(𝒓, 𝑡) = 𝐸0(𝒓)e𝑗𝜔𝑡e𝑗𝜑(𝒓). (7.2.3) 

In practice, any measurement of the electric field is taken over many cycles of the time 

dependent term due to the time response of the detector. What is actually measured is the 

average of the time dependent term. As an example for light in the visible at 600 nm the 

oscillating period is approximately 2 fs (500 THz), faster than any available detector. Therefore 

the complex field is usually written omitting the temporal term: 

 
𝐸𝑐(𝒓, 𝑡) = 𝐸0(𝒓)e𝑗𝜑(𝒓). (7.2.4) 

The intensity of an electric field may be shown to be related to the complex amplitude as: 

 
𝐼(𝒓) ≅ |𝐸0(𝒓)|2 (7.2.5) 

due to the averaging over several cycles. 

Interference occurs when two waves occupy the same points in space. The resulting field is the 

sum of the individual fields: 
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𝐸0(𝒓) = 𝐸1(𝒓) + 𝐸2(𝒓) (7.2.6) 

and the intensity of the two fields can be written as: 

 
𝐼0(𝒓) = |𝐸0(𝒓)|2 = 𝐸0(𝒓) 𝐸0(𝒓)∗  (7.2.7) 

where  𝐸0(𝒓)∗ is the complex conjugate of the complex field. Combining equation (7.2.6) and 

equation (7.2.7) and dropping the spatial dependency for clarity, the resulting intensity is: 

 
𝐼0(𝒓) = |𝐸1|

2 + |𝐸2|
2 + 𝐸1 𝐸0

∗ + [𝐸1 𝐸0
∗]∗ = |𝐸1|

2 + |𝐸2|
2 + 2𝑅𝑒[𝐸1 𝐸0

∗]  (7.2.8) 

where 𝑅𝑒 is the real part of the complex field. In the case of two monochromatic waves of same 

frequency and phase 𝜑1 and 𝜑2 the intensity becomes: 

 
𝐼0 = 𝐼1 + 𝐼2 + 2 √𝐼1𝐼2  cos(𝜑1 − 𝜑2)  (7.2.9) 

where 𝐼1 and 𝐼2  are the intensities of the fields 𝐸1 and 𝐸2 are defined as in equation (7.2.5). The 

observed intensity resulting from the sum of two fields with same frequency and different phase 

is composed by two constant terms corresponding to the intensity of the two fields and a term 

proportional to the cosine of the phase difference between the fields. 

Coherence 

When evaluating the interference between two waves it is important to introduce the idea of 

coherence. The coherence is a measure of the statistical relationship between points of a wave 

over time and space. In order to observe interference there must be some degree of coherence 

or correlation between the phases of the interfering wave. 

For example let’s consider the superposition of several waves having random phases and for 

simplicity equal amplitudes. For 𝑁 waves, each with a phase 𝜑𝑛 the superposition is the sum of 

the complex fields: 

 
𝐸𝑇(𝒓) = ∑ 𝐸𝑛(𝒓)

𝑁

𝑛=1

= ∑ 𝑎(𝒓)𝑒𝑗𝜑𝑛(𝒓)

𝑁

𝑛=1

 (7.2.10) 

and the resulting intensity is: 

 
𝐼𝑇(𝒓) = |𝐸𝑇(𝒓)|2 = 𝐸𝑇(𝒓) 𝐸𝑇(𝒓)∗ = [𝑎(𝒓)]2 ∑ 𝑒𝑗𝜑𝑛(𝒓)𝑁

𝑛=1 ∑ 𝑒−𝑗𝜑𝑛(𝒓)𝑁
𝑛=1 . (7.2.11) 

The double summation gives a result in the form of: 

 
𝐼𝑇(𝒓) = 𝑎2(1 + 𝑒𝑗(𝜑1−𝜑2) + 𝑒−𝑗(𝜑1−𝜑2) + 1…) (7.2.12) 

where the spatial dependency has been dropped for clarity. By using the trigonometric identity 

cos(𝜑) =
1

2
(𝑒𝑗𝜑 + 𝑒−𝑗𝜑) equation (7.2.12) becomes: 
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𝐼𝑇 = 𝑎2(𝑁 + 2 cos(𝜑1 − 𝜑2) + ⋯). (7.2.13) 

If 𝑁 is large the contribution of the cosines averages out and the observed intensity becomes: 

 
𝐼𝑇 = 𝑎2𝑁 (7.2.14) 

i.e. the sum of the time averaged intensities. Therefore, in the case of field superposition with 

random phases the interference is not observable due to the intensities averaging. To observe 

the interference, some correlation or coherence between the phases has to be present.  

The light coherence can be separated into two types: temporal and spatial coherence. The 

degree of coherence of light is described statistically by the use of the correlation function, i.e. a 

measure of the similarity of two waves as a function of the shift between them. 

Temporal coherence 

The autocorrelation function of the complex wave-function is defined as: 

 
𝐺(𝜏) = lim

𝑇→∞

1

2𝑇
∫ 𝐸∗(𝑡)𝐸(𝑡 + 𝜏)

𝑇

−𝑇

𝑑𝑡 =< 𝐸∗(𝑡)𝐸(𝑡 + 𝜏) > (7.2.15) 

where the spatial dependency is excluded for brevity and the assumption that the complex field 

is stationary, i.e. its statistical properties do not change over time is made. The function 𝐺(𝜏) is 

called the temporal autocorrelation function and its maximum is always found to be at 𝐺(0). It is 

useful to define the complex degree of temporal coherence by normalising equation (7.2.15) so 

its maximum value does not exceed unity: 

 
𝑔(𝜏) =

𝐺(𝜏)

𝐺(0)
= 

<𝐸∗(𝑡)𝐸(𝑡+𝜏)>

<𝐸∗(𝑡)𝐸(𝑡)>
. (7.2.16) 

If 𝑔(𝜏) decays monotonically on either side of its peak value, the coherence time is defined as 

the time for which the complex degree of temporal coherence drops by a prescribed amount. 

From the point of view of interferometry, the coherence length is more often used because the 

time delay is introduced by changing the optical path length in the instrument. The coherence 

length is related to the coherence time by: 

 
𝑙𝑐 =

𝑐

𝑛
𝜏𝑐 (7.2.17) 

where 𝑐 is the speed of light in vacuum, 𝑛 is the refractive index of the medium in which the 

wave is travelling and 𝜏𝑐  is the coherence time. 

The temporal coherence of light is related to its power spectral density (PSD) due to application 

of the Weiner-Khinchin theorem. The Wiener-Khinchin theorem states that the PSD of a 

stationary process is equal to the Fourier transform of its autocorrelation function: 
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𝑆(𝜔) = ∫ 𝐺(𝜏)𝑒𝑗𝜔𝜏𝑑𝜏

+∞

−∞
. (7.2.18) 

Therefore, there is an inverse relationship between the width of the PSD and the coherence time 

of an optical wave. Waves with a larger PSD (for instance white light sources) have shorter 

coherence time and thus shorter coherence length. On the other hand, waves with narrower 

PSD (e.g. laser) have longer coherence time and length. 

Spatial coherence 

To describe the spatial coherence of a wave, the spatial dependence needs to be reintroduced. 

The mutual coherence function can be defined as: 

 
𝐺(𝒓𝟏, 𝒓𝟐, 𝜏) =< 𝐸∗(𝒓𝟏, 𝑡)𝐸(𝒓𝟐, 𝑡 + 𝜏) > (7.2.19) 

and in its normalised form is the complex degree of coherence: 

 
𝑔(𝒓𝟏, 𝒓𝟐, 𝜏) =

𝐺(𝒓𝟏, 𝒓𝟐, 𝜏)

[𝐼(𝒓𝟏)𝐼(𝒓𝟐)]
1
2

 (7.2.20) 

whose absolute magnitude is bounded between zero and unity. 

For the case where 𝒓𝟏 = 𝒓𝟐, the complex degree of coherence becomes the complex degree of 

temporal coherence as in equation (7.2.16). The spatial coherence may be considered by 

examining the complex degree of coherence for a certain time delay, usually 𝜏 = 0. If the light is 

monochromatic, the complex degree of temporal coherence reduces to the harmonic function: 

 
𝐺(𝒓𝟏, 𝒓𝟐, 𝜏) = 𝐺(𝒓𝟏, 𝒓𝟐)𝑒

𝑗𝑘𝜏. (7.2.21) 

By substituting equation (7.2.21) in equation (7.2.20) and dropping the temporal dependence, 

it is possible to define the complex degree of spatial coherence as 

 
𝑔(𝒓𝟏, 𝒓𝟐) =

𝐺(𝒓𝟏,𝒓𝟐)

[𝐼(𝒓𝟏)𝐼(𝒓𝟐)]
1
2

. (7.2.22) 

The coherence area in a plane is given by a fixed drop in the value of the function |𝑔(𝒓𝟏, 𝒓𝟐)| 

with the distance on the plane |𝒓𝟏 − 𝒓𝟐|. 

The coherence area is important when considering the waves passing through apertures. For 

examples, if a light wave passes through a pinhole smaller than its coherence area at that point, 

spatial coherence is imparted upon the wave. 

Coherence of two waves 

The concepts of temporal and spatial coherence introduced in the previous sections can be 

applied to describe the coherence of the superposition of two waves, and therefore, the cross-

correlation is used as opposed to the auto-correlation. Two waves with complex wave-function 

𝐸1(𝒓, 𝑡) and 𝐸2(𝒓, 𝑡) have a cross-correlation function 𝐺12 defined as 
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𝐺12(𝒓𝟏, 𝒓𝟐, 𝜏) =< 𝐸1

∗(𝒓𝟏, 𝑡)𝐸2(𝒓𝟐, 𝑡 + 𝜏) > (7.2.23) 

and by normalising the cross correlation function, the complex degree of coherence is given by 

 
𝑔12(𝒓𝟏, 𝒓𝟐, 𝜏) =

𝐺12(𝒓𝟏, 𝒓𝟐, 𝜏)

[𝐼1(𝒓𝟏) 𝐼2(𝒓𝟐)]
1
2

  (7.2.24) 

where the intensities 𝐼1(𝒓) and 𝐼2(𝒓) are the time average of the squared magnitude of the field. 

The intensity of two waves interfering at the same point location 𝒓 can be written as in equation 

(7.2.8) explicating the time average of the intensities, 

 
𝐼 =< |𝐸1|

2 > + < |𝐸2|
2 > + < 𝐸1

∗𝐸2 > +< 𝐸2
∗𝐸1 >. (7.2.25) 

The last two terms in Equation (7.2.25) are the cross-correlation of the complex field and its 

conjugate and, therefore,  

 
𝐼 = 𝐼1 + 𝐼2 + 𝐺12 + 𝐺12

∗ = 𝐼1 + 𝐼2 +  2 𝑅𝑒{𝐺12}. (7.2.26) 

The complex degree of coherence in equation (7.2.24) can be substituted into equation (7.2.26) 

to obtain 

 
𝐼 = 𝐼1 + 𝐼2 +  2 √𝐼1𝐼2 𝑅𝑒{𝑔12} (7.2.27) 

and in its final form 

 
𝐼 = 𝐼1 + 𝐼2 +  2 √𝐼1𝐼2 |𝑔12| cos𝜑 (7.2.28) 

which is similar to equation (7.2.9) with the difference that the interference term is modulated 

by the magnitude of the degree of coherence of the two waves. The interference intensity is 

therefore a sinusoidal pattern that is a function of the phase difference between the two 

interfering waves. The case where two electric fields with the same frequency interfere is called 

homodyne interference.  

The case where the two fields do not have the same frequency it is called heterodyne 

interference. In this case the magnitude of the complex degree of coherence can be shown to be 

 
𝑔12 = 𝑒𝑗𝜑𝑒𝑗 𝛿𝜔𝑡 (7.2.29) 

where 𝛿𝜔 is the difference of pulsation of the two fields 𝛿𝜔 = 𝜔1 − 𝜔2 and 𝜑 the phase 

difference. By substituting equation (7.2.29) in equation (7.2.28) it is obtained 

 
𝐼 = 𝐼1 + 𝐼2 +  2 √𝐼1𝐼2 cos (𝛿𝜔 𝑡 + 𝜑) (7.2.30) 
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In the heterodyne case, therefore, the fringe visibility is not a constant but oscillates in time with 

a frequency equal to the frequency difference between the two fields and with a phase equal to 

the phase difference between the two fields. 

Displacement measuring interferometry 

In displacement measuring interferometry (DMI) two interfering light beams are employed to 

measure the displacement of moving object or heights variation across a surface. In all 

interference-based measuring instruments the beam reflected from the surface to measure, also 

called the measurement beam, is combined with a beam reflected from a known surface, the 

reference beam, to observe interference fringes and calculate the phase shift between the two 

beams.  

Different optical setups are possible to observe interference fringes and some are shown in 

figure 7.0.1. The light from the source is split by the beam splitter and the two beam reflected by 

the reference and the object mirror. The reference and measurement beams travel different 

optical length along the interferometers reference and measurement arms. The beams are then 

recombined and the interference signal intensity measured depends on the phase difference 

according to equation (7.2.28). 

 

Figure 7.0.1. Interferometer configurations (from [3]). 

The phase difference between the two beams is related to the optical path difference, as 
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𝜑 = 𝑘𝑛 2𝑑2 − 𝑘𝑛 2𝑑1 = 𝑘𝑛 2𝐿 (7.2.31) 

where 𝑘 = 2𝜋
𝜆⁄  is the wavenumber of the light, 𝑛 is the refractive index of the medium where 

the light travels, and 𝑑2 and 𝑑1 the physical distance of the mirrors from the beam splitter. The 

displacement of the object mirror is therefore proportional to the phase difference as: 

 
𝐿 =

𝜑

𝑘 𝑛 2
. (7.2.32) 

Many possible different optical setup and interferometer variation are possible to accomplish a 

specific metrological task. A complete description of all the possibilities is not the aim of this 

chapter but only the instruments and techniques relevant to surface measurements are 

discussed. For further insight on interferometric techniques see [105], [201]–[203]. 

Interferometric techniques for surface topography measurement combine a classical 

microscope imaging instrument with an interferometer setup. The light from a sample to 

measure, with an unknown phase or wavefront, interferes with the light coming from a 

reference sample and therefore with a fixed phase or a known wavefront. The interference 

between the two waves creates an interference pattern on the camera, which can be processed 

to retrieve the surface topography. 
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Appendix B 

Window phase demodulation optimisation code (section 4.1) 

clc 
clear all 
close all 

  
%% scan params 
StartHeight = 5; % in um 
EndHeight = 7; % in um 
Height = linspace(StartHeight,EndHeight,(EndHeight-StartHeight)*1000)'; 

%height vector in micrometer 
Wavelength = [0.692882 0.587747 ]; %start and end wavelengths in micrometer 
N =256; %number of frames 
PhaseEdgesToDrop = N/32*0; 
%% signal params 
DC = 1; 
AC = 1; 
SNR=60;% SNR in Db 
Noise = AC/sqrt(2*10^(SNR/10));% 
%% derived params 
WaveNumbers = linspace (1/Wavelength(1),1/Wavelength(2), N )'; 
Dimension = '\mum'; 
%% save parameters 
PathName =  ''; 
FileName = PathName; 
%% analysis 
WinName = [' Rectangular' ; ' Gaussian   ';' Hann       '; ' Hamming    

';]; 
WinName = cellstr(WinName); 

  
for i = 1:length(Height) 
    Signal = DC + AC * sin ( 4 * pi * Height(i) * WaveNumbers) + Noise * 

randn(N,1); 

     
    index = 1; 
    Win(:,index) = rectwin(N); 
    [Rect_FFT, Freqs, Rect_Phase, Rect_FittedPhase, 

ExtractedHeight(i,index), HeightError(i,index)] = 

phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), Height(i) ,PhaseEdgesToDrop, 0 , PathName ); 

     
    index = 2; 
    Win(:,index) = gausswin(N,1.75); 
    [Gauss_FFT, Gauss_Freqs, Gauss_Phase, Gauss_FittedPhase, 

ExtractedHeight(i,index),HeightError(i,index)] = 

phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), Height(i),PhaseEdgesToDrop, 0 ,PathName); 

     
    index = 3; 
    Win(:,index) = hann(N,'periodic'); 
    [Hann_FFT, Hann_Freqs, Hann_Phase, Hann_FittedPhase, 

ExtractedHeight(i,index),HeightError(i,index)] = 

phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), Height(i),PhaseEdgesToDrop, 0,PathName ); 

     
    index = 4; 
    Win(:,index) = hamming(N,'periodic'); 
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    % WinName(index) = ' Hamming' 
    [Hamm_FFT, Hamm_Freqs, Hamm_Phase, Hamm_FittedPhase, 

ExtractedHeight(i,index),HeightError(i,index)] = 

phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), Height(i),PhaseEdgesToDrop, 0,PathName);  
end 
MaxError = max(abs(HeightError)); 
RMSError = sqrt(mean((HeightError).^2)); 

  
%% plot results 
h(1) = figure('units','normalized','outerposition',[0 0 1 1]); 
hold on 
NumOfPlot=index; 
LineW=2; 
PlotFontSize = 20; 
AxisFontSize= 20; 
plot(Height,HeightError(:,1),'b','LineWidth',LineW); 
plot(Height,HeightError(:,2),'r','LineWidth',LineW); 
plot(Height,HeightError(:,3),'g','LineWidth',LineW); 
plot(Height,HeightError(:,4),'Color',[0.75,0,0.75],'LineWidth',LineW); 
set(gca,'FontSize',AxisFontSize) 
hold off 
xlabel(strcat('Nominal height [', Dimension, ']' 

),'FontSize',AxisFontSize,'FontWeight','bold'); 
ylabel (strcat('Height error [',Dimension 

,']'),'FontSize',AxisFontSize,'FontWeight','bold'); 
FirstLine = char(strcat ('Heights errors with N =', int2str(N), ' frames 

for heights range [', int2str(Height(1)),'-', int2str(Height(end)),'] 

',Dimension )); 
SecondLine = char(strcat('Percentage of dropped edge phase points for 

fitting:', num2str(PhaseEdgesToDrop/N*2*100),' % (i.e. 

',num2str(PhaseEdgesToDrop*2),' points )' )); 
ThridLine = char(strcat('Max error magnitude in the range: ', 

num2str(MaxError) ,' ' ,Dimension )); 
FourthLine = char(strcat('RMSE in the range: ', num2str(RMSError) )); 
title({FirstLine ; SecondLine; ThridLine; FourthLine}); 
legend(WinName,'FontSize',AxisFontSize,'FontWeight','bold'); 
grid on 
hold off 
legend('Rectangular','Gaussian','Hann','Hamming','Location','Best');  

  
%% Saving section. UNCOMMENT TO SAVE GRAPHS 
PathName = uigetdir 
if length(PathName)~=0 
    RangeStr = strcat('Range', num2str(StartHeight),'_', 

num2str(EndHeight)); 
    PhasePointsStr = strcat('PercDrop',num2str(2*PhaseEdgesToDrop/N*100)); 
    %     h=figure(1); 
    FileName = strcat(PathName,'\Error', RangeStr,PhasePointsStr); 
    SaveFigPngEps( FileName , gcf ); 
else FileName = PathName; 
end 

  
%% select and display details of some heights calculation 
[SelectedHeight,SelectedError] = ginput; 
% SelectedHeight = 6.9403; 
DisplayData = 1; 

  
for i=1:length(SelectedHeight) 
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    [SelectedNominalHeight(i),SelectedNominalHeight_index(i)]= findvalues( 

Height , SelectedHeight(i)); 
    Signal = DC + AC * sin ( 4 * pi * SelectedNominalHeight(i) * 

WaveNumbers) + Noise * randn(N,1);    
    index=1; 
    phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), SelectedNominalHeight(i) ,PhaseEdgesToDrop, 

DisplayData,FileName );  
    index=2; 
    phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), SelectedNominalHeight(i) ,PhaseEdgesToDrop, 

DisplayData, FileName );   
    index=3; 
    phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), SelectedNominalHeight(i) ,PhaseEdgesToDrop, 

DisplayData, FileName );   
    index=4; 
    phase_extractor_DifferentWindow(Signal , WaveNumbers, Dimension , 

Win(:,index), WinName(index), SelectedNominalHeight(i) ,PhaseEdgesToDrop, 

DisplayData, FileName );     
end 

 

 

 

 

 

function [ FFT, Freqs, Phase, FittedPhase, Height , HeightError] = 

phase_extractor_DifferentWindow( YDataIn , XDataIn, XDim , Window , 

WindowName, RealHeight,PhaseEdgesToDrop,DisplayData,PathName ) 
%frequency_extractor: Extract the frequency of a sinusoidal signal from the 
%slope of the fitted unwrapped phase 
% 
% Input: 

  
% YDataIn : sinsoidal signal amplitude vector 
% XDataIn: x axis value (MUST be same length of the YDataIn) 
% XDim: string with the dimension of the x axis (time, wavenumber or 

whatever) 
% Window: Window data to be used before FFT 
% WindowName: string with name of the window 
% RealHeight: height of the generated signal for comparison 
% PhaseEdgesToDrop: phase edges points to drop for the fitting (increase 

precision and SNR sensitivuty?) 
% DisplayData: bool value. If equal 1 the plots of the currect calculation 
%               are displayed 
% 

  
% Output: 

  
% FFT: FFT of windowed data 
% Freqs: frequencies values 
% Phase: extracted unwrapped phase 
% FittedPhase: fitted phase 
% ExtractedFreq : phase slope 
% 

  
%% calculate params 
N = length(XDataIn); %length of data in 
Fs = N  / (XDataIn(end)- XDataIn(1)); %data in sampling frequency 
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%% remove the DC by removing the mean value 
YDataIn = YDataIn - mean(YDataIn); 

  
%% windowing of YdataIn 
% win = window(WindowType , N); 
YDataInWindowed = YDataIn .* Window; 

  
%% calculate FFT of and scaled frequencies vector 
FFTwindowed = fft(YDataInWindowed)/N; 
FFT = fftshift(fft(YDataIn)/N); 
FFTwin = fftshift(fft(Window)/N); 

  
%filter the spectrum 
if (strcmp(WindowName ,cellstr(' Rectangular'))) 
    CutLow = 2 ; 
elseif (strcmp(WindowName , cellstr(' Gaussian   '))) 
    CutLow = 3; 
elseif (strcmp(WindowName , cellstr(' Hann       '))) 
    CutLow = 3; 
elseif (strcmp(WindowName , cellstr( ' Hamming    '))) 
    CutLow = 3; 
elseif (strcmp(WindowName , cellstr(' Blackman   '))) 
    CutLow = 4; 
else 
    CutLow = 2; 
end 

  
CutHigh = N/2+1; 
filteredFFT = zeros(length(XDataIn),1); 
filteredFFT(CutLow:CutHigh) = FFTwindowed(CutLow:CutHigh); %select only 

half spectrum to extract the phase later 
NormFreqs = linspace(-0.5,0.5,length(XDataIn)); %normalised frequencies 
Freqs = Fs .* NormFreqs'/2; % scaled frequencies value (show the calculated 

height) 
%shift fft for display 
FFTwindowed = fftshift(FFTwindowed); 
%calculate the phase shift of the Window function by itself 
filteredFFTWin = zeros(N,1); 
filteredFFTWin(CutLow:CutHigh) = FFTwin(CutLow:CutHigh); %select only half 

spectrum to extract the phase later 

  
%% Calculate IFFT 
IFFT = ifft(filteredFFT); 
WinIFFT = ifft(filteredFFTWin); 

  
%% extract and unwrap the phase 
WrappedPhase = angle(IFFT); 
Phase = unwrap(WrappedPhase); 
WinWrappedPhase = angle(WinIFFT); 
WinPhase = unwrap(WinWrappedPhase); % phase change of the window 

  
%% phase fitting with edges removed 
FittinPolynomDegree = 1; 
p = polyfit(XDataIn(PhaseEdgesToDrop+1:end-PhaseEdgesToDrop), 

Phase(PhaseEdgesToDrop+1: end - PhaseEdgesToDrop), FittinPolynomDegree); 
FittedPhase = polyval(p,XDataIn); 

  
%text to write on the plot 
Px= poly2sym(p); 
LinearFitString = sym2str(Px,'L2S','k','*'); 
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ExtractedFreq = p(end-1); 

  
%% calculate height 
Height = ExtractedFreq/4/pi; 
HeightError = RealHeight - Height; 

  
%% plots 

  
if ( DisplayData == 1 ) 

     
    LineW=2; 
    PlotFontSize = 20; 
    AxisFontSize= 20; 
    hfig = figure; 
    set(hfig,'Units', 'Normalized', 'OuterPosition', [0 0 1 1]); % plot 

with figure at full screen 

     
    subplot(2,2,1) 
    plot(XDataIn,YDataIn,'g',XDataIn, Window,'r',XDataIn,YDataInWindowed, 

'b'); 
    xlabel(strcat('Wavenumber [',XDim ,'^{-1}]')); ylabel('Intensity 

[a.u.]'); 
    legend('Original','Window','Windowed'); 
    title(strcat('Signal: ','original and after windowing with ', 

WindowName)); % %, WindowType 

     
    subplot(2,2,2) 
    MagFFT = 20*log10(abs(FFT )); maxMagFFT = max(MagFFT);minMagFFT = 

min(MagFFT); 
    plot(Freqs , MagFFT,'g',Freqs ,20*log10(abs(FFTwin )), 'r' ,Freqs 

,log(abs(FFTwindowed )),'b'); 
    xlabel(strcat('Scaled frequency [',XDim,'] (i.e. height)')); 

ylabel('Intensity [dB]'); 
    ylim([minMagFFT maxMagFFT + 3]); 
    legend('Signal','Window','Windowed signal'); 
    title(strcat('FFT magnitude'));% of signal with ', WindowName, 

'window')); 

     
    subplot(2,2,4) 
    plot(Freqs , unwrap(angle(FFT )), 'g',Freqs , unwrap(angle(FFTwin )), 

'r' ,Freqs , unwrap(angle(FFTwindowed )),'b'); 
    xlabel(strcat('Scaled frequency [',XDim,'] (i.e. height)')); 

ylabel('Phase [rad]'); 
    legend('Signal','Window','Windowed signal'); 
    title(strcat('Phase'));% of signal with ', WindowName, 'window')); 

     
    subplot(2,2,3) 
    FirstLine = char(strcat('Phase for ', WindowName )); 
    SecondLine = char(strcat('Nominal heigth: ', num2str(RealHeight), XDim 

)) ; 
    ThirdLine = char(strcat('Calculated height: ', num2str(Height) , XDim 

)); 
    plot(XDataIn, Phase,'b',XDataIn, FittedPhase,'g'); 
    xlabel(strcat('Wavenumber [',XDim ,'^{-1}]')); 
    ylabel('Phase [rad]'); 

     
    hold on 
    if (PhaseEdgesToDrop ~= 0 ) % if some phase edges are dropped before 

the fitting highlight them 
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        plot( XDataIn(1:PhaseEdgesToDrop) ,Phase(1:PhaseEdgesToDrop), 'ro') 
        plot( XDataIn(end +1 - PhaseEdgesToDrop : end) ,Phase(end +1 - 

PhaseEdgesToDrop : end), 'ro')% mark the phase data dropped for the fitting 
    end 
    hold off 

     

     
    legend('Extracted','Fitted', 'Dropped Data','Dropped Data', 'Window 

Phase','Location','NorthWest')%'Fitting Weight Function', 
    title({FirstLine;SecondLine ;ThirdLine }); 

     
    %plot phase and fitted phase by itself 
    WaveNumbers = XDataIn; 
    h = Height; 
    Unit = XDim; 
    hPhase  = figure('units','normalized','outerposition',[0 0 1 1]); 
    plot(WaveNumbers , Phase,'b',WaveNumbers , 

FittedPhase,'g','LineWidth',LineW) 
    hold on 
    if (PhaseEdgesToDrop ~= 0 ) % if some phase edges are dropped before 

the fitting highlight them 
        plot( XDataIn(1:PhaseEdgesToDrop) ,Phase(1:PhaseEdgesToDrop), 

'ro','LineWidth',LineW) 
        plot( XDataIn(end +1 - PhaseEdgesToDrop : end) ,Phase(end +1 - 

PhaseEdgesToDrop : end), 'ro','LineWidth',LineW)% mark the phase data 

dropped for the fitting 
    end 
    hold off 
    FirstLine = char(strcat('Phase for ',WindowName)); 
    SecondLine = char(strcat('Nominal heigth: ', num2str(RealHeight), XDim 

)) ; 
    ThirdLine = char(strcat('Calculated height: ', num2str(Height) , XDim 

)); 
    title({FirstLine;SecondLine ;ThirdLine }) 
    xlabel(['Wavenumber [' Unit '^{-1}]'] , 

'FontSize',AxisFontSize,'FontWeight','bold'); 
    xlim([WaveNumbers(1) WaveNumbers(end)]); 
    ylabel('Phase(rad)','FontSize',AxisFontSize,'FontWeight','bold'); 
    set(gca,'FontSize',AxisFontSize) 

     
    legend('Extracted','Fitted','Dropped Data','Dropped 

Data','FontSize',PlotFontSize,'FontWeight','bold','Location','North'); 
    

text(WaveNumbers(length(WaveNumbers)/2.56),FittedPhase(length(FittedPhase)/

8),strcat('\phi(k)=',LinearFitString,''),... 
        'FontSize',PlotFontSize) 

     
    %plot derivatives of extracted nad fitted phase 
    DiffPhase = diff(Phase(PhaseEdgesToDrop+1: end - PhaseEdgesToDrop))* 

Fs; 

     
    DiffFittedPhase = diff(FittedPhase(PhaseEdgesToDrop+1: end - 

PhaseEdgesToDrop))* Fs; 

     
    figure('units','normalized','outerposition',[0 0 1 1]) 
    plot(XDataIn(PhaseEdgesToDrop+1:end-PhaseEdgesToDrop-1), 

DiffPhase,'LineWidth',LineW ); 
    hold on 
    plot(XDataIn(PhaseEdgesToDrop+1:end-PhaseEdgesToDrop-1), 

DiffFittedPhase ,'g','LineWidth',LineW); 
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    hold off 
    

legend('Extracted','Fitted','FontSize',PlotFontSize,'FontWeight','bold','Lo

cation','South'); 
    FirstLine = char(strcat('Phase derivative for ',WindowName)); 
    title({FirstLine;}) 
    xlabel(strcat('Wavenumber [',XDim ,'^{-

1}]'),'FontSize',PlotFontSize,'FontWeight','bold'); 
    xlim([WaveNumbers(1) WaveNumbers(end)]); 
    ylabel(strcat('Phase derivative 

[rad*',XDim,']'),'FontSize',PlotFontSize,'FontWeight','bold'); 
    set(gca,'FontSize',AxisFontSize) 
    hPhaseDerivative = gcf; 

     
    %save the plots as file 
    if length(PathName)~=0 
        FileName = strcat(PathName,char(WindowName)); 
        SaveFigPngEps( strcat(FileName,'Phase' ) , hPhase ); 
        SaveFigPngEps( strcat(FileName,'PhaseDerivative' ) , 

hPhaseDerivative); 
    end   
end 
end 
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