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ABSTRACT
Thermal errors are often quoted as being the largest contributor to inaccuracy of CNC machine tools, but they can be effectively reduced using error compensation. Success in obtaining a reliable and robust model depends heavily on the choice of system variables involved as well as the available input-output data pairs and the domain used for training purposes. In this paper, a new prediction model “Grey Neural Network model with Convolution Integral (GNNMCI(1, N))” is proposed, which makes full use of the similarities and complementarity between Grey system models and Artificial Neural Networks (ANNs) to overcome the disadvantage of applying a Grey model and an artificial neural network individually. A Particle Swarm Optimization (PSO) algorithm is also employed to optimize the Grey neural network. The proposed model is able to extract realistic governing laws of the system using only limited data pairs, in order to design the thermal compensation model, thereby reducing the complexity and duration of the testing regime. This makes the proposed method more practical, cost-effective and so more attractive to CNC machine tool manufacturers and especially end-users.
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1. INTRODUCTION
Thermal errors of machine tools, caused by external and internal heat sources, are one of the main factors affecting CNC machine tool accuracy. A significant amount of research work has been devoted to the effects of internally generated heat from, for example, spindle motors, friction in bearings, etc. [1]. External heat sources are attributed to the environment in which the machine is located, such as neighbouring machines, opening/closing of machine shop doors, variation of the environmental temperature during the day and night cycle and differing behaviour between seasons. The complex thermal behaviour of a machine is created by interaction between these different heat sources. Ambient effects are arguably one of the most important, but most neglected in thermal error compensation systems [2]. An integrated model can be used in machine tool error compensation, taking into account the different heat sources [1]. An example of such a model for a CNC machine tool is given by White et al. [3].
Longstaff et al. [2] presented several Environmental Temperature Variation Error (ETVE) tests conducted on a wide range of machine tools and discussed the implications for produced parts. The authors also described a number of interesting phenomena when the machines were subjected to a wide variety of environmental conditions. Attention was also drawn to the prohibitive downtime required to conduct the ETVE test. Modification of the machine shop conditions is possible and can effectively reduce thermal errors on a number of machines at once, but may be difficult and costly to achieve. Fletcher et al. [4] provided useful information about daily cyclic environmental temperature fluctuations and associated drifts. Experimental results indicated, through error compensation, a reduction of the environmental errors by more than 50% to just ±7μm over a 65 hour test, but also drew attention to the detrimental amount of machine downtime for the thermal characterisation tests. Rakuff and Beaudet [5] measured and modelled the ETVE of a machine tool over 23 h with no traffic in the workshop. They show how certain process variables, such as opening and closing of doors around the machine, affect the ETVE. Mian et al. [6] proposed a novel offline environmental thermal error modelling approach based on a finite element analysis (FEA) model that reduces the machine downtime usually needed for the ETVE test from a fortnight to 12.5 hours. Their modelling approach was tested and validated on a production machine tool over a one-year period and found to be very robust. However, building a numerical model can be a great challenge due to problems of establishing the boundary conditions and accurately obtaining the characteristic of heat transfer.

Research on thermal error compensation for machine tools by both academic institutions and industry has been rapidly accelerated recently in response to the growing demand of product quality. Effective compensation depends on the accuracy of the prediction model. Thermal error modelling and compensation techniques introduced to date have been found to suffer from a number of drawbacks that make their application in practical machining environments time consuming. Different structures of empirical models have been used to predict thermal errors in machine tools such as multiple regression analysis [7], artificial neural networks [7], adaptive neuro-fuzzy inference system [8, 9], Grey system theory [10] and a combination of several different modelling methods [11].

Whilst empirical models can be good at predicting thermal errors, they require a large amount of data with different working conditions to determine the governing laws of the original data. However, a realistic governing law may not exist even when a large amount of data has been measured. Furthermore, the process of obtaining such data can take several hours for internal heating tests and several days or more for the environmental test.

This paper aims to develop an effective and simple method to predict the Environmental Temperature Variation Error (ETVE) of machine tools. The work proposes a novel Grey Neural Network model with Convolution Integral GNNMCI(1,N), combining the Grey prediction model with convolution integral GMC(1,N) and PSO neural network model, and also adopting the GMC(1,N) model when selecting the inputs. The proposed model is a type of dynamic model described by a PSO neural network to extract realistic governing laws of the system using only a limited number of data pairs. The dynamic characteristic of the GNNMCI(1,N) model results from introducing the Grey accumulated generating operation (AGO) into the neural network. The benefits and novelty of this work are that a thermal model can be efficiently built with the minimum amount of temperature data in a very short time scale.

2. MODELLING THE THERMAL ERROR USING A GREY NEURAL NETWORK
The Grey systems theory, established by Deng in 1982 [12], is a methodology that focuses on solving problems involving incomplete information or small samples. The technique works on uncertain systems with partially known information by generating, mining, and extracting useful information from available data. So, system behaviours and their hidden laws of evolution can be accurately described. GM(1, N) is the most widely used implementation in literature [13], which can establish a first-order differential equation featured by comprehensive and dynamic analysis of the relationship between system parameters. The accumulated generating operation (AGO) is the most important characteristic of the Grey system theory, and its benefit is to increase the linear characters and reduce the randomness of the samples. Based on the existing GM(1,N) model, Tzu-Li Ties [14] proposed a GMC(1,N) model, which is an improved grey prediction model. The modelling values by GM(1,n) are corrected by including a convolution integral. However, Grey models lack the ability to self-learn, self-adapt or otherwise considering a feedback value.

Compared with other empirical models, artificial neural networks (ANNs) have a strong capacity for processing information, parallel processing, and self-learning. However, they have some disadvantages such as the need for a large number of learning samples, thus needing a long training computation time, and the non-interpretable problem of such “black box” systems. In addition, the working conditions of machine tools are in general complex and susceptible to unexpected noises. Therefore, ANN models in isolation have significant drawbacks as a modelling approach for thermal error compensation [3].

Because the way of presenting information for neural network and Grey models have some commonality in format, the two methods can be fused. Two levels can be added; an initial Grey level will process the input information and a whitening level after to process the output information to obtain good results [15]. Therefore, the Grey meaning is contained in the neural network. The advantages of both can be used to build a high-performance neural network model with a minimum amount of training data.

### 2.1. GNNMCI(1, N) Prediction Model

The fusion model of Grey system and neural network is employed in the modelling of the ETVE of machine tools. The model can reveal the long-term trend of data and, by driving the model by the AGO, rather than raw data, can minimize the effect of some of the random occurrences. Therefore, the first step for building GNNMCI(1,N) is to carry out 1-AGO (first-order Accumulated Generating Operation) to the data, so as to increase the linear characteristics and reduce the randomness from the measuring samples. Then the GNNMCI(1,N) model is trained with a PSO algorithm to generate the desired GNNMCI(1,N) model. Finally an IAGO (inverse Accumulated Generating Operation) is performed to predict the ETVE and generate the final compensation values. The model fully takes the advantages of neural networks and Grey models, and overcomes the disadvantages of them, achieving the goal of effective, efficient and accurate modelling. The modelling details are described as follows:

The Grey prediction model with convolution integral GMC(1, n) [14] is:

\[
\frac{dX_1^{(1)}}{dt} + b_1X_1^{(1)} = b_2X_2^{(1)} + b_3X_3^{(1)} + \cdots + b_{N}X_N^{(1)} + u
\]  

where \(b_1\) is the development coefficient, \(b_i (i = 2,3,\ldots,N)\) the driving coefficient, and \(u\) is the Grey control parameter. Therefore, time response sequences can be obtained.
\[ \hat{x}^{(1)}_1(k+1) = x^{(1)}_1(1)e^{-b_1k} + u(t-1) \times \sum_{r=1}^{k} \left\{ e^{-b_1(k-r+\frac{1}{2})} \cdot \frac{1}{2} [f(\tau) + f(\tau - 1)] \right\} \]  

(2)

Where \( u(t-1) \) is the unit step function \([14]\); \( f(\tau) = \sum_{j=2}^{N} b_j x^{(1)}_j(\tau) + u \) \( k=1,2,\ldots,n \).

To calculate the coefficients \( b_j \) and \( u \), the neural network method can be used to map equation (2) to a forward neural network. Then, the neural network model is trained until the performance is satisfactory. Finally, the optimal corresponding weights are used as the Grey neural network weights to predict ETVE.

We can process equation (2) more. Let

\[ G = u(t-1) \times \sum_{r=1}^{k} \left\{ e^{-b_1(k-r+\frac{1}{2})} \cdot \frac{1}{2} [f(\tau) + f(\tau - 1)] \right\} \]

(3)

We can rewrite equation (2) as:

\[ \hat{x}^{(1)}_1(k+1) = \left( x^{(1)}_1(1) \right) e^{-b_1k} + G \]

(4)

Then equation (4) can be converted into equation (5) as follows:

\[ \hat{x}^{(1)}_1(k+1) = \left[ x^{(1)}_1(1) \cdot e^{-b_1k} \right. + G \left. \frac{1}{1 + e^{-a_k}} \right] \left( 1 + e^{-b_1k} \right) \]

\[ \hat{x}^{(1)}_1(k+1) = \left[ x^{(1)}_1(1) \left( 1 - \frac{1}{1 + e^{-b_1k}} \right) + G \frac{1}{1 + e^{-b_1k}} \right] \left( 1 + e^{-b_1k} \right) \]

\[ = \left[ x^{(1)}_1(1) - x^{(1)}_1(1) \frac{1}{1 + e^{-b_1k}} + G \frac{1}{1 + e^{-b_1k}} \right] \left( 1 + e^{-b_1k} \right) \]

(5)

Map equation (5) into a neural network, and the mapping structure is shown in Fig. 1.

Fig. 1. The mapping structure of GNNMCI(1, N).
Where $k$ is the serial number of input parameters;
In this study, $x_1^{(1)}(k+1)$ is chosen as the thermal displacement data series (network output) and $x_2^{(1)}(k+1), x_3^{(1)}(k+1), \ldots, x_N^{(1)}(k+1)$, as a data series of temperature sensors ($N$ is the number of network inputs);

$w_{11}, w_{21}, w_{22}, \ldots, w_{2n}, w_{31}, w_{32}, \ldots, w_{3N}$ are the weights of the network;
Layer A, layer B, layer C, and layer D are the four layers of the network, respectively.

Where, the corresponding neural network weights can be assigned as follows:

Let us assume that $d_1 = f(b_2), \ d_2 = f(b_2), \ldots, d_{N-2} = f(b_{2-N}), \ d_{N-1} = f(u)$

$w_{11} = b_1, w_{21} = -x_1^{(1)}(1), w_{22} = d_1, w_{23} = d_2, \ldots, w_{2N-1} = d_{N-2}, \ w_{2N} = d_{N-1}$

$w_{31} = w_{32} = w_{33} = \ldots = w_{3N} = 1 + e^{-b_1 k}$

The bias $\Theta$ value of $x_1^{(1)}(k+1)$ is:

$$\Theta = \left(-x_1^{(1)}(k+1)\right)(1 + e^{-b_1 k})$$  \hspace{1cm} (6)

The transfer function of Layer B is a sigmoid function $f(x) = \frac{1}{1 + e^{-x}}$, the transfer functions of other layer’s neuron are adopted as a linear function $f(x) = x$.

2.2. GNMMCI(1, N) learning algorithm

The learning algorithm of GNMMCI(1, N) can be summarised as follows:

Step 1: For each input series, $(k, x_j^{(1)}(k))$, $(k = 2, 3, \ldots N)$, the output of each layer is calculated.
Layer A: $a = w_{11} k$;
Layer B: $b = f(w_{11} t) = \frac{1}{1 + e^{-w_{11} k}}$;
Layer C: $c_1 = b w_{21}, c_2 = x_2(k) b w_{22}, \ldots, c_{n-1} = x_{n}(k) b w_{2n-1}, c_n = b w_{2n}$;
Layer D: $d = w_{31} c_1 + w_{32} c_2 + \ldots + w_{3N} c_n - \Theta$

Step 2: A PSO algorithm [16] is adopted to train the GNMMCI(1, N) model. Each weight of model is encoded to each component of particle position, which means that each particle represents a specific group of weights. In the course of training, the model is repeatedly presented with training pairs. The model parameters are then adjusted until the errors between the predicted output and real output meet a tolerance criterion, or a pre-determined number of epochs has passed (in this work, ten training epochs are determined as the stopping criteria).

Step 3: export the optimal solution. ($w_{11}, w_{21}, w_{22}, w_{2N}, \ldots, w_{31}, w_{32}, \ldots, w_{3N}$).

3. EXPERIMENTS

In this study, an ETVE test was performed on a small vertical milling centre (VMC). This test was conducted to reveal the effects of ambient temperature changes on the machine and to predict the thermal displacement during other performance measurements [2]. In order to obtain the temperature data of the machine tool, a total of 27 temperature sensors were placed on the machine. Thirteen temperature sensors were attached on the spindle carrier, six on the column, and one on each axis ballscrew nut. Another six temperature sensors were
placed around the machine to detect the ambient temperature. Four non-contact displacement transducers (NCDTs) were used to measure the displacement of a test bar (used to represent the tool) while the spindle remained stationary. Three were used to measure displacement of the test bar in each axis direction. A fourth directly monitored displacement of the casting next to the spindle in the Z-axis direction to differentiate expansion of the tool from the machine. A general overview of the experimental setup is shown in Fig. 2.

![Fig. 2. A general overview of the experimental setup.](image)

Results of an ETVE test are shown in Fig. 3. This test was carried out over a five-day period during spring bank holiday, with no significant activity in the workshop, followed by approximately three normal working days (160 hours). This data was sampled once every minute. The environmental temperature conditions for machine shop change due to the day/night cycle, where the temperature fluctuates by about 5 °C throughout the day, with lower temperatures in the morning and higher temperatures in the late afternoon and evening. The strongest response to the ambient change from the machine is in the Z-axis direction. There is a clear relation between the fluctuation in the environmental temperature and the resulting displacement. For example, the anomaly at the beginning of the test can be attributed to a short period (30 minutes) of the workshop door being opened. Externally, the conditions were snowy, which caused a drop in workshop temperature to below 11°C. The overall movement caused by this phenomenon is 35 μm in the Z-axis and 25 μm in the Y-axis for an overall temperature swing of approximately 9 °C over the 30 minutes. Two similar events can be seen between 120 and 140 minutes. The magnitude of the environmental error can be compared to that from two hours spindle-heating test conducted according to ISO-230:3 which only produced 30μm of error in the Z-axis.

To demonstrate the modelling of ETVE using the Grey neural network approach, four temperature sensors were selected based on our work in [9]. Temperature sensors T1, T2, T5, and T9, which are located on the carrier, column, ambient near spindle, and ambient near the column, were selected according to their influence coefficient value using the GMC(1, N) model. They were used as the input variables for the GNNMCI(1, 5) model and the thermal drift in Z direction was used as a target variable.
For this study, a GNNMCI(1, 5) with a structure of 1-1-6-1 was chosen. The details are: layer A has one node, the input time series k; layer B has one node; layer C has six nodes, the input variables nodes are from two to five, respectively; T1, T2, T5, and T9 are the input variable data. Layer D has an output variable node, which is the thermal displacement in Z-axis direction. The GNNMCI(1, 5) structure is shown in Fig. 1. The MATLAB software was used to realize the model.

Two compensation methods can be used to predict ETVE. The first is an off-line, pre-calibrated method. This means to obtain the GNNMCI(1, 5) model according to the thermal displacement and the temperature change during a short test, and then to use this model to predict the thermal displacement of other processes. The second method is to obtain the GNNMCI(1, N) model at the first stage of the manufacturing process, and then to use this model to predict the machine movement during the rest of the process. This uses additional measurement effort before the process begins.

To apply the first method, another test was carried out for 80 minutes on the same machine during a normal working day. During the experiment, the thermal errors were measured by the NCDTs and the temperature data was measured using the same selected sensors, sampling every ten seconds. The training samples were obtained from the first 5 readings (less than one minute) after the test had been started. All raw data was converted to AGO series, as discussed in section 2.1. Ten training epochs are adapted as the stopping criteria. In the PSO neural network, the number of population was set to be 90 whilst the maximum and minimum velocity values were 1.5 and -1.5, respectively. These values were obtained by optimization.

After finishing the training of the model, there were two ways to obtain the prediction values: directly obtaining the prediction values from the trained model; or taking out the Grey differential equation parameters from the trained model to equation (2) and then solving the equation to obtain the prediction values. Although both methods are similar theoretically, a large number of experiments have found that the first method needs less computation. Fig. 4 shows simulation results for 80 minutes.
The process was repeated to create a GNNMCI (1, 5) model for the Y-axis direction. To validate the robustness of these proposed models on non-training data, a normal environmental simulation was run using the temperature data presented in Fig. 3. The measured and simulated profile results were plotted for the Z-axis and Y-axis. Compared to the measured results, the correlations were 97% for the Z displacement profiles Fig. 5, and 98% for the Y displacement profiles Fig. 6. The residual errors were less than $\pm 10 \mu m$ for the Z axis and less than $\pm 6 \mu m$ for the Y axis even when considering the rapid changes due to the opened workshop door. Under more predictable conditions, which could be achieved by better management of the environment, $\pm 3\mu m$ would be achieved in each axis. Thus, the proposed GNNMCI (1, 5) model can predict the normal daily cyclic error accurately and also can track sudden changes of thermal error from a relatively small training sample.
2. CONCLUSIONS

Temperature-induced effects on machine tools are a significant part of the error budget. Changes in ambient conditions are an often overlooked effect that can be difficult to model, especially in unpredictable environments.

In this paper, a novel thermal error modelling method based on Grey system theory and neural networks was developed to predict the environmental temperature variation error (ETVE) of a machine tool. The proposed model has been found to be flexible, simple to design and rapid to train.

The model is trained using data obtained from a short test of less than ninety minutes, which is desirable for minimising machine downtime. The accuracy of the model has not been compromised by restricting the training data. ETVE results in the Z-axis direction over a 160 hour test showed a reduction in error from over 20µm to better than ±3µm considering the normal daily cycles. When also considering unexpected phenomena, such as the rapid change in temperature when a workshop door was opened, the model still performs well, with an improvement from 40µm to less than ±10µm.

Similar results were achieved in the Y-axis direction, with this study not considering the X-axis direction due to symmetry of the machine.

It is anticipated that further improvement in correlation could be achieved by including rapid changes as part of the training data. However, this would compromise the aim of this work which is to train the model with “normal” data, but validate across a range of conditions.

The proposed method is a significant advantage over other models based on a single technique that have been used by many previous scholars where the data used to build the models is obtained from very long tests. The proposed model has significantly reduced the machine downtime required for a typical environmental testing from hours to only few minutes. According to experimental work, little machine downtime is needed to apply this modelling approach except to re-establish the model if needed.

The thermal error compensation model using GNNMCI(1, N) introduced in this study can be applied to any CNC machine tool because the model does not rely on a parametric model of the thermal error behaviour. In addition, this method is open to extension of other
different physical inputs meaning that alternative sensors can be deployed with minimal retraining required.
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