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Abstract
There is a requirement for improved three-dimensional surface characterisation and reduced tool wear when modern computer numerical control (CNC) machine tools are operating at high cutting velocities, spindle speeds and feed rates. For large depths of cut and large material removal rates, there is a tendency for machines to chatter caused by self-excited vibration in the machine tools leading to precision errors, poor surface finish quality, tool wear and possible machine damage. This study illustrates a method for improving machine tool performance by understanding and adaptively controlling the machine structural vibration. The first step taken is to measure and interpret machine tool vibration and produce a structural model. As a consequence, appropriate sensors need to be selected and/or designed and then integrated to measure all self-excited vibrations. The vibrations of the machine under investigation need to be clearly understood by analysis of sensor signals and surface finish measurement. The active vibration control system has been implemented on a CNC machine tool and validated under controlled conditions by compensating for machine tool vibrations on time-varying multi-point cutting operations for a vertical milling machine. The design of the adaptive control system using modelling, filtering, active vibration platform and sensor feedback techniques has been demonstrated to be successful.
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Background
Machining and machine tool errors
Ford proposed that the design process of any high precision computer numerical control (CNC) machine tool in order to achieve an ever increasing demand for greater accuracy and therefore a more stringent performance specification must embrace error avoidance, error measurement and error compensation techniques. He postulated that the measurement of the repeatable time and spatial errors can allow compensation methods to be applied to the machine for correction of those errors provided sufficient resolution has been allowed for in the design, and that the absolute limit on accuracy for a particular machine is set by its measured repeatability figures. He stated that the three main areas of concern affecting component accuracy are environmental effects, user effects and the machine tool static and dynamic accuracy. He stated that sources of error confined to a 3-axis machine tool are the geometrical inaccuracies (21 errors caused by the pitch, yaw and roll of the axes and the squareness between the axes), thermally induced errors (causing thermal structure distortion) and the load errors (causing the machine structure to strain and deform).

Lui et al. emphasised that the control of the machining errors for a milling machine needs the understanding of the process for peripheral milling and face milling. Fischer illustrates the mechanics of metal cutting for use with multi-tool point operations. Tlusty provided the knowledge base for previous cutting process modelling consideration, and Tlusty and Polacek provided the knowledge base following their investigations into the cutting process dynamics. Tobias a pioneer in experimental machine vibration and analysis concluded that there are three basic types of vibrations experienced by machine tools: (a) free or transient vibrations resulting from impulses transferred to the structure, where the
structure is deflected and oscillates in its natural modes of vibration until the damping present in the structure causes the motion to die away; (b) forced vibrations resulting from periodic forces within the system. The machine tool will oscillate at the forcing frequency and if this frequency corresponds to one of its natural frequencies of the structure, the machine will resonate in the corresponding natural mode of vibration and (c) self-excited vibrations, usually resulting from the dynamic instability of the cutting process. Kalmar-Nagy et al.\(^7\) stated that one of the most important effects causing poor surface quality in a cutting process is vibration arising from a delay. They draw from the work of Tobias as do many other more recent publications. They conclude that because of some external disturbance, the tool starts a damped oscillation relative to the workpiece thus making the surface uneven. After one revolution of the workpiece (lathe), the chip thickness will vary at the tool. The cutting force thus depends not only on the current position of the tool and workpiece, but also on a delayed value of the displacement. This is the so-called regenerative effect. The corresponding mathematical model is a delay differential equation but added that the analysis does not account for non-linear phenomena as the tool leaves the material. Weck\(^8\) stated that the phenomenon is commonly referred to as machine tool chatter (chatter vibrations) and typically, if large toolwork engagements are attempted, oscillation suddenly builds up in the structure, effectively limiting removal rates.

**Machine tool chatter control**

**Process control.** Machine tool suppliers have introduced reliable machining centres with feed rates that exceed 40 m/min and spindles that deliver >20 kW of power at spindle speeds >20,000 r/min. Although capable of higher removal rates at the higher spindle speeds, a limiting factor on machining stability is the effect of chatter. Engin and Altimas\(^9,10\) in their investigations into the mechanics and dynamics of general milling cutters stated that by careful choice of the cutting conditions, an optimum metal removal rate (MRR) can be reached to satisfy the need for machine stability. They made available commercial simulation software where chatter avoidance is demonstrated based on the prediction of the stability lobes using the machine conditions and the frequency response function (FRF) of the vibrating structure obtained by modal test.\(^11\)

**Passive vibration control** Hardwick\(^12\) stated that the level of vibration can be controlled by making the mechanical system stiffer or by adding damping. He reported successful use in applications for boring, milling and turning operations, where vibration absorbers introduced additional damping into the vibratory system thus reducing the magnitude of the resonant peak. In the case of turning, the damping effect is realised through a spring-loaded mass, which dissipates the energy of the vibrating tool. He has also demonstrated that increasing the damping, next to increasing the stiffness, has the greatest effect on reducing or eliminating the effects of vibrations on machine tools.

**Active vibration control.** Janocha,\(^13\) Pneumont\(^14\) and Cao et al.\(^15\) demonstrated that active vibration control is an alternative way to alter the dynamics of a system using actuators, sensors, computers and software to replace the mechanical components and provide the desired dynamic response characteristics. They introduced secondary vibrations into the machine tool structure using force actuators such that the generated secondary vibrations interface with the tool vibrations induced by the cutting process (primary vibrations). An effective control algorithm is then able to modify the structural response of the tool in real time, and thereby reduce the vibrations.

Rojas and Liang,\(^16\) Pan et al.,\(^17\) Pan\(^18\) and O'Reagan\(^19\) reported work addressing turning and boring operations rather than milling. In these cases, depending on the application, active rams, dampers and tool holders were utilised with significant success. They showed that the advantage for turning is that the tool is stationary and the workpiece rotates, and therefore an actuator can suppress vibrations of the tool structure, when it is attached near the cutting point.

In milling, the tool rotates and the workpiece is stationary, and this makes it more difficult to find the right place for an actuator to introduce anti-vibrations. Also, milling is a multi-point cutting operation, in which the cutter rotates with respect to the structure–workpiece system, thus the directions of cutting components rotate with respect to the structural coordinate system, whereas with turning, the cutting force vector is fixed. Jang and Tarng\(^20\) and Ehmam et al.\(^21\) using similar approaches had some success introducing active vibration control direct to the cutting tool in spite of the inherent difficulties.

While completing our research, a publication with a similar approach by Rashid and Nicolescu\(^22\) has been discovered. They undertook the development of an active 2-axis-controlled palletised work-holding system for a stable milling operation. The experimental system utilised a commercially available work-holding system using filtered-X-least mean square (LMS) algorithms with piezo-actuators for control of the dynamic control forces. A 3-axis force sensor was utilised, although no control was offered in the third axis. Nevertheless, it demonstrated that the technique could be utilised successfully under stable milling conditions. Comparison between the two approaches is made in the ‘Conclusion’ section.

The aim of this research study was to design, including the work holder, and implement a 2-axis
active control system to compensate for the vibration effects at the tool/workpiece interface on a milling machine operating under stable and unstable (chatter) conditions.

**Structural investigation of a vertical milling machine**

*CNC machine*

Figure 1 shows the vertical 3-axis milling machine, where the tool moves in one direction (Z-axis) and the machining table moves in two directions (X- and Y-axes) on planar guide-ways. The Fanuc CNC controls all machine tool functions. The spindle speed can be controlled from 63 r/min to 5500 r/min and the maximum axis feed rate is 10 m/min. The machine utilises electrical feed drives with direct current (DC) feed motors. The Contraves spindle drive unit provides four quadrant operations to a separately excited DC motor and provides a constant torque ranging from 63 r/min to 1140 r/min and >1140 r/min, a constant power (8.18 kW) to the maximum 5500 r/min.

**Experimental modal analysis**

Døssing, Evans, and Richardson define the process of determining all modal parameters within the frequency range of interest to form a mathematical dynamic model. They declare that the modes of vibration of the structure are the natural frequencies at which the structure predominant motion has a well-defined waveform. They demonstrated that the applied input force is measured with a force transducer and the vibration outputs are measured at a number of points along the structure using displacement, velocity or acceleration transducers. This method measures the FRF between two points of a structure and the modal frequencies, mode shapes and damping can be found from all the FRFs, except those for which the excitation or response is in a nodal position. Frequency response measurements in all three axes were made not only using excitation from either an electro-hydraulic shaker or instrument hammer but also using light cutting test forces. This methodology was applied to the machine under review and was covered in detail by Haase et al. and the results are summarised in Tables 1 and 2.

1. Figure 2(a) shows the compliance FRF, where the relative vibration between tool and machine table was measured using a displacement transducer (legend shows five different loop gains).
2. Figure 2(b) shows the accelerance, where the vibration was measured at the tool tip (legend shows: blue – tool to tool; red – tool to machine column; green – tool to ballscrew housing). The compliance between tool and machine table confirmed the measurements made and shown in Table 1. The accelerance of the tool tip however showed the dynamics of the spindle were >200 Hz. This confirms the fact that the vibration source of the spindle drive at 300 Hz was amplified through the structure. Figure 2(b) also shows the difference in vibration amplitude between the spindle/headstock and the rest of the machine structure (e.g. ballscrew nut). The planar guide-way seemed to be relatively stiff compared to the spindle/headstock as indicated by Døssing.
3. Figure 2(c) shows the FRF of the tool spindle structure (X-axis), which was measured with a sensor on the spindle housing.
4. Figure 2(d) shows the FRF of the tool spindle structure (Y-axis), which was measured with a sensor on the spindle housing.
5. Figure 2(e) shows a cutting process-simplified model similar for X- and Y-axes.
6. Figure 2(a), (c) and (d) shows no difference in the resulting FRFs, indicating that the mechanical

![Figure 1. 3-axis milling machine: (a) physical machine and (b) schematic machine structure.](image-url)
structure is behaving in a linear fashion. Ideally, the input signal to the shaker needs to excite every frequency with the same energy. The spectrum analyser used here (HP 3566A) could generate white noise and swept sine in order to identify an unknown system.

**Integration of the adaptive control system**

**Active work holder, actuators and sensors**

The designed active workpiece holder allows the workpiece to move in two directions, which counteracts static and dynamic deflections caused by the cutting process. Each actuator moves its axis through a flexure guide system, which allows high resolution as it does not suffer from any stiction, friction and backlash. A single axis of the flexure guide system is very flexible in the proposed direction of movement but restricted or very stiff in the other two directions (Figure 3(a)). The inner axis nests into the outer axis (Figure 3(b)), reduces the weight to be moved significantly and also keeps the dimensions much smaller. The inner table, where the workpiece is mounted, will move in two-axes ($X$- and $Y$-axes), the middle frame only in one axis ($X$-axis) and the outer reference frame does not move at all. To allow movement, under large cutting forces in

Table 1. Modal analysis and frequency response measurements of the machine tool.

<table>
<thead>
<tr>
<th>Source or cause of vibration</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torsion flexibility of the machine bed</td>
<td>54</td>
</tr>
<tr>
<td>Bending of both ends of the saddle</td>
<td>64</td>
</tr>
<tr>
<td>Torsion in the column allowing the spindle head to rock from side-to-side</td>
<td>112</td>
</tr>
<tr>
<td>Spindle head rocking side-to-side relative to the column</td>
<td>133</td>
</tr>
<tr>
<td>Spindle head rocking vertically relative to the column</td>
<td>180</td>
</tr>
<tr>
<td>Drive motor ($X$-axis)</td>
<td>169 (2 &gt;200)</td>
</tr>
<tr>
<td>Drive motor ($Y$-axis)</td>
<td>&gt;200</td>
</tr>
<tr>
<td>Drive motor ($Z$-axis)</td>
<td>132</td>
</tr>
<tr>
<td>Spindle motor ($X$-axis)</td>
<td>79</td>
</tr>
<tr>
<td>Spindle motor ($Y$-axis)</td>
<td>60</td>
</tr>
<tr>
<td>Ballscrew ($X$-axis)</td>
<td>119 (full length) 240 (half length)</td>
</tr>
<tr>
<td>Ballscrew ($Y$-axis)</td>
<td>95 (full length) 122 (half length)</td>
</tr>
<tr>
<td>Belt</td>
<td>300</td>
</tr>
<tr>
<td>Structure</td>
<td>20</td>
</tr>
<tr>
<td>Torsion resonance of ballscrew/axial resonance of nut</td>
<td>80–100</td>
</tr>
<tr>
<td>Predominant spindle resonance under cutting conditions</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 2. Summary of measured frequency tests under non-cutting and cutting conditions.

<table>
<thead>
<tr>
<th>Measurements taken for:</th>
<th>Predominant frequencies in order of magnitude (Hz). Other frequencies present</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Non-cutting: spindle running at 3000 r/min</td>
<td></td>
</tr>
<tr>
<td>(b) Cutting: A ø100 mm face mill with eight cutting edges and the same work-piece, material (mild steel) and dimensions (width of workpiece is the width of cut) have been used for all the tests. For each set of parameters (feed rate, spindle speed) the axial depth ($a_x$) of cut was increased until chatter occurred (2–4 mm). The cutting parameters were 410 r/min (383 actual on calibration) spindle speed and 267 mm/min feed rate.</td>
<td></td>
</tr>
<tr>
<td>1. Non-cutting: spindle housing</td>
<td>300</td>
</tr>
<tr>
<td>2. Cutting ($a_x = 2$ mm): $X$-axis acceleration spindle housing (stable cutting)</td>
<td>449, 300, 700</td>
</tr>
<tr>
<td>3. Cutting ($a_x = 4$ mm): $X$-axis acceleration spindle housing (unstable cutting)</td>
<td>449, 550, 610</td>
</tr>
<tr>
<td>4. Cutting ($a_x = 2$ mm): $Y$-axis acceleration spindle housing (stable cutting)</td>
<td>400, 300, 449</td>
</tr>
<tr>
<td>5. Cutting ($a_x = 4$ mm): $Y$-axis acceleration spindle housing (unstable cutting)</td>
<td>449, 400, 550</td>
</tr>
<tr>
<td>6. Cutting ($a_x = 2$ mm): spindle current (stable cutting)</td>
<td>300</td>
</tr>
<tr>
<td>7. Cutting ($a_x = 4$ mm): spindle current (unstable cutting)</td>
<td>300 + harmonics</td>
</tr>
<tr>
<td>8. Cutting: ($a_x = 2$–3 mm) sound pressure (stable cutting)</td>
<td>300 + harmonics</td>
</tr>
<tr>
<td>9. Cutting: ($a_x = 4$ mm) sound pressure (unstable cutting)</td>
<td>449, 400</td>
</tr>
<tr>
<td>10. Cutting: tooth pass frequency</td>
<td>54.7</td>
</tr>
<tr>
<td>11. Cutting: spindle run out frequency</td>
<td>6.4</td>
</tr>
</tbody>
</table>
the Z-direction, the outer reference frame rests on shim steel (200 μm). The necessary additional preload of the lead titanium–zirconate (PZT) actuators can be provided through MUBEA disc springs.

The actuator in this case i.e. the piezo-electric type produces a displacement proportional to an electrical input. The integrated sensors used for the control purposes are: microelectromechanical (MEM) accelerometers, piezo-electric force sensor load washers, strain gauges and humidity sensors. The MEM accelerometers measure direct acceleration in two axes and are integrated into the active work holder and two into the spindle housing. The piezo-electric force sensor load washers measure the cutting force in the two axes. The strain gauges measure the direct displacement of the high resolution guide-way system in the two axes.

**Control algorithm and memory**

The control algorithm used stems from adaptive feed-forward control theory, where generally the system between the reference sensor and control source (actuator) is controlled by a digital filter as proposed by Hansen and Snyder. The impulse response of the digital filter is tuned by an automatic control algorithm, which has the ability to attenuate periodic and deterministic signals even when the disturbance is time varying (machine tool chatter).

**Adaptive control for active control of the machine vibration**

The theory for continuous methods of vibration control, modelling using digital filters and the adaptive
digital filters have been covered in detail by Lockwood et al. 30 and Haase et al. 31 The digital signal processing (DSP) algorithms and the adaptive digital filter theory were detailed and options critically discussed for evaluation in part 1. 30 Part 2 31 investigated an experimental active – vibration control system applied to a cantilever structure tuned to 400 Hz and excited by recorded chatter vibration from the machine under review.

The experimental validation work covered in part 2 31 and fully reported 30 showed promising results following the testing of adaptive finite impulse response (FIR) feedforward controllers using filtered-X LMS algorithm (FXLMS) proposed by Kuo and Morgan; 36 an adaptive FIR feedback controller using the error signal as the reference signal (FXLMS algorithm) proposed by Hakansson 33 and Stothers et al., 34 and finally, an adaptive FIR feedback controller using internal modal control (IMC) FXLMS algorithm proposed by Morani and Zafiriou. 35

The simulation results obtained for the cantilever rig 30,31 was used as a guide to the best algorithm for use with the machine under review, which demonstrated that the LMS algorithm is not stable over the whole frequency band because the dynamics of the secondary path were not included in the algorithms. To compensate for this, the digital filter of the secondary path model is used in conjunction with the LMS algorithm. This is known as the FXLMS algorithm and demonstrated stability over the whole frequency bandwidth. As the reference signal is not available on a vibrating machine tool structure, the adaptive feedback controller technique using IMC was considered the best option when considering performance and robustness. 36

Adaptive control theory

The active control uses adaptive filters in order to control the plant or dynamic system. It is important to note that the signals need to be converted between three different domains: (a) digital, (b) electrical and (c) mechanical (see Figures 4(a) and 5). To improve the quality of the signal, smoothing filters and anti-aliasing filters are added.

Consider the well-known LMS or stochastic gradient algorithm illustrated by Widrow and Stearns 36

\[
h_{n+1} = h_n - 2\mu e_n X_n
\]  

(1)

If the filter is an infinite impulse response filter (IIR), the LMS algorithm of Feintuch illustrated by Hayes 37 can be used as a computationally simple algorithm to update feedforward (numerator) and feedback...
(denominator) filter weights and was considered appropriate for the identification filter (Figure 4(c)) where

\[
\begin{align*}
a_{i+1} &= a_i - 2\mu_x e_i x_i \\
b_{i+1} &= b_i - 2\mu_x e_i x_{i-1}
\end{align*}
\]  

(1a)  

(1b)

The Feintuch algorithm was used to estimate the secondary path loop for both the acceleration and force feedback systems (see Figure 4(c)). The FXLMS was used for the adaptive control and is explained below resulting in equation (2).

Apart from the transfer function of the secondary path, which includes the dynamics of DAC (digital to analogue converter), reconstruction filter, power amplifier, actuator, error sensor, anti-aliasing filter and ADC (analogue to digital converter), the model remains the same as the one for system identification where the error becomes zero if the digital filter converges to the same transfer function as the primary path.

A digital feedforward system in comparison with a feedback system has the theoretical potential to cancel a harmonic signal down to zero, because the error signal monitors only the performance of the controller, whereas the reference signal is used as a controller input. Feedback systems in comparison use the error signal as the controller input. By taking a harmonic excitation, for example, the controller may go unstable when the error is reduced to such an extent that the controller is supplied only with the uncorrelated noise of the vibration sensor.

A simple adaptive feedback controller could use the error measurements for both error and reference signal. Owing to the correlation between reference and error signal, care must be taken with the fact

---

**Figure 4.** (a) Typical parts of an adaptive control scheme, (b) FX LMS FIR adaptive and (c) Feintuch IIR identification algorithms. FXLMS: filtered-X LMS algorithm; FIR: finite impulse response; IIR: infinite impulse response filter.
that there is no guarantee that the error surface will have only one global minimum as it was in the feedforward case. In order to add robustness to such systems, a leakage factor can be introduced to the FXLMS algorithm (equation (2)), to weight the filter coefficients as shown by Elliot.38

Equation (1) becomes

$$h_{n+1} = \gamma h_n - 2\mu e_n x_n' \text{(leakage factor } 0 < \gamma < 1)$$

(2)

Also, the FXLMS algorithm pre-filters the reference signal $x_n$ with an estimated digital model of the secondary path, so that the error signal and filtered reference signal $x_n'$ are aligned in time to give a valid cross-correlation estimate as stated by Kuo and Morgan.32 The leakage factor prevents the adaptive filter reducing the error signal down to zero. The amount of leakage determines the amount of vibration left in the system. This algorithm is very practical for dealing with possible instabilities in adaptive feedback systems as related by Hakansson33 and Stothers et al.34 Methods for transforming a feedback design problem into a feedforward one with all its associated advantages was also utilised as suggested by Morani and Zafiriou,35 and Morani.39

From Figure 4(b), the optimum filter solution for direct system identification using adaptive filters is

$$e(n) = d(n) - y(n)$$

(3)

$$E(z) = P(z)X(z) - H(z)Y(z)$$

(4)

For the optimum solution, $e(n)$ converges to zero $\rightarrow \ H_{\text{optimum}}(z) = P(z)$

For adaptive control, which includes the dynamics of a secondary path, the optimum filter solution will be

$$e(n) = d(n) - s(n) * y(n)$$

(3a)

$$E(z) = P(z)X(z) - H(z)S(z)X(z)$$

(4a)

And $H(z) = A(z) + B(z)$ for Feintuch IIR LMS identification filter

(5)

In other words, the optimum filter $H_{\text{optimum}}(z)$ has to model $P(z)$ and an inverse model of $S(z)$. This requires an IIR filter or high-order FIR filter. For the adaptive filter using the standard LMS algorithm, the presence of the secondary path means that the difference between the filter output $y(n)$ and desired signal $d(n)$ is no longer available to update the filter coefficients. As the LMS algorithm uses an instantaneous estimate of the cross-correlation ($e(n) * x(n)$) to update the filter coefficients, for adaptive control applications, the phase characteristics of the secondary path would distort this cross-correlation estimate, because the reference signal $x(n)$ is not “aligned” correctly with the error signal $e(n)$. In practical terms, this means that the LMS algorithm will generally cause instabilities for adaptive control, because of the presence of the secondary path.

Figure 5. The schematics of the experimental set up for the adaptive controller.
Stable cutting tests on a 3-axis machining centre with integrated active vibration system

Integration of the adaptive feedback controller

Figure 5 shows the schematics of the experimental setup for the adaptive feedback controller where the traditional and feedback structure was used (see section ‘Adaptive control theory’). The feedback transducer was either the workpiece accelerometer or the force sensor located on the piezo-electric active workpiece holder. The digital controller platform was a 400 MHz PC in order to provide enough processing power to run the adaptive FIR filter controller (FXLMS) in the IMC feedback structure mode at a suitable sampling frequency. The adaptive FIR LMS controller routine written in Borland C++, updated for the FXLMS algorithm feedforward and feedback (IMC feedback structure mode). The secondary path model was identified off-line; and the kernel was loaded into the algorithm via a disk. The non-parametric secondary path FRF was measured using the HP spectrum analyser by applying white noise excitation through the piezo-electric actuator system. A parametric model was then identified by use of the MATLAB-S function package, and the filter kernel was designed using the MATLAB filter design tool and signal processing boxes. Identification of secondary path FRFs was carried out off-line and showed no significant difference with or without tooling fitted but on other applications it can have an effect. Also, no significant difference was shown in the FRFs of the secondary path for both force and acceleration sensor systems so the same kernel was used for both (Figure 6). The Data Physics system analyser was integrated into the system to analyse performance. Table 3 shows the parameter settings for the adaptive acceleration and force feedback controller systems.

Cutting tests to evaluate force and accelerometer feedback sensors

1. Several cutting tests were carried out to check on the performance repeatability. Figure 7 shows the performance effect of the adaptive piezo-electric control system when using the measured vibrations (acceleration) as a feedback signal for a stable cutting process.

2. The next sensor to be tested by the adaptive controller was the dynamic cutting force feedback, by the use of filters to separate the dynamic and static cutting forces. Feeding the static cutting force feedback to the controller would effectively have reduced the system stiffness because the actuator system would try to avoid the cutting process completely by moving the actuator in the opposite direction to the feed. To avoid this problem, a high-pass filter was used to feed only the dynamic cutting force back to the controller.

3. Figure 8 illustrates the performance of the adaptive force feedback control for stable face milling operation.

4. Figure 9 compares the surface just before and after the adaptive force feedback controller was activated.

5. Table 4 summarises the overall performance and shows that roughness and waviness measured were improved using three-dimensional (3D) surface measurement techniques defined by Jiang et al.\textsuperscript{40} and Jiang and Blunt.\textsuperscript{41}

6. Figures 7 and 8 confirm the result by measuring the spectral density of the system from strategic accelerometers placed on the workpiece and spindle housing before and after the controller is activated.
Table 3. The parameter settings of the adaptive acceleration and force feedback controller.

<table>
<thead>
<tr>
<th>Accelerometer controller parameters</th>
<th>Force sensor controller parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adaptive feedback controller</strong></td>
<td><strong>Secondary path identification</strong></td>
</tr>
<tr>
<td>Adaptive algorithm</td>
<td>Feintuch IIR LMS</td>
</tr>
<tr>
<td>Filter</td>
<td>35th FIR</td>
</tr>
<tr>
<td>Adaptive step size $\mu$</td>
<td>0.00005</td>
</tr>
<tr>
<td>Leakage factor $\gamma$</td>
<td>0.9999</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>5000 Hz</td>
</tr>
<tr>
<td>Reconstruction filter</td>
<td>Fourth-order Butterworth</td>
</tr>
<tr>
<td>Digital gain</td>
<td>3.0 (X-axis), 1.0 (Y-axis)</td>
</tr>
<tr>
<td>Analogue gain</td>
<td>4.5 (X-axis), 3.0 (Y-axis)</td>
</tr>
<tr>
<td><strong>Adaptive feedback controller</strong></td>
<td><strong>Secondary path identification</strong></td>
</tr>
<tr>
<td>Adaptive algorithm</td>
<td>Leaky FXLMS</td>
</tr>
<tr>
<td>Filter</td>
<td>35th IIR</td>
</tr>
<tr>
<td>Adaptive step size $\mu$</td>
<td>0.001</td>
</tr>
<tr>
<td>Leakage factor $\gamma$</td>
<td>0.9999</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>5000 Hz</td>
</tr>
<tr>
<td>Reconstruction filter</td>
<td>Fourth-order Butterworth (4 kHz cut off)</td>
</tr>
<tr>
<td>Digital gain</td>
<td>1</td>
</tr>
<tr>
<td>Analogue gain</td>
<td>2.5 (X-axis), 1.0 (Y-axis)</td>
</tr>
<tr>
<td><strong>Adaptive feedback controller</strong></td>
<td><strong>Secondary path identification</strong></td>
</tr>
<tr>
<td>Adaptive algorithm</td>
<td>Leaky FXLMS</td>
</tr>
<tr>
<td>Filter</td>
<td>35th IIR</td>
</tr>
<tr>
<td>Adaptive step size $\mu$</td>
<td>0.00005</td>
</tr>
<tr>
<td>Leakage factor $\gamma$</td>
<td>0.9999</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>5000 Hz</td>
</tr>
<tr>
<td>Reconstruction filter</td>
<td>Fourth-order Butterworth (2 kHz cut off)</td>
</tr>
<tr>
<td>Digital gain</td>
<td>1</td>
</tr>
<tr>
<td>Analogue gain</td>
<td>1.0</td>
</tr>
</tbody>
</table>

FXLMS: filtered-x LMS algorithm; IIR: infinite impulse response filter; LMS: least mean square algorithm.

Figure 7. Performance of the adaptive acceleration feedback control system ($Y$-axis) on a stable cutting operation: (a) time response and (b) power spectral density.

Figure 8. Performance of the adaptive dynamic force feedback control system ($X$-axis) on a stable cutting operation: (a) time response and (b) power spectral density.
Figure 9. The generated surface (a) with (b) and without the controller activation (stable operation).

Table 4. Overall improvement through the adaptive force feedback controller (stable cutting operation).

<table>
<thead>
<tr>
<th></th>
<th>Adaptive force controller off</th>
<th>Adaptive force controller on</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface roughness $S_q$ in Z-direction (Roughness wavelength 0–0.8 mm)</td>
<td>3.493 μm</td>
<td>2.748 μm</td>
</tr>
<tr>
<td>Surface waviness $S_q$ in Z-direction (Waviness wavelength 0.8–5 mm)</td>
<td>1.148 μm</td>
<td>0.93 μm</td>
</tr>
<tr>
<td>Reduction of the dynamic cutting force for the X-axis</td>
<td>6–7 dB (55%) at 7.4 Hz and 59 Hz (Spindle run out and tooth pass frequency)</td>
<td></td>
</tr>
<tr>
<td>Reduction of the dynamic cutting force for the Y-axis</td>
<td>6–7 dB (55%) at 7.4 Hz and 59 Hz (Spindle run out and tooth pass frequency)</td>
<td></td>
</tr>
</tbody>
</table>

Note that:

Figure 9 reveals the reduction in the vibration level the force feedback control system has achieved.

Active vibration control of a heavy and unstable cutting operation

The final experimental tests were conducted to control chatter vibration using the developed piezoelectric active vibration control system. The cutting conditions for all the following tests were carried out on mild steel and the parameters used were: $D_c$ – 100 mm face mill; $m$: eight inserts; $n$ – 477 r/min spindle speed; $f$ – 133 mm/min feed rate; $a_x$ – 76 mm width of cut—width of the workpiece; $a_y$ – 2–3 mm axial depth of cut and 0–8 mm tool offset. The cutting operation was to increase the axial depth of cut until the cutting process became unstable and on the brink of chatter.

For an unstable cutting process, the accelerometer was considered the better solution. The main chatter frequency of this machine using the same face mill was about 450–460 Hz, which is the ideal frequency for an accelerometer. Therefore, the accelerometer was used as feedback sensor for trying to control unstable cutting operations (chatter). The control parameters were the same as shown in Table 1 except for a reduced analogue gain.

Note that:

- Figure 10 shows the effect the adaptive control system has made for an unstable cutting operation; the surface finish improvement shown in Figure 10(b) was captured with a digital camera.
- Figure 10(a) and (b) shows that the system successfully controlled chatter vibration with the result that both the vibration level and the generated surface were improved significantly (no chatter marks).

Summary

- Vibration analysis of the machine helped to focus on the project (Tables 1 and 2).
- New types of silicon MEM accelerometers have successfully been used to measure machine tool vibration.
- Active vibration control, actuators, sensors and adaptive control algorithms have been vigorously studied.
- Adaptive filter routines have been written in MATLAB/SIMULINK and C++. These routines have successfully been used to estimate and fit off- and on-line mathematical models to an FRF from modal tests. The identified structural models have helped to develop a simulation program for the adaptive vibration controller. All the adaptive
control and identification routines developed here have been added to our standard MATLAB/SIMULINK library.

- The novel universal prototype and demonstration system (Figure 3) for active vibration control on a 3-axis milling machine has been designed and built. The 2-axis system uses a novel high-resolution flexure guiding system and its integrated sensors are able to measure the cutting force, direct acceleration and direct displacement. The actuators can move each axis about 6 μm with nanometre resolution. The system is protected from cutting fluid and hot chips and can withstand cutting forces >12.5 kN.
- The Feintuch algorithm was used to estimate the secondary path loop for both the acceleration and force feedback systems (Figure 4(c)) while the FXLMS was used for the adaptive control (section ‘Adaptive control theory’).
- Acceleration feedback was preferred to force feedback for the chatter frequencies experienced.

Conclusion

- Active vibration control applied to a milling machine using digital adaptive filters has been demonstrated to have significant potential for improving machine's performance under stable and non-stable conditions.
- The developed active acceleration feedback vibration control system has been successfully used to control and reduce the vibration of a stable face milling operation by up to 16–17 dB (Y-axis: 85% at 1000 Hz; X-axis: 70% at 600 Hz).
- Although only two axes in the plane perpendicular to the rotating spindle axes were under control, the adaptive dynamic cutting force feedback control system has improved the surface finish with 21.3% roughness and 18.9% waviness (Figure 9 and Table 4).
- The developed active acceleration feedback vibration control system has been successfully used to control and reduce the vibration of an unstable face milling operation. The system was able to stabilise the cut and eliminate chatter vibration. The vibration level at significant modal frequencies has been reduced significantly to 23 dB (92.9%) at 339 Hz and 24.5 dB (93.9%) at 1024 Hz (Figure 11(a) and (b)), the surface finish tests indicated that all chatter marks had been removed (Figure 10).
- The >90% reductions at the modal frequencies would suggest that greater MRRs and a significant reduction in tool wear could also be achieved but exhaustive tests have not yet been carried out because the system is a prototype.
- Critical comparison with Rashid and Nicolescu: 22
  1. A common algorithm, namely the FXLMS was used for the adaptive control, yet was developed independently. Our exhaustive algorithm tests put into the public domain by Lockwood et al. 26 and Haase et al. 31 showed critical comparisons with other algorithm types and pre-dated Rashid & Nicolescu (22). We concluded that the IMC FXLMS for our adaptive control application and for the Feintuch algorithm to be used to determine the secondary path loop (sections ‘Adaptive control for active control of the machine vibration’ and ‘Adaptive control theory’).
  2. Our work-holding system was purpose built, whereas Rashid and Nicolescu 22 adapted a Dynafix palletised work-holding system, which was satisfactory for their heavier machining application.
  3. They utilised force feedback, whilst we examined both force (stable operation) and acceleration feedback (unstable operation). We found the acceleration feedback to be more advantageous at the chatter frequencies experienced.

Figure 10. Control of chatter vibrations using the adaptive active vibration control system: (a) reduction in vibrations and (b) the improved surface finish.
For an unstable cutting process, the accelerometer was considered the better solution (see section ‘Cutting tests to evaluate force and accelerometer feedback sensors’).

4. The adaptive controller utilising dynamic cutting force feedback needed high-pass filters to separate the dynamic and static cutting forces. The surface finish and vibration spectrum improvements before and after the adaptive force feedback controller was activated and are covered in ‘Cutting tests to evaluate force and accelerometer feedback sensors’ section and are illustrated in Figures 8 and 9. Table 4 summarises the overall performance using 3D surface characterisation measurement techniques pioneered by Jiang et al.\textsuperscript{40} and Jiang and Blunt,\textsuperscript{41} where the roughness and waviness measurements were significantly improved.

5. Rashid and Nicolescu\textsuperscript{22} claimed a surface finish improvement (ca 41\% on roughness measurement) for their larger depth of cut operation (ca 10 mm depth of cut) on a stable milling operation for mild steel and demonstrated an improved tool wear performance. Their roughness measurement was assumed (not stated) to be measured using a 2D measuring instrument. Our surface finish improvements were 21.3\% roughness and 18.9\% waviness using a 3D measuring instrument.

6. No attempt was made by Rashid and Nicolescu\textsuperscript{22} to compensate for chatter.

7. In conclusion, both parties confirm improved performance (surface finish/tool wear) for stable milling operation using dynamic force feedback systems. On our smaller machine we have demonstrated that the system was able to stabilise the cut and eliminate chatter vibration (ca 93\% reduction) utilising acceleration feedback, which should also significantly improve the MMR.

8. Both conclude that their respective research programmes were in an evolutionary phase.
with problems that need to be addressed in order to satisfy system integration, robustness and safety hazard requirements. Nevertheless, both clearly demonstrated successful research programmes in need of further development and exhaustive testing.

Suggestions for further work

1. Reduce the work holder guide-way stiffness and increase the maximum stroke up to 8–10 μm could optimise the existing 2-axis system relatively easily.
2. The cutting trials could be extended to peripheral cutting operations and this should bring better results as the generated surface has the same direction as the axes under control.
3. Faster, more modern, DSP-based, digital controller platform could be used. More computational power would make it possible to increase the sampling frequency, model order and to use other recursive adaptive algorithms.
4. A faster digital computer may also allow for the on-line identification of the secondary path during cutting. The identification routine would run continuously and the secondary path be updated periodically.
5. A major improvement would be the integration of the whole actuator system into the spindle head of the machine. Although this would mean that it was machine specific, it would have the advantage of controlling the spindle and tool directly and the table would be free to mount a workpiece of any size which is not possible with the current system.
6. Exhaustive tests on MMR and tool wear improvement should be carried out.
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Appendix

Notation

- \( a \): filter kernel Feintuch IIR LMS algorithm (numerator)
- \( a_{i+1} \): new feedforward weighting coefficient value for Feintuch IIR LMS algorithm (numerator)
- \( a_i \): previous feedforward weighting coefficient value for Feintuch IIR LMS algorithm (numerator)
- \( b \): filter kernel Feintuch IIR LMS algorithm (denominator)
- \( b_i \): previous feedback weighting coefficient value for Feintuch IIR LMS algorithm (denominator)
- \( b_{i+1} \): new feedback weighting coefficient value for Feintuch IIR LMS algorithm (denominator)
- \( d(n) \): plant output
- \( E(z) \): error signal (domain)
- \( e(n) \): scalar error signal
- \( e_i \): current error signal for Feintuch IIR LMS algorithm
- \( e_n \): current error signal for filtered-X FIR LMS algorithm
- \( h \): filter kernel
- \( h(n) \): the impulse response is the equivalent of the transfer function \( H(z) \) in the \( z \) domain.
- \( h_n \): current coefficient value for LMS algorithm
- \( h_{n+1} \): new coefficient value for LMS algorithm
- \( H(z) \): Feedforward transfer function (domain)
- \( P(z) \): primary path transfer function (domain)
- \( S(z) \): secondary path transfer function (domain)
- \( x(n) \): input signal
- \( x_i \): current input signal for Feintuch IIR LMS feedforward algorithm
- \( x_{i-1} \): last time input signal for Feintuch IIR LMS feedback algorithm
- \( x_n \): current input or excitation signal for LMS algorithm
- \( \hat{x}_n \): filtered input or excitation signal for filtered-X FIR LMS algorithm
- \( \lambda(z) \): input signal (domain)
- \( y(n) \): the filter output signal is a linear combination of the previous input and output samples weighted with the coefficients, \( a \) (numerator) and \( b \) (denominator)
- \( z \): \( z \) domain operator
- \( \mu \): adaptation coefficient for LMS algorithm. Determines the step size used for each iteration and must be set small enough to obtain stability of the algorithm.
adaptation coefficient for Feintuch IIR LMS feedforward algorithm. Determines the step size used for each iteration and must be set small enough to obtain stability of the algorithm

$\mu_a$

adaptation coefficient for Feintuch IIR LMS feedback algorithm. Determines the step size used for each iteration and must be set small enough to obtain stability of the algorithm

$\mu_b$